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This paper provides a review of the concept of the Exergy Footprint, a novel Environmental Indicator 
formulated in a Thermo-Economic perspective. Every effort is made to present it as the latest -even if 
probably not the final- development of the brilliant intuition by Rant (formulated in 1955, almost  70 years 
ago) to use Thermodynamic principles to obtain a more rational cost allocation in multi-products lines. The 
ExF maintains that the real cost of a material or immaterial commodity is measured by the primary resource 
cumulatively consumed in its production, operation and disposal, i.e. in a life-cycle sense. Its novelty: it 
explicitly includes the externalities. 

Starting from simple but rigorous examples, it is shown that if sufficient econometric data are available, a 
primary resource cost can be calculated for the Labour and Capital Externalities.  It is then argued that the 
calculation of the Environmental Cost can be formulated in terms of an “extended exergy balance” in which 
the streams entering and leaving the system are either physical (material, energy) and “equivalent” (Labour, 
Capital). Once this step is completed, all three externalities are expressed by their equivalent primary 
exergy consumption. 

For any technological chain it is then possible to calculate the actual amount of primary resource exergy 
“embodied” (in an extended sense) into a commodity. This amount is clearly a cost proper, and is called 
“Extended Exergy Cost” or, to better signify its importance, “Exergy Footprint”, ExF.  

For any human agglomerate it becomes then possible to derive an effective measure of its environmental 
impact, given by the weighted sum of the ExF of all of its “products”. The Exergy Footprint can thus be also 
viewed as an Environmental Indicator and can be applied to every scale of a society, from the single 
production line to an entire city or region or nation. 

Keywords: Environmental indicators; Non-equilibrium systems; Second Law; Sustainability; Exergy 
Footprint 

1 – A NECESSARY HISTORICAL PRELUDE 

Exergy definition by Bosniakovic [1961] & Rant [1955]: The exergy of a system is the maximum useful work 
that can be extracted from a system by a process that brings it into equilibrium with a heat reservoir. 
And a more rigorous definition may add: “… (heat reservoir) of infinite capacity, while the system interacts 
only with this heat reservoir ”. 
I like also Szargut’ definition: “Exergy is the amount of work obtainable when some matter is brought to a 
state of thermodynamic equilibrium with the common components of the natural 
surroundings by means of reversible processes” [Szargut 1988] 
 
But important: Exergy of a system in a state x is also the minimum reversible work that must be done on it 
to bring it from its equilibrium with the heat reservoir to state x. 
 
Gibbs Available Energy “The greatest amount of mechanical work that ideally can be obtained  merely by 
proceeding from the given condition of the body to one on the surface of dissipated energy that has the 
same S and V.” [gaggioli 2002]. If we accept this definition, Exergy is NOT equal to Available Energy (but, 
see also [Keenan 1941]) 
 

https://en.wikipedia.org/wiki/System_(thermodynamics)
https://en.wikipedia.org/wiki/Mechanical_work
https://en.wikipedia.org/wiki/Thermodynamic_process
https://en.wikipedia.org/wiki/Thermodynamic_equilibrium
https://en.wikipedia.org/wiki/Heat_reservoir


(The word ‘‘availability’’ was introduced by Tait in 1868 and ‘‘available energy’’ by Maxwell ~1871. For over 
three decades, 1970-2008, “Availability” and “Exergy” were used to define the same thermodynamic 
function) 
 
 
First mention of economic value of exergy,  [Rant 1955]: “Exergy is the part of energy having value. Energy 
without exergy is valueless”  
Exergists were criticized in Europe & Germany in the ’60-‘70s [Tuma 2016] (but they did not give up: in 
Germany Elsner [1965-1972], Fratzscher [1965-1977, Beyer [1972-1980  ] and many others; in Russia, 
Kalinina [1973-1978], Brodianskyi [1965], Nikul’shin [1980]; in Poland, Szargut [1957-1973]… 
1962-1971: Tribus, Sama, Evans proposed a monetary cost balance based on exergy content of streams 
(=> there is a cost in destroyed exergy!) [1962-1981] 
Exergists were criticized in Europe & US, 1980-1990, but Gaggioli founded the Second Law Group (1984) 
whose members did an impressive amount of scientific works and engineering applications that last until 
today. 
Tsatsaronis (& Knoche) 1984/85 and Valero 1986 laid the basis for a) the exergy flowchart of a process; b) 
the TE assessment and optimization of a process.  
Frangopoulos & von Spakovski: Environomics, ~1997: an attempt to explicitly include externalities in a TE 
formulation. Szargut had already proposed the inclusion of environmental effects in 1973, but his work did 
not obtain the due recognition until much later.   
In fact, Gaggioli (& Petit, Reistad, Wepfer) had already presented an initial structuring of Exergy Economics 
between 1970-80:  
Valero (& Valero-Delgado, Stanek) improved, completed and formalized Szargut’s idea of Exergo-
ecological cost [1995-2014] 
Jørgenssen proposed a niche application under the name of Eco-exergy, ~2005.  
Many other contributions, most of which are included in the Reference list, were published between 1990 
and 2021. TE-based Diagnostics paradigms were formulated [Lazzaretto, Serra, Valero, Verda, 1994-
2004], the loss structure was more accurately identified [Lazzaretto, Tsatsaronis, Valero, Verda,  1996-
2002 ], applications to more complex systems and the links to the emerging “sustainability” concept was 
proposed [Wall, Whiting, Dai et al., Nowak, Sciubba, Stanek, Valero, Morosukk, Petrakopoulos, 1977-2014] 
The first explicit inclusion of the Labour, Capital and Environmental costs into a non-monetary framework, 
called Extended Exergy, was proposed by Sciubba [1998]  
One possible description (NOT a definition!): Thermoeconomics, TE,  is a versatile concept that provides a 
general, systematic and integrated approach for the analysis of design systems. Being an exergy-aided 
costing method, TE offers additional insight on the cost formation of primary and secondary streams in 
energy conversion plants, as well as on the interactions among thermodynamics and economics and among 
the various plant components, all of which are important for improvement of energy system design.  

2 – MONETARY THERMO-ECONOMICS 

Every process admits of a cost balance equation:  
CP=CF+ZK     (in €/yr, neglecting profit)      (1) 

ZK [€/s] is the capital repayment cost flow (it may include scheduled maintenance, insurance & Labour). 
Consider as a simple example the heating of a room: the Product is Q room, the Fuel Qsource  

csource*Qsource +ZK= c room*Qroom    (2) 
Since we are interested in the cost of space heating, we can run an energy cost balance (“how many kWh 
it takes to generate the desired product?”): 

 csource*Qsource +ZK = c room*Qroom   (3) 

…c in €/kWh, Q may be expressed as ∆h, in kWh 𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚 =
𝑠𝑠𝑠𝑠𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑄𝑄𝑠𝑠𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛+𝑍𝑍𝐾𝐾𝑄𝑄𝑠𝑠𝑜𝑜𝑜𝑜𝑟𝑟         in €/kWh    (4) 

 
Rant [1955] argued that the real “value” of a commodity is its exergy content. The cost equation can be 
rephrased in terms of exergy: 



csource* EQsource +ZK = c room*EQroom    (5) 
…c in €/kWh, E in kWh 
EQroom is rather low because the room is almost at its dead state (p0, T0), EQsource is much higher because 
there is indeed some work-generating capacity in the hot source … so: 𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚 =

𝑠𝑠𝑠𝑠𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝐸𝐸𝑄𝑄𝑠𝑠𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛+𝑍𝑍𝐾𝐾𝐸𝐸𝑄𝑄𝑠𝑠𝑜𝑜𝑜𝑜𝑟𝑟      in €/kWh   (6) 

 
The same formula, very different meanings! In fact, EQ = Q -T0∆s is always lower than the enthalpy of an 
amount equal to the Gouy-Stodola irreversibly “lost work”. As a consequence, the c room given by eqtn. (6) 
is higher than its energy equivalent given by eqtn. (4). 
 
It is interesting to quote [Rant 1955]: “A system, let us say a heated room, requires a given quantity of heat 
(Q room) at temperature T room (Sl. 2). This heat is represented in the s-T diagram by the area of rectangle 1-
2-3-4. The heat is available at temperature Tsource (e.g. the average temperature of flue gases in a furnace) 
and the environment temperature is T0. The simplest method of heating involves direct removal of heat 
from the heat source and its transfer to the user. In this way, the amount of thermal energy Qsource removed 
from the source at temperature Tsource equals the amount of heat supplied to the heated system: 

Qsource = Q room     (7) 
In Sl.2, Qsource is represented by the area 7-8-9-10, which is obviously equal to the area 1-2-3-4. There are 
no losses as far as energy is concerned. 
What about the exergies? The exergy of heat Q room is E room= Q room (Troom−T0)/Troom, equal to area 1-2-5-6; 
the exergy of the thermal energy Qsource used for heating is Esource= Qsource(Tsource−T0)/Tsource,; Esource=7-8 
-11-12; considering Q room = Qsource and Troom<Tsource, we can also establish that Eroom<Esource. The exergy 
has been reduced in this process. The cause for the loss of exergy is the irreversible transfer of heat from 
the source to the system at a limited and, usually, quite large temperature differences Tsource–Troom. 
Wherever irreversibilities are present, things are not in order energetically, even if it seems otherwise. The 
method of heating can be improved significantly as follows (Sl. 3): 
Only as much heat Q’s is removed from the source at temperature Tsource, so that its exergy E’s equals the 
exergy Eroom of thermal energy Q room used for heating. We get: 
 𝑄𝑄𝑠𝑠′ = 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛 𝑇𝑇𝑠𝑠𝑜𝑜𝑜𝑜𝑟𝑟−𝑇𝑇0𝑇𝑇𝑠𝑠𝑜𝑜𝑜𝑜𝑟𝑟 𝑇𝑇𝑠𝑠𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑇𝑇𝑠𝑠𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛−𝑇𝑇0    (8) 

The exergy E's coming from the source of removed heat Q's is converted to work using a power cycle, and 
this work is then used to drive a reversed  Carnot cycle 1-6-5-2. Valueless heat 6-5-3-4 is removed from 
the environment in this process (this heat has zero exergy). The heated system is provided with heat Q room 
=1-2-3-4 having the necessary exergy Eroom = 1-2-5-6. This method of heating removes less energy from 
the heat source than that required for heating; but the exergy removed from the heat source equals the 
spent exergy. This is the operating principle of a Heat Pump.” And in the conclusions: … “The existing 
method for energy pricing (accounting) in combined plants on the basis of used enthalpies is fundamentally 
wrong. It has to be replaced with pricing (accounting) on the basis of used exergies, which is the only proper 
way.”  
(text slightly adapted by this author) 
 



  
Figure 1 – Rant’s [1955] original explanation of the “e” vs “h” evaluation of a heating device 

Since realistic processes are much more complex, some “cost rules” must be introduced to maintain rigor 
and abide to common engineering sense. This was done by Gaggioli & coworkers, Lazzaretto, Tsatsaronis-  
Cziesla, Morozyuk,  Reini [2021-2023],Valero. 

In real processes, there are inevitably some material or immaterial discharges. The corresponding term CD 
must be included in the cost balance, eqtn. (1), as well.  

CP=CF+ZK+ZENV+CD    (9) 
There are additional prescriptions on how to handle the CD term, but they are not essential to our scope 
here. 

Let us provide a simplified outline of the procedure proposed by Tsatsaronis & Valero: (the following 
treatment is simplified for conciseness & clarity and is not completely rigorous!). 

Let us write the cost equations for each individual component in figure 2: 𝑐𝑐1�̇�𝐸1 − 𝑐𝑐2�̇�𝐸2 + 𝑐𝑐7�̇�𝐸7 + 𝑍𝑍𝐴𝐴 = 0 𝑐𝑐3�̇�𝐸3 + 𝑐𝑐4�̇�𝐸4 − 𝑐𝑐5�̇�𝐸5 + 𝑍𝑍𝐵𝐵 = 0   (10) 𝑐𝑐5�̇�𝐸5 − 𝑐𝑐6�̇�𝐸6 − 𝑐𝑐7�̇�𝐸7 − 𝑐𝑐8�̇�𝐸8 + 𝑍𝑍𝑅𝑅 = 0 𝑐𝑐2�̇�𝐸2 − 𝑐𝑐3�̇�𝐸3 + 𝑐𝑐8�̇�𝐸8 − 𝑐𝑐9�̇�𝐸9 + 𝑍𝑍𝐷𝐷 = 0 
Where 𝐶𝐶𝑗𝑗 = 𝑐𝑐𝑗𝑗�̇�𝐸𝑗𝑗 = 𝑐𝑐𝑗𝑗�̇�𝑚𝑗𝑗𝑒𝑒𝑗𝑗 for material streams and 𝐶𝐶𝑗𝑗 = 𝑐𝑐𝑗𝑗𝑃𝑃𝑗𝑗 for immaterial ones (P being the power). 
Assuming the Z j are known, system (10) has 4 eqtns. (the cost balances, 1 for each component) and 9 
unknowns (the c i). A possible set of 5 auxiliary equations needed to make its coefficient matrix square is: 𝑐𝑐1 = 𝜉𝜉 

 𝑐𝑐4 = 𝜓𝜓              (11) 𝑐𝑐6 − 𝑐𝑐7 = 0 𝑐𝑐6 − 𝑐𝑐8 = 0 𝑐𝑐9 = 𝜑𝜑 
If the system (10+11) has a Det(Mcoeff)≠0, the system admits of a solution. 
The auxiliary equations are derived on the basis of a proper set of general rules on the function of a stream 
in the component’s operation. 
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Figure 2 – Generic process scheme 

 

3 – THE PROBLEM OF THE EXTERNALITIES  

In Economics, an externality is “a fact or an event that impacts a system or a procedure and that is not 
directly involved in the ‘state of the universe’ that causes that event”. 
In Engineering Economics it is customary to separate internal production costs, directly related to the 
machinery used, the physical parameters of the process and of the participating streams, from external 
costs, grouping under this denomination all cost items not depending directly from the installed process. 
Examples of external costs are land preparation, transportation, electrical connection to the grid, wages 
and salaries, start-up costs, financial flows, disposal of discharges, etc. 
Engineers have borrowed the term “externality” from Economics, making it more precise and itemized. In a 
cost/benefit evaluation, there are thus three types of “externalities”: 
a) Labour, i.e., the cost of wages and salaries, usually expressed in €/yr or €/unit; 
b) Capital, i.e. the financial costs necessary to operate the process: repayment of loans, amortization, 

differed cash flows, etc. 
c) Environmental costs, neglected until the ‘70s and still lacking a universally accepted definition: in 

general, these are the monetary costs caused by actual or potential environmental harm caused by the 
process operation (most commonly, “emissions” and “discharges”). 

 
TE needs special additional procedures to handle these costs: 
a) Capital costs are calculated as repayment rates on the TIC (Total Installed Costs) and accounted for in 

ZK; 
b) Scheduled maintenance, insurance, taxes, start-up, etc. costs can be added to ZK and possibly adjusted 

to annual rates; 
c) Labour costs can be included -with some caution- in ZK as well; 
d) Environmental costs can be accounted for in three different ways: 

- ZENV is set equal to the foreseen “pollution fees” set by national or international regulations; 
- ZENV is set equal to the calculated “remediation” costs directly and indirectly related to the process 
effluents; 
- ZENV is set equal to the avoidance costs, i.e. to the remedial actions to be taken within the process 
boundaries. 

Depending on the mode of calculation, ZENV may vary of orders of magnitude; it is generally accepted that 
there are non-trivial problems in its calculation  [Innes 2013] 

 
4 – EXERGY COST, EXERGO-ECOLOGICAL COST, EXERGY FOOTPRINT 

The following example is a simplified rendering mainly based on the works of Valero & coworkers [reff]. 
Notice though that already Rant [1955], Szargut [1965] and Gaggioli [1980] proposed the same -or a very 
similar- approach.  
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Figure 3 – Exergy flow diagram for the process of figure 3 

 

Table 1 – Flow type identification (“production structure”) 

 A B C D 

Fuel E1+ E7 E3+ E4 E5 E8- E9 

Product E2 E5- E3 E6+ E7+ E8 E3- E2 

 

For the system of figure 3, a purely thermodynamic representation may be chosen: from the exergy 
flowchart an exergy budget can be derived (�̇�𝐸𝑖𝑖𝑛𝑛 = �̇�𝐸𝑠𝑠𝑠𝑠𝑛𝑛 + �̇�𝐸𝛿𝛿). In canonical form (see fig. 4), all terms in [W]: �̇�𝐸1 − �̇�𝐸2 + �̇�𝐸7 − �̇�𝐸𝛿𝛿,𝐴𝐴 = 0 �̇�𝐸3 + �̇�𝐸4 − �̇�𝐸5 − �̇�𝐸𝛿𝛿,𝐵𝐵 = 0   (12) �̇�𝐸5 − �̇�𝐸6 − �̇�𝐸7 − �̇�𝐸8 + �̇�𝐸𝛿𝛿,𝑅𝑅 = 0 �̇�𝐸2 − �̇�𝐸3 + �̇�𝐸8 − �̇�𝐸9 + �̇�𝐸𝛿𝛿,𝐷𝐷 = 0 
(mass- and energy balances are assumed to have been successfully closed) 

Now, what is the primary exergy required for the formation of the streams �̇�𝐸1, �̇�𝐸2… etc.? Solution: 

Call k j the exergy cost, defined as the amount of primary exergy required to generate the unit exergy e j: it 
is clear that while the k of streams 1 and 4 must be assigned somehow because they are entering the 
process boundary from the “outside” (the environment in this case), the k j of all other streams depend on 
the cost balance of each component and on the process structure. 

Identify the so-called “productive structure” of each component (Table 1), and consider that an exergy cost 
conservation rule applies: ∑ 𝐹𝐹𝑗𝑗𝑗𝑗 = ∑ 𝑃𝑃𝑖𝑖𝑖𝑖     (13) 

Applying (132) to the single component/process B of figure 3: 

i- Case 1, design goal is to increase E3 to E5:   F1=k4E4; P1=k5E5-k3E3   
ii- Case 2, design goal is to mix E3 & E4 to produce E5:   F1= k3E3; F2= k4E4; P1= k5E5   
 
Cost balance:                       𝑘𝑘3�̇�𝐸3 + 𝑘𝑘4�̇�𝐸4 − 𝑘𝑘5�̇�𝐸5 = 0       (14) 
1 eqtn., 3 unknowns, need 2 auxiliary eqtns.: 
Case 1: k4=CExC4; k3=k5 
Case 2: k4=CExC4; k3=f(k5,k8,k9) 

The procedure only makes sense if extended to the entire process: 𝑘𝑘1�̇�𝐸1 − 𝑘𝑘2�̇�𝐸2 + 𝑘𝑘7�̇�𝐸7 = 0 
           𝑘𝑘3�̇�𝐸3 + 𝑘𝑘4�̇�𝐸4 − 𝑘𝑘5�̇�𝐸5 = 0   (15) 𝑘𝑘5�̇�𝐸5 − 𝑘𝑘6�̇�𝐸6 − 𝑘𝑘7�̇�𝐸7 −−𝑘𝑘8�̇�𝐸8 = 0 𝑘𝑘3�̇�𝐸2 − 𝑘𝑘3�̇�𝐸3 + 𝑘𝑘8�̇�𝐸8 − 𝑘𝑘9�̇�𝐸9 = 0 

Number of equations: 4 (1 for each component); number of unknowns: 9 (1 for each stream) ⇒ Need 5 
auxiliary eqtns: “exergy costing rules” that take into account the origin of the stream and its “function” in the 
economy of the production process. 

D E9 E8 

Eδ,D 



Case 1: k1=0; k4=CExC4; k3=k5; k2=k3; k8=k9 
Case 2, k1=0; k4=CExC4; k3=k4; k2=k3; k8=k9 
 

The exergy cost method does not solve the problem of the externalities. Internalization procedures have 
been proposed by Szargut [1973], Frangopoulos [1997], Valero & Stanek [1998-2010]. The basic idea is 
mutuated from Szargut’ work: link the mass flow rate of the emissions to a specific “cost of the pollution” 
using local or national monetary databases.  As of today, the environmental externality problem has not 
found a universally accepted solution [Innes 2013]. 

The Extended Exergy formulation is an attempt to solve this problem by calculating the Labour and Capital 
costs in terms of the primary exergy budget of a society (a city, a region, a Country). Once these parameters 
(eeL, primary exergy equivalent of 1 workhour) and eeK (primary exergy equivalent of 1 unit of monetary 
circulation) are known, the environmental cost can be assessed by using a remediation approach: how 
much primary exergy (EE’ fuels, EE’L, EE’K) would be necessary to reduce the effluents’ exergy to the limits 
prescribed by the locally applicable regulations. This solves the Externality problem, but the calculations 
depend on the availability and accuracy of an additional, very disaggregated, data set. The resulting cost 
of a commodity is in kJp/unit, kJp/kg or kJp/kJ, “kJp” being the primary exergy needed to generate that 
commodity. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Original process P and its effluents Process P + P treatment 
Figure 4 – Treatment of the Environmental externality in EEA 

 

This EEA cost has been called “Exergy Footprint”, ExF, because it represents the burden on the 
Environment caused by the production. Here “burden” is literally meant to signify “the amount of primary 
resources subtracted from the overall Earth’s budget”. 

5 – WHAT NEXT? 

Exergy analysis generally accepted today as best analysis tool; 

TE still not practiced by industry and Energy Agencies; 

TE diagnostics still considered a niche topic; 

Exergy cost and ExF can be valid “sustainability” indicators: ECOS community ought to push for this 
recognition; 

Need to work with media, institutions, schools to clarify correlation between exergy consumption & degree 
of unsustainability; 

EEm 

EEL EEK 

EEP 

E1>E1,adm 
E2>E2,adm 

EEm 

EEL EEK 

EEP 

E1>E1,adm E2>E2,adm 

E1’≤E1,adm 

EEm,treat 
EEL,treat 

EEK,treat 



Need to aggressively address water-nexus and material replacement & substitution issues. 

6 – REFERENCES 

The reference list comprises almost 300 items. Not all of them are quoted in the paper, but they represent 
a useful compendium of the exergy literature over the years. I will make available on a digital support upon 
request. 
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Abstract:

Thermoeconomics was born as a combination of the Second Law of Thermodynamics and Economics in
search of the process of cost formation. Linking the physical origin of cost with irreversibility is the central
paradigm of Thermoeconomics. Irreversibility is best identified in energy systems, so Thermoeconomics has
concentrated on them without extending its scope to other industrial systems, such as chemical or metallurgical
processes. As well as to cost accounting for the irreversibilities of all commodities from the cradle to the grave.
The concept of cost is universal, so there is no reason not to extend applications to geological, biological, or
purely economic systems. The accumulation of irreversibilities can quantify (in kWh) the destruction of the
(natural) resources used to produce a commodity, from the cradle to the market and beyond its degradation as
waste and its return to the cradle. It is the natural cost of any human activity - subject to its calculation assump-
tions. This requires an extension of thermodynamics, which we could reasonably call thermoeconomics. At
the University of Zaragoza, we have developed the concepts of Thanatia and thermodynamic rarity to identify
the loss of the Mineral Capital of the Planet. We also have identified the idea of waste as external irreversibility,
the basis of Circular Thermoeconomics. We have also proposed the idea of a new and more precise function
that could be used for the diagnosis of processes that we call Relative Free Energy. All these new concepts
need further development, which we invite future researchers to develop. Today’s economy is disconnected
from physics; prices do not internalise the destruction of natural resources. Our vision is that thermoeconomics
provides a bridge between the two, valuing nature in such a way as to replace what has been destroyed and
regenerate what has been degraded. In effect, thermoeconomics becomes the economics of physics.
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1. Preamble

Cost, in its physical expression, accounts for the loss of natural resources. In other words, cost accounts for
the irreversibilities accumulated in the formation of any product or service. This is the central paradigm of
thermoeconomics, which will be analysed in section 4..

The economy sees nature as a supplier of raw materials or solace. It is designed to value the exchange of
services between humans. We do not pay nature for its resources, we only pay the extractor, not what is
extracted. Nor do we pay for its regeneration or even its depreciation. To overcome this shortcoming, the
economy includes as externalities those unavoidable repairs of the natural environment. Money has been
created to measure exchanges between individuals or organisations, it is a human construct that nature does
not understand, as it only follows the principle of action and reaction.

The second law of thermodynamics is conclusive: degradation is a physical and unavoidable process in any
real activity, and this degradation can be measured with entropy generation. So why not use thermodynamics
to account for the loss of the planet’s natural resources?

As not all energy is usable, exergy is a better alternative analysis when dealing with natural systems. Exergy
is not a conservative property and is partly destroyed in every real process. We call the destroyed exergy
irreversibility, which, in turn, is related to the entropy generated in the process and thus its degradation (Gouy-
Stodola Law): I = T0 Sg .

While the cost accounts for the loss of natural resources, this loss could be identified with the accumulated
irreversibility from cradle to commodity. To do this, we need only extend the concept of dead state to as-
sess exergies. In other words, we have opened up thermodynamics to evaluate the planet’s resources. The
expectations are immense.

From the intersection of thermodynamics and economics comes thermoeconomics, which we consider the
concept of cost to be central. Thermoeconomics, in our opinion, is not only about valuing the physical cost in



monetary units but the more objective cost can and should be measured in physical units, kWh. In this way,
costs are left out of the vagaries and fluctuations of money. Strange as it may seem, it is linking economics
with nature again, as the early physiocrats did, who considered nature as the source of all wealth because they
believed that it regenerated itself. Interestingly, when the value of a currency is in doubt, the gold carat is used
as a safe haven.

Thermoeconomics should draw on and recognise many concepts of economics, but it can also complement
and illuminate others that conventional economics calls shadow costs, i.e. those that are not accountable or
are subjectively valued as externalities.

On the other hand, many authors have built bridges between thermodynamics and economics, among them
Nicholas Georgescu-Roegen with his book ºThe Law of Entropy and the Economic Processº [1] marked the
foundation of ecological economics, although he called it bioeconomics. However, this term has been used
more recently to relate biology to economics for better utilisation of biological resources and by extension
natural resources. Another important author and father of biophysical economics is Charles Hall who developed
the concept of energy return on energy investment (EROI) and described its Implications in the book ºEnergy
and the Wealth of Nations: An Introduction to Biophysical Economicsº. [2]. Incidentally, he previously called
it Thermoeconomics. Nor should we forget the contributions of Howard Odum [3] and collaborators on the
concept of emergy, to say the least.

In this paper, we do not seek to make an extensive review of the use of the name Thermoeconomics and
the work of numerous authors who linked thermodynamics, biology, ecology, physics, etc., with economics.
We simply focus on a view of thermoeconomics from the concept of exergy and the immense room for future
development by integrating the extraction of geological resources with economics. This new view of thermoe-
conomics allows us to assess the planet’s mineral resources and can be a guide to evaluate the damage our
civilisation is inflicting on it. It helps to clarify its costs and to act accordingly.

The purpose of this article is twofold: on the one hand, we describe, from the Zaragoza school of thermoeco-
nomics, its conceptual advances and the needs for future development based on them. We have divided it into
four parts: The first deals with Thanatia, exergy costs and rarity. The second is Pristinia, a planetary model
for assessing the degradation of fertile soils. The third is the principles of a new Circular Thermoeconomics
based on the thermodynamic concept of waste. And finally, an introduction to Relative Free Energy as a new
thermodynamic function that depends on both the fluid and the machine at work. It opens a new perspective
on the diagnosis of thermal systems.

2. Thanatia, a planetary reference state for exergy calculation

One of humanity’s biggest problems in the coming decades, if not centuries, is the fast destruction of the
planet’s natural resources, especially non-renewable minerals. In fact, they are extracted, processed, used
and, in the last stage, we disperse them into the earth’s crust, the oceans or pollute the atmosphere and
fresh waters. Therefore, it would be an immense contribution of thermoeconomics to planetary sustainability
to construct a physical theory to evaluate the periodic cost of this destruction to at least minimise and manage
it.

Ecological economists have resorted to the law of entropy as an uncountable and even immeasurable metaphor.
On the contrary, we believe that thermoeconomics can expand its explanatory capacity and appraise this de-
struction based on the concepts of cost and irreversibility.

We note that the entropic generation, and with it, the irreversibility of the processes, depends on the reference
state we choose. In conventional process exergy analysis, the choice of a reference state is linked to the type of
problem we want to solve, i.e. we explicitly or implicitly delimit the relevant costs/irreversibilities. Consequently,
if we want to evaluate the destruction of the planet’s resources, we need to define a reference environment,
also called dead state, that allows us to evaluate the costs of both resource depletion and waste generation at
the planetary level.

The most important property of a reference environment, RE, is that it actually acts as an attractor of our
system’s intensive properties. Spontaneous evolution is found in the difference in temperatures, or pressures,
or concentration, or composition, of a system with its environment. Therefore, it is necessary to define the
temperature, pressure, composition and concentration of all chemical substances composing the reference
state that can interact with the system. Their exergy loss in both quantity and quality will make it possible to
assess the degradation of the planet’s mineral resources.

Thanatia would represent a hypothetical end state of the current exponential trajectory of human-induced
degradation: The Earth’s crust, hydrosphere and atmosphere would have reached the maximum dissipation
of all spent materials [4]. Although this scenario is hypothetical and indicates a final depletion, it is purely
instrumental and devoid of social or economic connotations, which would obviously take place long before it is
reached. This model was developed by Alicia Valero in her PhD thesis in 2008 [5], with the current geochemical



and geological information on the atmosphere, hydrosphere and crust described below.

The crepuscular or twilight atmosphere would be produced after all conventional fossil fuel reserves have been
depleted, with an atmospheric injection of about 2,000 Gigatonnes of carbon. According to previously published
simulations, the crepuscular atmosphere would have a carbon dioxide content of 683 ppm, an average surface
temperature of 17°C (maximum carbon dioxide-induced warming of 3.7°C above pre-industrial temperatures),
a pressure of 1.021 bar and a composition, by volume, of 78.8% N2, 20.92% O2, 0.93% Ar and 0.0015% trace
gases. (Note that, even if the atmosphere were filled with anthropogenic CO2, it would be ºonlyº 0.07% [6]).

Saline water accounts for about 97.5% of the entire hydrosphere; the other 2.5% is kept as freshwater, almost
all of it in the form of ice, mainly in Antarctica and Greenland. The rest is marginal, although it may seem
immense to us, found in groundwater, lakes, rivers, soil and moisture in the atmosphere and biosphere. Only
0.3% of the total amount of freshwater is concentrated in lakes, reservoirs and river systems, yet this is the
part of the hydrosphere that we all need to live and is most at risk of being polluted. In addition, due to climate
change, a significant part of the glaciers and other ice in the cryosphere is melting. Therefore, we assume
that the crepuscular hydrosphere would have the current chemical composition of the oceans at an average
temperature of about 17°C. That is, it is implicitly assumed that all ice sheets will have molten and dissolved
into saline waters.

According to the US Geological Survey [7] the mass of non-fuel industrial mineral resources worldwide is of the
order of 1015 kg. Furthermore, the World Energy Council [8] estimates the amount of available conventional
and unconventional fossil fuels to be about 1016 kg. This means that all concentrated mineral resources of fuel
and non-fuel origin represent only 0.001% of the total mass of the Earth’s upper continental crust (about 1022

kg, according to [9]. Therefore, without any significant error, we can state that the crepuscular continental crust
can approximate the average mineralogical composition of the present-day Earth’s upper crust [10].

The problem we faced was to identify what type and how many significant and distinct (in a thermodynamic
sense) minerals are present in the upper continental crust. To do so, we proposed a model based on the
mineralogical composition studied by Grigoriev [11], which would ensure consistency between species and
chemical elements. The resulting crustal model comprises at least the 292 most common minerals.

In short, the current state of the biosphere is incredibly close to Thanatia. In our hypothetical reference state,
the atmosphere would have reached the state predicted by long-term climate change models. Even if the
amount of CO2 doubled, there would be less carbon dioxide than argon, and this noble gas is considered a
trace element. Even if all mineral deposits were increased tenfold in the Earth’s crust, the crust would contain
no more than 0.01% of them (less than the crustal mass estimation error). Thus, whereas if all commercially
exploitable mineral deposits disappeared, the composition of the crust would be virtually the same. Accordingly,
the dispersion and degradation of all already used materials mean nothing compared to the amount of common
rocks (mostly silicates) that are mostly found in the crust.

As for the hydrosphere, the pollution of all freshwaters and the melting of the Arctic, Greenland and Antarctic
ice would have a quantitatively more significant effect, but not more than 2.5% of the total waters of the blue
planet. The hydrological cycle driven by solar radiation would still exist, but it must be accountable that water
in the atmosphere is only 0.00093% of the total water while rivers account for 0.00015% of all the water on the
planet [5]. Therefore, we hold that the hydrosphere of Thanatia would be composed almost entirely of standard
salt water.

The present Earth is not in the equilibrium state, whose continental masses evolve slowly in geological times,
but more rapidly and spontaneously in chemical terms towards Thanatia. This is by the logic of the second law
and there is no catastrophism in it. How fast we get to Thanatia does depend on human beings. But before we
get there, one can imagine, without too much difficulty, that economic and perhaps civilisational collapse will
be reached sooner as a possible end of the Anthropocene period [12].

2.1. The exponential behaviour of mining demand and the exergetic “U”.

Our society does not comprehend exponential behaviour. The extraction of minerals on the planet is growing
at such a rate that by 2050 more than twice (or perhaps three times) as much will be consumed as is extracted
today, and by 2050 more minerals will have been extracted than in the entire history of human civilisation. Agri-
culture is heavily dependent on phosphate mines. A mobile phone requires more than 35 chemical elements;
a conventional or electric vehicle requires more than 50; and renewable energies, electrochemical storage,
and green hydrogen production require huge quantities of rare metals. Therefore, it is necessary to review the
message of entropy: its exponential character will help us to understand and assess those behaviours.

It is relevant to analyse the phenomenon of mixtures thermodynamically. As is well known, the irreversibility of
a mixing process takes the form:

I = −R T0

n
∑

i=1

xi ln xi = −R T0 ln 10

n
∑

i=1

xi log10 xi ,



where xi are the mole fractions of the n substances to be mixed. And for the case of a mixture between two
substances A and B

I = ±R T0 [xA ln xA + (1 − xA) ln(1 − xA)] (kWh) and
dI

dxA

= ±R T0

[

ln
xA

1 − xA

]

This equation is symmetric around x = 0.5, where it has a minimum, and is asymptotic with xi = 0. This
means that the irreversibility increases exponentially when wanting to decontaminate A from B, or B from A.
The separation of the last contaminating particles requires an exponentially increasing exergy. We call this
behaviour the exergetic ªUº.

This exergetic ºUº is incredibly important from a practical point of view. Oregrades of many mineral deposits
are usually at very low concentrations of the 10−1, 10−2,...,10−n type. These low ranges imply that when
depleting a mine with an initial concentration of 10−1 and reducing it to one of 10−2, the exergy required for the
same amount of extraction is multiplied by 10, and so on by 100, 1000,..., whereas what remains are declining
residual traces. For example, this trend is historically proven with gold, where its ore grades have been reduced
by several orders of magnitude over the last 120 years [13]. In addition, as the actual processes are far from
reversible, extraction and beneficiation of minerals require an amount of energy several orders of magnitude
higher than the thermodynamic minimum.

It is not our technological ignorance that imposes such behaviour, but thermodynamics, which describes the
ideal case of separation. In other words, even if today’s mining operations operate gigantic equipment, the
physical decline of global oregrades will require more and more energy per tonne of ore extracted.

Unfortunately, metallurgical processes are also subject to the law of entropy. The energy costs for the reduction,
purification and refining of metals are even much higher and always far from their thermodynamic minimum the
more we want to purify them.

In other words, the law of entropy is evident in the earth’s crust. It is not an orderly reservoir of minerals, like
in a ºdepartment storeº. This phenomenon had to be added to the Thanatia theory. Many techno-optimistic
messages say that there are enough minerals to sustain global development based on new technologies
because abundant minerals are in the earth’s crust. Apart from the fact that there are unexplored areas
with some constraints, they forget that mineral concentrations are not homogeneous, but declining. The best
oregrades are first exploited -ºlow-hanging fruitsº- then decline until they become unviable. So energy, water,
tailings movement, environmental, social and economic impacts will grow exponentially, perhaps in decades or
centuries.

2.2. Exergy, extraction and replacement costs and thermodynamic rarity

The chemical reactivity of non-fossil minerals is very weak and undistinguishable among them. Therefore,
their chemical exergy cannot be used to create a theory to value them. Their demand is linked to the physic-
ochemical properties of the chemical elements or compounds obtained from them. To become useful, they
are extracted, beneficiated, processed and refined. And all these operations require energy from chemical or
electrical sources. So instead of valuing minerals by their exergy content, through, for instance, the well-known
Reference Environment by Szargut [14], we have to value them by the amount of exergy needed to process
them from cradle to market, i.e. by their exergy cost of extraction, which can be measured in kWh.

The value of a mine is linked to its mineral concentration or oregrade. This value decreases as the mine is
exploited. So, the variation of their costs is also important because it is an indicator of mine depletion and, by
extrapolation, of the loss of the planet’s mineral capital.

However, extracting cobalt is not the same as extracting aluminun. The latter is abundant in the earth’s crust,
and the former is very scarce. So scarcity is also an indication of value. Whereas we relate the value of scarcity
to the physical cost of forming it, we have a problem because the exergy cost depends on the limits of analysis
we choose. The resources used to measure it have a cost that expresses the amount of resources used to
produce them, and so on, down to the cradle. This accounting has to start from the earth’s crust, which can
only be measured in exergetic terms once a reference state describing the dead state of the crust itself has
been defined.

Note the linkage of the search for natural costs with the need to identify the terrestrial biosphere as the cradle
or reservoir and the origin of all chemical elements. To value these costs, a theory is needed to define the
ºphysical effortº in extracting the minerals. Exergy is the key, but quantifying it requires a reference environ-
ment, which we call Thanatia, as previously explained. An economic theory of costing mineral scarcity without
defining a physical reference environment would be highly controversial.

In addition, mineral deposits often contain a variety of metallic compounds that are extracted together (metal
companions). In the beneficiation or downstream processes, allocating costs between products and waste is
necessary. This brings us back to the exergy analysis.

Let us clarify concepts. We call exergetic cost of extracting and processing a mineral the amount of exergetic



resources needed to extract a mineral and process it until the market of a given commodity. Therefore, all
commodities should have their cost measured in kWh, for example. Whereas, if standardised energy con-
sumption data were available for all mines, it would be possible to classify and catalogue these costs. The lack
of standardised data from mines around the world is disappointing.

However, these costs do not consider the scarcity of metals in the upper crust. Indeed, whereas a metal is
very scarce, its composition in Thanatia will be of the 10−n type, with a very high n. For example, n is 9 for
cobalt, while aluminium is 3. In other words, aluminum is a million times more abundant in the crust than
cobalt. Extracting 1 kg of cobalt from Thanatia with the same technology would require a million times more
waste rock removal than 1 kg of aluminum. However, the price of cobalt is not a million times higher than that
of aluminum, which shows that the market may be more or less sensitive to extraction costs but not at all to
geological scarcity. Therefore, the loss of mineral capital from the earth must be sensitive to genuine geological
scarcity to know the limits of depletion.

To properly assess geological scarcity, it is necessary to resort to the exergetic ºUº, which formulates an
exponential behaviour for the consumption of exergy in the systematic replenishment from Thanatia to the
mine. Continuing with the example of cobalt, its concentration in present-day mines is of the order of 10−3, so
the cost of replenishing that mine from Thanatia would require one million times the energy of current cobalt
extraction. No current or future economy could bear such costs, which makes cobalt management a global
problem.

Consequently, we define ºreplacement cost of an ore (at zero level)º as the exergy that would be necessary
to replace, with current technology, the concentration of an ore found in its mine from its concentration in
Thanatia [15]. In essence, this cost is an avoided cost or bonus that nature offers us for free (see Figure 1).
An imaginary cost can be assessed by measuring the energy it would take to concentrate a chemical from a
common rock to a concentration equal to that of the mine. Examples of these avoided costs are presented in
Thanatia’s books [4,16].

When the replacement costs of metals that are not as scarce as cobalt or gold are assessed, the replacement
cost of some metals is close to their extraction cost. This is the case for rare earths, which are more common
than copper but very expensive to extract and separate. To solve this paradox, we proposed the concept
of thermodynamic rarity [17], which is defined as the sum of the replacement cost plus the extraction cost.
Indeed, some metals are scarce but feasible to obtain, such as cobalt, and others are abundant but difficult to
separate, such as rare earths. And all the others are in the middle of this range.

However, the idea of replacement from Thanatia is extremely radical because long before reaching Thanatia,
extraction would be stopped as technically unfeasible. Therefore, we scale the concept of rarity to an R1, R2,
R3 that would correspond to a replacement cost from a concentration 10, 100 or 1000 times higher than that
of the metal in Thanatia. Logically, the rarity calculated from the concentration in Thanatia would be R0.

Skinner [18] and others consider that there is a mineralogical barrier whereby the extraction of a metal does
not make sense because of the immense impacts it would cause. Although this barrier can be variable, we
consider it one-for-all-metals with a concentration ten times lower than the current minimum for gold extraction.
That is, 0.2 gr/tn rock. This would imply removing and treating 500 tn of waste rock per kg of metal.

Moreover, some authors, [19,20] and notably UNEP [21] have focused their concerns based on ºmassº scarcity.
We believe it is better to approach the concept of energy scarcity, which we call thermodynamic rarity. This
concept considers the actual ore grades and is based on physical phenomena. On the contrary, geological
mass scarcity becomes meaningless when we look at the magnitude of the earth’s crust. Whereas the crust
contains 1022 tn of rocks and, for example, cobalt has a concentration of 10−9 /ton crust, what is several
thousand tons of annual extraction versus 1011 tn total cobalt, most of it dispersed in the crust that can never
be mined?. i.e. cobalt is not massively scarce, but exergetically scarce. It is rare.

The accompanying figure explains the exergetic path of a metal from Thanatia to the mine and then to the
market. X represents the concentration of the metal. X=1 would be the pure metal. XB is the concentration
after the beneficiation process. Xm is the metal concentration in current mines; XL is the concentration in
landfills, while XC is the concentration in the crust (in Thanatia). The mineralogical barrier is somewhere in the
red zone for each metal.

Unfortunately, the lack of statistics on mining and metallurgical energy consumption means that many concepts
described here have yet to be developed. We leave it to young researchers to assess the mineral capital losses
of the planet, as well as to outline and evaluate the mining capital losses of countries or mines over time, as
well as market failures, and why not, a different way to hold nature’s value. The theory outlined here does not
ignore the databases of Life Cycle Analyses but complements them. Their data are fundamental to assessing
all the physical impacts of mining. Indeed, water consumption, waste rock movement, reagent use, greenhouse
gas emissions, ecosystem destruction and other pollution and consumption are necessary to fully assess the
current degradation of mineral resources and the need to conserve them for future generations.



Figure 1: The concept of Thermodynamic Rarity

A final thought in this section: What has been described could perfectly well be called a Thermodynamics of
Sustainability. According to the ecological economist J.M.Naredo [22] ºThermodynamics is the Economics of
Physicsº. However, by introducing the concept of cost with all its meanings, in our opinion, the name Ther-
moeconomics fits better. Not only does it live up to the name it was given in the sixties, but thermodynamics
extends its applications to the field of economics, not with metaphors but by quantifying the value of nature that
our society ignores, perhaps due to a lack of method, or an excessive interest in forgetting it. It must also be
said that by incorporating the word economy in the name, we are honouring all economic mathematics and all
the concepts that have been developed until today, for example, input-output analysis, or Lagrange multipliers,
to say the least.

3. Pristinia, is exergy appropriate for assessing soil fertility?

When we studied the use of exergy to assess the loss of the planet’s mineral capital, we found that fertile soils
were left out of our analysis. The problem of soil degradation is even faster than that of mineral depletion,
Fertile soils are neither abiotic nor biotic but an amazing mixture. Could soil fertility be assessed through
exergy? We have done so, but there is a lack of researchers in soil science and thermodynamicists who want
to go into this area.

The sustainability of agroecosystems is an important issue considering that food demand will continue growing
as the global population increases. A 49 per cent increase in agricultural production is expected to be required
by 2050 [17]. In the last decades, crop production yield has been raised by means of employing intensive agri-
culture based on high inputs of inorganic fertilizers and pesticides, resulting in severe environmental impacts,
erosion, and soil quality loss. In fact, the agricultural sector causes approximately 25 per cent of the global
greenhouse gases [23]. Besides, degradation caused in soils threatens around 40 per cent of the land area.
In Europe, it is estimated that there are 12 million hectares affected by erosion [24].

Compared with the 15 km de upper crust, fertile soils only occupy, on average 15 cm, of topsoil. They are a
complex system composed of three main structures: physical, chemical and biological structures. First, their
physical texture comprises a variable clay, sand and silt composition. Second, its chemical composition with
an inorganic part of at least 19 nutrients and a rich and varied organic part is essential to improve the physical
characteristics and as food for the soil biota. The 19 inorganic nutrients are divided into macronutrients like
N, P, K, Mg, Ca and S, then micronutrients like Fe, Mn, Cu, Ni, Mo, B, Zn and Cl, and then, other beneficial
elements essential for certain species or under specific conditions like Na, Si, Co, Se and Al. Third, their
biological content consists of macro and microbiota with bacteria, fungi and viruses. Besides that, water, air
and a specific range of temperatures are vital needs.

It is clear that the Thanatia model is not suitable for assessing soil fertility. Moreover, each area of the globe has
different local textures and fertility also depends on climate. Therefore, it is necessary to establish a suitable



methodology to serve as a starting point for assessing soil degradation. We adopt a new strategy, proposing an
optimum soil that allows us to analyse all real soils as deviations from an optimum towards Thanatia, Figure 2.
Accordingly, we introduce a perfect fertile planetary crust, OPTSOIL [25], composed of nutrients, OPTNUT, and
organic matter, OPTSOM, that is invariant and independent of different local textures, but not independent of
its water content and aeration. We call this imaginary, copiously fertile crust Pristinia as opposed to Thanatia,
a dead state referring to abiotic resources. Thus, any real agricultural soil will be in an intermediate state
between Pristinia and Thanatia.

Figure 2: Degraded soils are between Thanatia and an optimal soil in nutrients, organic matter and biota.

The departure of each agricultural soil from the optimum soil can be associated with a sum of physical, chem-
ical and biological causes that can be assessed exergetically. The idea is to evaluate a spectrum of actual
degradations of agroecosystems, including those occurring in the soil, and to see the physical cost of their
regeneration. For this purpose, the concept of exergy replacement cost is used. As shown in Figure 3, the
exergy costs of mechanical processes, fertilisers, pesticides and plant protection products, water and diffuse
emissions generated in the agricultural process are quantified. In addition, the substitution processes nec-
essary to return the soil from the final state to the initial state (or optimum state) have been defined and
evaluated. In this sense, losses due to erosion, nutrient amendments, organic matter, salinity and acidification
are quantified through their exergy costs.

Figure 3: Graphical summary of the exergy-based methodology for the evaluation of agroecosystems.

These are the foundations of an incipient line of work. The next steps should focus on the importance of soil
microbiota, OPTMIC, using Jorgensen’s concept of eco-energy [26], also in evaluating organic matter in terms



of CO2 sequestration achieved, which is controversial because of the difficulty of demonstrating its long-term
stabilisation. Further development will aim to assess soil considering not only its agricultural production and
carbon sequestration functions but all the different ecosystem services it provides, such as habitat provision,
biodiversity, water regulation and purification, and environmental quality, among others.

Even with these drawbacks, our methodology has been awarded with a recognition of a reference document
from the European Committee for Standardization (CEN).with the title: ªMethodology to quantify the global
agricultural crop footprint including soil impactsº [27].

This European CWA specifies a methodology for identifying, characterising, and implementing a single indica-
tor to assess the quality and degradation of agricultural soils and the overall impact of the agriculture processes.
The agriculture impacts are assessed through the associated mechanical, fertilisation and irrigation activities.
Furthermore, soil impacts are evaluated accounting for soil erosion and parameters such as nutrients, texture,
and organic matter. The developed methodology allows a simple but robust assessment of soil biogeochemical
processes and the loss of fertility and degradation

4. Waste and Circular Thermoeconomics

The concept of waste has not been sufficiently analysed in thermoeconomics. By waste, we mean any un-
wanted material or energy flow, solid, liquid or gaseous, or a heat, noise or any radiative flow. From a thermo-
dynamic point of view, it is simply the external irreversibility that generates entropy outside the system under
analysis. Waste is harmful because it still has exergy and we have to consume it to get rid of it.

Every time we produce, we generate waste. And every product, sooner or later, also becomes waste. This
consideration is important because it allows us to distinguish between waste from production processes and
the end-of-use waste of material goods. The former corresponds to the remains of the resources used in
the processes; let us call them primary waste because they are produced simultaneously as the products are
obtained. The latter corresponds to the degradation or elimination of material goods of an inorganic nature or
to the discarding of parts of organic substances. Municipalities usually collect this type of waste, and we call it
here secondary waste. Their treatment, reduction and disposal require more energy, water and raw materials,
which constitute the input for their processing, while new products and tertiary waste are produced, which
constitute their output. Thermoeconomic analysis can therefore be applied to them.

Thermoeconomics enables to obtain a coherent and significant set of costs in a given energy structure [28].
Costing allocation essentially looks for the amount of resources needed to produce both intermediate and final
products. The irreversibility cost formula [29] allows to calculate the (direct) exergy cost as the exergy content
of a flow plus the sum of the irreversibilities generated to produce that flow.

B∗

i = Bi +

n
∑

j

ϕij Ij (1)

The coefficients ϕij represent the part of the irreversibility of the equipment -j- that has been generated to
produce one unit of the flow -i-. These coefficients depend exclusively on the definition of the production
structure of the plant and the definition of the efficiency of each of its components. Therefore, this formula is
the connection between thermodynamics and the second law (exergy and irreversibility) and economics (costs)
derived from the definition of the productive purpose of the plant components.

As waste is an integral part of the production, just as one assesses the process of product cost formation,
the process of waste cost formation must also be evaluated. Considering that waste has exergy, it is rational
to think it could still be used for production. But there is a lack of technology and a surplus of ignorance of
nature. Externalisation’ is the endorsement of the harms we cause outside the production system. At best, we
pay money, in the form of taxes or fines, for society to mitigate them, or we send them to those countries that
accept them in return for payment, thus creating an increasingly unequal world. Otherwise, society must adapt
to environmental degradation, leaving the burden on future generations.

A responsible society must ºinternaliseº waste and its costs. For this, it is necessary to develop techniques that
rigorously assess, for example, both the CO2 emitted and the CO2 avoided in each waste treatment process.

Many thermoeconomic analysts have focused on proposing costing assessment procedures for polygeneration
plants [30,31]. Some of these analyses assess the costs of waste remediation or abatement [32], which must
then be added to the cost of the products. The result is clear: the cost of the products increases. And the more
complex the waste, the higher the costs added to production and, thus the higher the prices of all goods. This
is something that today’s society does not easily accept.

However, whereas waste has exergy, it can be used to improve the plant’s or plants’ efficiency in a cyclical pro-
duction chain and thus reduce production costs, creating the positive effect of reducing resource consumption
and waste emissions.



In many cases, this use of waste energy requires new industrial processes and/or new companies that make
up the links in the industrial chains. It is clear that innovation can come from the thermoeconomic analysts
themselves, leaving behind more or less irrelevant procedural discussions on achieving a better cost allocation.

The process of waste cost formation must be a priority objective in this new Circular Thermoeconomics. Waste
costs must be rigorously assessed because they are the compass for decisions to improve production pro-
cesses, both within production plants and/or in increasingly complex industrial chains. Whereas we internalise
waste costs, eq. (1) will also be accountable for these wastes as (external) irreversibilities. The coefficients
ϕij also contain information on the internalisation of waste. Therefore, if external irreversibilities (wastes) are
recovered, the production costs are reduced. The keyword recycling must be intrinsically related to efficiency
and cost. It can be used interchangeably by thermoeconomics, circular economy and industrial symbiosis.

Although it may seem to direct ideas to one’s advantage, using exergy makes it possible to quantify any material
or energy waste in kWh. This makes it possible to create a general theory based on exergy. Furthermore,
exergy can be evaluated with any other energy indicator, e.g. in kg or natural gas equivalent. This allows us to
convert it into CO2 equivalent emitted in the production or, alternatively, to evaluate the CO2 equivalent savings
between two production structures. This is important because it gives rigour to the huge simplifications of GHG
emission calculations that are made today in increasingly complex systems.

When applying thermoeconomics to the exergy recovery process of waste, a pinch point of recoverability al-
ways appears where total recycling is unattainable because a further increase in recycling does not correspond
to the same efficiency increase. The ºpinch pointsº of waste must be identified and systematically diminished.
Reality imposes the fact that it is not possible to recycle everything. Hence we should not speak of Circular
Economy but of Spiral Economy [33]. The latter makes it possible to assess the degree of spiralling of a ma-
terial cycle, understood as the percentage of exergy loss with respect to the exergy brought into play in the
whole cycle. In this way, spirality can be related to the concept of pinch point, as the economically viable exergy
percentage of recovery of a residual flow, measured in the potential for narrowing of its intensive properties of
the type ∆T , ∆P, etc.

It is remarkable to see that the search for better energy efficiency is often linked to reduced material efficiency.
Nonetheless, this fact has been systematically forgotten. For example, cars, which are nothing more than
mobility production plants, consume less and less fuel per kilometre, but we forget that the material complexity
of their digitisation has radically reduced their material efficiency. A vehicle from 50 years ago contained
only steel, aluminium, copper, rubber, glass, wood and some plastic. Today’s vehicles contain more than 55
chemical elements, with a myriad of plastics, alloys and micro-components full of critical raw materials. Their
non-recyclability is notorious, and they are not designed to recover their spare parts. Circular thermoeconomics
can provide striking answers to this problem because whereas the exergy costs of extraction and replacement
of the materials are involved in the analysis, it is possible to assess the relationship between exergy savings
and the exergy invested in obtaining them, ExROI. The results obtained yield important conclusions on how
our society is squandering the earth’s mineral capital in favour of a pseudo-energy efficiency of all processes.
This is a strong reason to recycle materials, especially the most critical ones.

The message we can give is that goods are cheap because we internalise the price of products, neither the
cost of the scarcity of natural resources nor the impact our waste has on planetary habitability.

Nature closes its material cycles, because the waste generated by one living becomes the resources of others,
making the biosphere-geosphere complex a sustainable system driven by solar energy and the planet’s internal
heat. Nature has its rhythms and the closing of these cycles can even take geological time, as is the case with
fossil resources. On the contrary, our society is in a hurry and lets its waste go underground (landfills), turn
into gases (incineration) or be diluted in the atmosphere and the hydrosphere.

This is no small task, the production of waste and the depredation of natural resources are closely related to
the nine planetary boundaries that Rockstrom et al, [34] point out: climate change, ocean acidification, strato-
spheric ozone, nitrogen and phosphorous cycle, global freshwater use, deforestation and topsoil degradation,
biodiversity loss, chemical pollution, and atmospheric aerosol loading. To these must be added, among others,
the more recently reported phenomena such as oceanic pollution by microplastics or the massive extraction of
critical raw materials to sustain new digital and renewable technologies.

Against this scenario, thermoeconomicists cannot close their eyes to the most efficient use of waste. Beyond
the processes of remediation or abatement of waste, it is necessary to think about the use and reuse of
industrial and individual waste. This is the origin of Circular Thermoeconomics. We must learn from nature.
The waste of one production plant should be the resource of another. We must design to make the use of
waste materially and energetically viable. Cyclical industrial chains must be created to give new life to waste.
The concepts of industrial symbiosis and urban-industrial symbiosis must be extended to the whole productive
system, which will affect a social change of attitudes.

An introduction to Circular Thermoeconomics can be found in [35]. We invite new researchers to develop both
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Figure 4: The deterioration path of a turbine.

this theory and its multiple applications that have been proposed with these reflections.

5. Exergy or Relative Free Energy?

There is a consensus among practitioners that exergy is the thermodynamic property that best distributes
production costs among various streams, which then helps to establish the economic costs of the streams that
interact in any energy system. However, the exergy calculation has the shortcoming that it depends on the
reference environment applied, which in turn is an arbitrary selection of the user and not a physical behaviour
of the system under analysis. If this is the case, the concept of exergy efficiency, although more precise than
the first law efficiency, still depends on the chosen reference environment.

This problem is even worst in thermoeconomic diagnoses of very complex plants using exergy costs, since the
chains of causation may induce wrong malfunctions and dysfunctions. There might be a consensus regarding
which is the most suitable. However, convergent opinions are not mathematical proofs. Is it possible to find
a better function to get rid of this problem? The answer will need future research, perhaps the ªrelative free
energy functionº has the ºwayº of solving this problem. This section explains why is it.

Any machine that uses a working fluid is designed to change its intensive properties, such as its pressure,
temperature, chemical potential or electromagnetic potential, making its energy transfer to another part of the
machine.

Suppose now that the working fluid malfunctions due to intrinsic reasons of the machine. If the fuel quality, f ,
does not change, it will be necessary to increase the amount of fuel to get the same product, P. Then, this
excess fuel becomes dissipated in the form of heat.

The enthalpy and entropy balances of the working fluid process, under the conditions (h1, s1) and P constant,
will be:

(h1 − h2) dm = m dh2

(s2 − s1) dm + m ds2 = dSg

As the deterioration process of the machine is compensated by higher fuel consumption, both dm and the
entropy generated are positive. So is the heat dissipated, m dh2, and the entropy increase of the fluid, m ds2.
If one defines the deterioration temperature of flow in state #2 as the quotient:

Td2
≡ dh2/ds2

the result of the combined balances is as follows:
(

dm

dSg

)

r

=
Td2

(h1 − h2) − Td2
(s1 − s2)

, (2)

where r is the deterioration path in the (h, s) plane of the outflow, as show in Figure 4 for the case of a turbine.

Equation (2) states that any deterioration process in an energy component has an associated Td in the exit
stream of supplying fuel. This parameter possesses temperature dimensions even if it is not a gauging tem-
perature; it can be calculated by measuring the quotient dh2/ds2 experienced by the output stream of the
component’s fuel.



This equation is the mathematical expression of the relationship between the additional consumption of the
resource needed to compensate for an internal degradation of the machine when the output of the machine is
kept constant.

Equation (2) and the function ℓ, whose variation is defined as:

ℓ1 − ℓ2 ≡ h1 − h2 − Td (s1 − s2)

where presented in [36], and was called the relative free energy, RFE. It is surprisingly similar to the exergy
variation of the working fluid, which may explain the attachment and intuition of process analysts to exergy.
However, RFE is mathematics while exergy comes from consensus.

However, the deterioration temperature no longer depends on the chosen reference temperature for exergy
calculations. Although Td has temperature dimensions, is not a gauging temperature; it can be calculated by
measuring the ratio dh2/ds2 experienced by the machine´s fuel at its output.

For a given deterioration cause r of a machine, a geometric path in the (h, s) plane of the possible exit flow
states can be identified. Let h2 = h2(s2, r ) be the function describing this outflow deterioration path, and it can
be considered as the mathematical description of the effects on the exiting flow caused by such deterioration.

As it is shown in Figure 5 the intersection of the tangent line of the deterioration path r with the h- axis is and
its slope is Td :

ℓ = h − Td s (3)

It means ℓ is a function of Td , with the caveat that both l, h and s refer to the same zero state.
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Figure 5: Geometric representation of relative free energy and deterioration temperature.

In reference [37] is shown that (3) is the Legendre transform of the deterioration r .

According to the definition of relative free energy (3), the expression (2) could be written as:
(

dm

dSg

)

r

=
Td

ℓ1 − ℓ2
(4)

Note that this equation is always positive, under the specified conditions. Moreover, since Td > 0, then ℓ1 > ℓ2,
i.e., the working flow has lost part of its relative free energy. In fact, for the same deterioration, dSg = const ,
the higher the Td , the greater the amount of resource required to yield the same product. This trade-off is not
linear because whereas the numerator increases, the denominator also decreases. On the contrary, when Td

tends to T0, the impact of this compensation will decrease. Only in the case where Td = T0, the decrease of
relative free energy will coincide with the exergy decrease.

As the environment is an attractor, the Td of the components of an installation will decrease until it reaches T0,
just as the relative free energy will tend to exergy.

In order to evaluate Td , it is necessary to know the cause(s) of machine deterioration and its behaviour, which
is additional information to be incorporated into the plant diagnosis. In other words, the cost of a malfunction
is directly related to the physical behaviour of the machine.



The relative free energy function, ℓ, is the amount of specific energy of the exiting stream of a fuel, which
is not affected by the deterioration of the machine. In fact, when the exit flow changes its state owing to the
deterioration, h and s, vary by following the path hr = hr (sr ). Consequently, the following expression is obtained:

dℓ2 = dhr −

(

dh

ds

)

r

dsr = 0 or ℓ2 = const. (5)

Besides that, a new definition of efficiency (or its inverse specific consumption), For example, in a turbine it is:

kL =
FL

PL

=
L1 −L2

W
=

H1 − H2 − Td (S1 − S2)

W
(6)

Where L is the corresponding extensive property of ℓ, i.e. L = m ℓ. This ªrelativeº efficiency, kL, has an
astounding property that exergy lacks.

When a malfunction in the turbine follows a trajectory r at W constant, it follows:

ℓ1 dm = ℓ2 dm + W dkL (7)

because ℓ1 − ℓ2 is constant along trajectory r . Therefore:

dkL

kL

=
dm

m
(8)

in other words, any additional percentage of malfunction following a trajectory r at W constant result in an
additional percentage of the mass of fuel entering the turbine. This property is very promising for simplifying
the mathematical apparatus of plant diagnosis. Note instead that exergy does not fulfil this property since:

ex1 dm = ex2 dm + m dex2 + W dk dex2 ̸= 0

which may induce false dysfunctions. Furthermore, the definition of kL incorporates the information of the
physical behaviour of the machine through Td , whereas the unit exergy consumption is a black box to what
happens inside the machine.

A noteworthy observation is that companies usually account for the resource consumption per unit of output
of their installation. This accounting at the facility level is the one we propose in this section at the component
machine level. Therefore, whereas we have for each cause of deterioration, r, the derivative (∂mlocal/∂Sg) and
whereas we could evaluate how the amount of local equipment resources is related to the facility resources (of
the same quality), i.e., (∂mplant/∂mlocal ), we could obtain a new theory of energy system diagnostics. In theory
our proposal would obtain the derivative: (∂mplant/∂Sg) ,that is (∂FT/∂Sg) , where FT are the plant resources.
Note that what says ªplantº here could also mean any disaggregated part of the overall plant structure, without
needing to resort to the reference environment. This is what companies need for good energy consumption
management, i.e. the genuine costs of the deterioration of each and every component of their installation.

Perhaps, the described procedure is much simpler than assessing the diagnosis using exergy costs:

(

∂Explant

∂Exlocal

)

r

Regrettably, actual installations may have several simultaneous causes of degradation and their impact on
overall efficiency would not necessarily be the sum of each cause separately.

Thanks to the Legendre transform we have shown that the RFE and the deterioration temperature are as real
as the actual path of degradation of the working fluid in a machine. They have a physical basis and are not
merely theoretical inventions. Unlike other thermodynamic functions that only depend on the equilibrium states
of the system, the pair (RFE , Td ) only exists whereas the machine exists. It is like transferring the deterioration
message from the machine to thermodynamics,

Incredibly, it was first presented in 1992 at the ECOS conference [36], with the earliest work by Alefeld at the
University of Munich [38] that went almost unnoticed, perhaps because of the excessive cult of exergy. In spite
of this, the use of this function in diagnostic applications and cost assessment of malfunctions in industrial
energy systems is still to be developed. We leave it to future thermoeconomics practitioners to develop such
ideas.

6. Conclusions

Science to be positive must be quantifiable and predictive. In general, the use of the messages of the second
law of thermodynamics in the social sciences and in economics is more philosophical than operational. In



contrast, by redefining cost as a sum of irreversibilities and setting it up from the cradle to the market, we are
connecting Thanatia with economics. That is Physics with Economics in a quantifiable and predictive way.

The first ideas of thermoeconomics and its very name are due to Myron Tribus, Robert Evans and Yehia El-
Sayed in the sixties of the last century [39, 40]. It was created before Georgescu-Roegen published his book
The law of entropy and the economic process [1] which claimed that economics had forgotten the concept
of irreversibility. Unfortunately, thermoeconomics focused mainly on analysing industrial thermal systems,
forgetting the message of its own name.

We believe that beyond converting irreversibility into money and weighing it against investments in production
equipment, it is necessary to measure economic activities in terms of irreversibility in order to give value to the
services provided by the planet.

The concept of a planetary dead state, Thanatia, allows the loss of mineral capital to be assessed in terms of
quality and quantity. What is rare is valuable and must be conserved. We can move from the yes/no dichotomy
to the physical quantification of nature’s losses. And thus weigh the nature we lose against what we gain
by engaging in any activity. And in doing so we will give value to the regeneration, repair, replacement and
restoration of materials that are key to sustaining humanity for many generations to come. The supply of
planetary wealth is not of an economic origin of the demand/supply equilibrium type, but of planetary limits.
And in the face of this phenomenon, agreements between people or between countries are not valid, but rather
in the assumption of the irreversibility that will condition the future of humanity itself.

Available mineral phosphates are limited to sustain the supply of a few generations. Electric mobility is limited
by the enormous amount of chemical elements, more than 50, needed for high-tech vehicles. The digital
economy is based on the profusion of non-recyclable microchips and printed circuit boards, extremely short-
lived and full of rare metals. The same is true for renewable energy. The energy transition must be accountable
for its material impact.

Similarly, current agricultural practices are degrading fertile soils which are the scarcest natural resource of all.
Again, it is the second law that allows us to objectively evaluate all deviations from a model copiously fertile
crust, called Pristina, as opposed to Thanatia. With the exergy methodology, we have a single indicator to value
all the factors that intervene and form the soil. The recognition of this methodology awarded as a reference
document from the European Committee for Standardization opens the door to refining and developing its
applications.

Another major global problem is the production of waste, not only solid but also liquid, gaseous, noise, heat
and radiation of all kinds. They are produced at the same time as we manufacture goods and consume them.
They disturb and above all affect the planet in the form of climate change, pollution and the degradation of
ecosystems. Whereas they do this damage, it is because they still have exergy. Harnessing them minimises
remediation and abatement costs. Society must learn to internalise waste in order to give it new life and avoid
its effects. To this end, industrial symbiosis must be generalised, in which the waste or by-product of one
company is the resource of another, trying to close cycles (spirals) of all materials. This activity implies the
promotion of a new industrial sector that will need to assess (and optimise) all the losses and savings that
occur. The circular thermoeconomics outlined here will be an important branch of the future of second law
analysis.

Last but not least, the relative free energy and its conjugate, the deterioration temperature, can take a step
beyond the use of exergy in the diagnosis of energy systems, and above all to explain why the diagnosis
should not depend on the analyst’s choice of reference state. Throughout history, the emergence of new
basic functions has been a far-reaching scientific event that has opened up new avenues and applications of
thermodynamics. As such, it deserves to be welcomed by the thermoeconomic community.

In short, we at the Zaragoza School of Thermoeconomics believe that the ºsecond law analysisº should be
expanded to apply it to important problems facing our civilisation, such as the conservation of the planet’s
energy, water and material resources; the diagnosis and intelligent management of fertile soils to feed current
and future living beings; and the minimisation of waste by closing material supply chains, promoting new
industrial sectors for waste recovery, still in its infancy. The Thermodynamics of Sustainability of the future
must include Thermoeconomics and all theoretical developments that help with these problems are welcome.
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Abstract: 
Modern energy systems are more and more based on integrated technologies in a world evolving towards 
increasing concerns not only for economics but also for environmental issues with a growing focus on 
resources and emissions. In parallel, information technologies including advanced simulation and 
optimization algorithms develop at a rapid pace. Thermoeconomics based on either the First Law or exergy, 
together with cost factors distributed through its equipment, also evolved during the last 30 years. However 
modern muti-objective evolutionary optimization techniques, extending the capacity to tackle optimization 
considering a growing number of parameters including the internalization of the costs of emissions of whole 
systems has also emerged. The latter is called environomics. So far, the supply of energy services was 
essentially dominated by fossil-based resources with a high focus on operational costs. The new trends 
towards renewable energies requires a growing need to consider the embedded exergies since renewable 
energy, like solar energy, is economically free and operational costs are inherently low. While economic 
factors can vary over a broad spectrum throughout the years of operation, the embedded exergies are more 
stable values, particularly because the systems are built in a known economic and energetic environment. A 
new class of methods is only emerging to deal with more complete exergy approaches to formulate more 
holistic exergy life cycle analyses. Those should provide a lower bound of the expected exergy payback over 
the lifetime of the systems to be compared with thermoeconomic or environomic optima. It is still a huge 
challenge ahead to provide practical tools to do it. 
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Thermodynamics; Exergy; Environomics; Thermoeconomics; Second Law. 

1. Introduction 
The world is facing major challenges regarding environmental threats and resource constraints at a time where 
geopolitics tends to have a growing influence and globalization is questioned. In this context there is a  growing 
need for efficient integrated systems. Apart from technical progress, engineering methods have to constantly 
evolve to account for energy efficiency, economic viability and environmental constraints, taking in particular 
advantage of progress made in optimisation schemes and data processing. 

During the early days of thermoeconomics, with pioneers like Tribus and El-Sayed referred to in Frangopoulos 
[1], as well as Tstsaronis [2], Valero [3], and von Spakovsky [4], a strong emphasis was put on thermodynamic 
formulations that would favour the decentralisation of the optimisation of each component due to the lack of 
available adequate algorithms. In terms of Second Law of thermodynamics each component of a system has 
to “pay” for its inefficiencies, that is for the entropy it created, and the cost associated with its dumping to the 
environment. The earlier energy systems considered were primarily fossil based and for systems in steady-
state conditions.  

The broad name of thermoeconomics includes both energy analyses and optimisation based on the First Law  
with costs minimisations, while a narrower approach considers only exergy consideration with cost 
minimization.  

Quickly the need for developing methods accounting for the increasing complexity of investment and operation 
of real energy systems arose to deal in particular with: 

- Environmental emissions both local and global (environomics). 
- Time dependent operating conditions. 
- Reliability constraints implying both active and passive redundancy for example.  
- Global resource considerations including considerations of the embedded exergy of components. 

 

 
 



2. Competing methods 
While the Second Law fundamentals with the exergy theory were rarely questioned two different methodology 
paths were pursued.  

• The mathematical approach with the continuous development of Second Law based thermoeconomics 
[5] in parallel to First Law thermoeconomics, and  

• The graphical approach using a simplified second Law approach, called pinch technology, with an 
emphasis on minimizing the costs linked to the heat transfer exergy losses. The latter is a clever 
graphical application of the Second Law to optimize the energy integration of industrial processes [6-
10]. 

Ultimately all benefitted from the considerable progress made by the optimisation algorithms with, in particular, 
evolutionary algorithms able to reliably tackle problems with non-linear and even discontinuous solution 
spaces. With such computational capabilities the need for decomposition of the problems to allow easier 
optimisation faded somewhat. Methods based on non-linear mono- and later multi-objective optimisation 
emerged allowing to deal with both design and operation factors, even for expected changes in operation over 
the lifetime of the energy systems [11,13]. 

2.1 Second Law and environmental aspects 

One problem in trying to include environmental pollutants with the Second Law approaches of exergy-based 
thermoeconomics is that the detrimental effects of local pollution are generally not linked to the entropy of the 
substances in the environment. Therefore, the need to express the cost of emissions with complementary 
factors was identified and Frangopoulos coined the term environomics [1] for methods dealing with the 
internalization of the specific individual costs of pollutants. This allowed to do sensitive analyses on specific 
pollutants and the economic penalties when having to reduce the emissions.  Individual pollutant costs could 
even be modelled with functions accounting for the distance between the pollutant source and the density of 
the population directly affected [14] as illustrated in [15-16]. The impact of pollutant could also be accounted 
for when dealing with downstream pollutant capture as shown for the optimisation of combined cycle plants 
with or without considering pollutant costs by Pelster et al. [17]. The internalisation of pollutant costs is 
important in the context of the introduction of taxes like the CO2 tax. It can also be of great help in assessing 
new measures for decision makers or in studying the potential financial risk differences between competing 
designs. Pareto frontier representations of the solutions developed with environomic bi-objective optimisation 
is a powerful tool as shown in Figure 1. This illustrates the trade-offs related to the design of District heat 
system [11] and their effects, among others on the temperature of heat distribution. These results nicely 
complement the mono-objective optimisation initially made by Curti [15-16].  

 

Figure 1. Solutions for a District Heating network with both centralized and decentralized heat pumps. Each 
dot represents a configuration of components both centralized and decentralized in individual buildings [11]. 



It particularly highlights the switch that can be observed in District heating networks from central plant with 
relatively high distribution temperatures to networks operated at “ground temperature levels” with decentralized 
heat pumps in each building (blue dots on the left). These low temperature networks, sometimes called District 
Energy Networks of fifth generation or anergy networks, not only increase the synergy between providers and 
users of energy services but also allow direct air-conditioning services with simple heat exchangers. Operating 
networks at low temperatures limits the need for thermal insulation and opens the opportunity to capture all 
kind of waste heat. It further favours some seasonal storage with, for example, fields of shallow geothermal 
wells. District heating and cooling networks (DHC) are expected to grow fast in the light of the enhanced 
decarbonization policies. 

In Figure 1 the most cost-effective solutions but with the highest emissions are shown on the right and 
correspond to a central plant with a heat pump for 50%, a cogeneration gas turbine for 20% and ancillary gas 
boilers for 30% of the heat demand. In this particular case, the peak heating power considered was 63 MW, 
the specific electricity price was 0.13 $/kWh for a natural gas cost of 0.05 $/kWh. A NOx pollution cost of 
13$/kg and a CO2 cost of 0.03 $/kg [11] was also considered. It is easy to see on the graph that the recent 
increase of energy prices, that is likely to be maintained in the search for regional independence in energy 
supply, will further improve the importance of the electric heat pump only solutions. 

2.2 Thermoeconomic analysis of time-dependent processes 

Obviously, energy systems must be designed for a proper adjustment over time between the needs of the 
users and the constraints of the suppliers. Hence the need for multi-period/multi time optimization as described 
in [12,18]. This can be approached with sequential optimization inside the more global optimization. Employing 
typical operating time periods, like typical days throughout the season, is often the way to reduce the 
computational efforts. The introduction of energy storage components often generates alternatives to the 
strategies based on the power modulation of oversized supplying technologies that need to be compared with. 
Seasonal storage needs often to consider synthetic fuels easy to store over long periods of time. This is part 
of the actual discussion occurring around energy and cost intensive synthetic fuels compared to the 
investments in an overcapacity of power production like was favored previously by France with nuclear or 
Germany with coal plants. 

In process engineering a hybrid approach between pinch technology and evolutionary algorithm optimization 
was proposed by [19] for batch processes including graphical representation of the solutions with multi-storage 
tanks. 

Needless to say that these brief comments are by no means exhaustive and further methodological 
improvements of these broader thermoeconomic approaches accounting for time variations are needed. 

2.3 Thermoeconomic optimisation accounting for reliability 

It is imperative for many energy systems to provide reliability guaranties and liabilities could be quite costly 
during operation. Therefore, including elements like active or passive redundancies of components might 
significantly modify the thermoeconomic or environomic optimisation of designs. Examples applied to waste 
incineration plants are shown in [12,13], where increasing the number of furnaces that is less economic at first 
sight can finally be among the most adapted options. 

For all the above requirements a first phase based on exergy considerations is required to build the super-
structures (or super-configuration) on which the optimisation problems are based. 

3. Influence of the current energy system trends on the thermoeconomic 
methods  

With increasing concerns about greenhouse gases and following the Paris international agreement, the trends 
are going for an increasing pressure to improve the efficiency of systems and rely more and more on 
renewables. While the present thermoeconomic or environomic  methods based on exergy are already 
adequate for efficiency, new considerations regarding resources and the increasing ratio between investment 
versus operational cost with renewables modify the relative importance of the different factors. 

If, as mentioned above, the polluting emissions are not directly linked to entropy, the material resources are 
linked to the concentration of the elements in the Earth crust and therefore to entropy. So, at a time where 
humans increase the use of most parts of the Mendeleev chart of elements, all the present efforts to account 
for this in exergy approaches should be pursued. The Second Law approaches for processes, from the early 
work of [20] to the deeper considerations of materials in [21] represent valuable background approaches that 
are well initiated. The recent update of [22] adequately complement the methodological aspects on how to 
deal with resources with the Second Law in mind. Those approaches provide a methodological answer to the 
crucial problem of the scarcity of materials, like the Rare Earth Elements, in the development of renewable 
energies and the efficiency improvements links to the growing electrification of our societies. This cannot be 



dissociated from the recycling processes or even the material substitutions that follow the fast growth of specific 
storage components like those used in the electric batteries, often with a significant time delay.  

When it comes to graphical approaches the earlier work on extended composites in [8] provides some 
examples on how embedded exergies of components could be accounted for. Figure 2 illustrates the extended 
composites related to the implementation of an industrial heat pump in a drying process together with a gas 
engine (410 kW) to provide the power (265 kW) needed for the compressor of the heat pump as well as the 
power (145kW) requested by the various fans of the dryer tunnel. It relies on two related diagrams, the main 
one related to pinch technology approach completed by a second one (electric power versus a pseudo-Carnot 
factor to illustrate the exergy losses including embedded exergy linked to the compressor of the heat pump. It 
has also the advantage of visualizing the electricity balance in each process. The exergy losses in the 
evaporator and condenser of the heat pump are directly shown in the main pinch composite diagram while the 
exergy losses linked to the engine are shown in the top diagram with a pseudo-Carnot factor superior to one. 

A similar diagram was made in [9] for the dryer equipped only with gas furnaces and the exergy losses with 
the retrofit solution given in Figure 2 were reduced from 1725 kW to 1040 kW. 

Note that the notion of embedded exergy losses is strongly inspired by the earlier of work of Bejan [23] when 
discussing the optima in heat exchangers accounting for heat transfer, friction losses and embedded energy 
losses. 

 

Figure 2. Extended composites proposed in  with a visualisation of the  exergy losses of heat transfer �̇�𝑇, 
friction �̇�𝐹 and embedded exergy losses �̇�𝑓 for a plaster drying case with gas engine and heat pump [9] 

Contrary to fuel-based approaches, for many renewable technologies like solar or wind the actual resource is 
free and the embedded exergies together with the implementation, the maintenance and disposal costs are to 
be accounted for. One earlier paper [24] advocates that the best way to deal with such renewable is to include 
the rate of embedded exergy divided by the expected lifetime of the equipment among the exergy losses to be 
taken into consideration. This is particularly valid for solar and wind where the resource does not cost anything. 
The situation is more complex for biomass for which the resource has a cost and a hybrid approach needs to 
be taken. 

The major hindrance when it comes to embedded exergies is the large inventories of data on materials and 
processes that are often to be considered. There is a place for advanced methods of data mining in this context. 



The extension of exergy-based methods including exergy LCA aspects is particularly interesting in the present 
context of the implementation of Carbon Capture and Storage or utilisation technologies [25]. The exergy of 
diffusion of CO2 in the atmosphere as expressed in [26,27] is providing an absolute minimum of exergy (work) 
required to extract CO2 from the atmosphere as is promoted by some companies. It allows an immediate 
comparison with the extraction from flue-gas pipes in advanced concepts like published in [28]. In the latter 
CO2 extraction can be made at negligeable exergy requirements. However, introducing the embedded exergy 
in the components would allow a much better estimates when comparing these technologies, since the amount 
of heat exchanger surfaces is high. Synergies with the recent efforts in so-called exergoenvironmental methods 
[25,29] should be exploited. Nevertheless, optimization based on exergy life cycle analyses can only provide 
a minimum value that always needs to be compared with economically based optima. They are however much 
more robust knowing that monetary costs are subject to significant variations linked to geopolitical influences 
and potential speculation on resources among others. 

4. Conclusions on the future of thermoeconomics or environomics  
In spite of the interest of “narrow” thermoeconomic approaches, that also include exergoeconomics, from an 
academic thermodynamic standpoint, the future lies in extended environomic approaches ideally including 
embedded exergy considerations in connection with broader use of exergy LCA analysis. Furthermore, 
researchers should be encouraged to further develop graphical tools for easier interpretation of the optimized 
results. Researchers should also question the results of their methodological approaches when the optimized 
solution only vary in the range of uncertainties of the major variables. There is also a major effort to be made 
to try to simplify the approaches and tools, for engineers in practice to be able to concentrate on innovation 
with new integrated concepts, rather than on the development of sophisticated computer formulations. 
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Abstract: 

‘Thermoeconomics’ was introduced and its foundations were laid down by Tribus, Evans and El-Sayed in the 
late 1950’s – early 1960’s as a method that combines Thermodynamics (in particular Second-Law quantities) 
and Economics for the analysis, evaluation and optimization of thermal systems. Since that time, many 
researchers throughout the world taking various roads helped in developing Thermoeconomics from 
theoretical point of view and applying it in a variety of systems, thus establishing it as a particular field. 

Today, questions such as the following may be posed: 

 Is there room for further theoretical development of Thermoeconomics? 

 Are there areas where Thermoeconomics has not been applied yet, however its application would be 
beneficial? 

 What additional features should Thermoeconomics have, in order to be applied to these areas? 

 Is it possible to introduce other considerations, in addition to thermodynamic and economic, in a more 
holistic approach? If yes, which are they? 

In this paper, the authors present in brief their own approach to Thermoeconomics and then they attempt to 
give answers to the questions, without any claim of completeness. 

Keywords: 

Thermodynamics; Economics; Thermoeconomics; Second-Law analysis; Optimization. 

1. Introduction 
‘Thermoeconomics’ has been coined by M. Tribus as a name for the technique that combines 
thermodynamic with economic considerations for the analysis and optimization of thermal systems. As it is 
written by El-Sayed [1], the first landmark of work on thermoeconomics was by Tribus and Evans [2,3] and 
dealt with seawater desalination processes. The seeds of this work, however, are found in an earlier report 
by Tribus and co-workers [4], while Evans and El-Sayed developed it further [5-7] and extended the 
application to thermal systems in general. Significant contributions along these lines in the US were made 
also by R. Gaggioli and W. Wepfer [8,9]. 

As it is written by R. Gaggioli [10], the idea of using exergy (availability in the US) for costing energy products 
appeared in the US in the 1930’s: 
‘… Keenan, who refers to the costing idea in the appendix to his 1932 paper [11]. (As others have informed 
us, while teaching at Stevens Institute, Keenan had informed a perplexed cost accountant from a local 
cogeneration utility, how to charge fuel costs to its steam and electricity products).’ 
The idea of combining second law (and exergy, in particular) with economics appeared also in Europe in the 
same period with thermoeconomics. It is interesting to quote a statement written in a paper by Z. Rant 
published in Slovenian [12] and translated in English: 

‘The existing method for energy pricing (accounting) in combined plants on the basis of used enthalpies is 
fundamentally wrong. It has to replace with pricing (accounting) on the basis of used exergies, which is the 
only proper way.’ 
It is worth noting that the word ‘exergy’ (‘eksergij’ in Slovenian) appears already in this article, one year 
before Rant’s landmark article [13], where he explains how he coined the word ‘exergy’. 
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Important contributions in these early years in Europe were made also by Szargut [14,15], Beyer [16], Borel 
[17] and Fratzscher [18]. 

As written by El-Sayed [1], thermoeconomics rises on three main pillars: 

1. Improved thermodynamic analysis (includes second law of thermodynamics quantitatively rather than 
qualitatively). 

2. Improved costing analysis (a closer look at the interaction between fuel and equipment). 

3. Enhanced optimization (interdisciplinary approach: thermodynamics, design, manufacture, economics).  

In the decades following the early years, the interest in thermoeconomics has increased internationally, a 
variety of methods have been developed and many applications have demonstrated the usefulness and 
importance of thermoeconomics.  

Today, questions such as the following may be posed: 

 Is there room for further theoretical development of Thermoeconomics? 

 Are there areas where Thermoeconomics has not been applied yet, however its application would be 
beneficial? 

 What additional features should Thermoeconomics have, in order to be applied to these areas? 

 Is it possible to introduce other considerations, in addition to thermodynamic and economic, in a more 
holistic approach? If yes, which are they? 

In the following, the authors present in brief their own approach to Thermoeconomics and then they attempt 
to give answers to the questions, without any claim of completeness. 

The structure of the paper is as follows. The main methodologies are mentioned in Section 2 with emphasis 
on the functional approach developed by the authors. Section 3 presents thermoeconomics with additional 
aspects at an early stage and the needs of further development. In Section 4, further considerations and 
application areas of thermoeconomics are presented together with needs for proper methodological 
development. The paper closes with remarks regarding the aforementioned four questions and a more or 
less comprehensive list of references.  

2. Progress to date 

2.1. Thermodynamic and economic considerations 

Several schools of thought have been evolved in the last four decades [1,19], each one characterized by the 
particular approach it follows, such as the exergoeconomic analysis [20], thermoeconomic functional 
analysis [21-25], structural theory [26], specific exergy costing (SPECO) [27,28]. 

2.2. Environmental considerations in addition to thermodynamic and economic 

The concern for the depletion of energy / exergy resources led to the development of the aforementioned 
methods, in an attempt to save energy / exergy by proper analysis and optimization of energy systems.  

Soon became evident that energy-related activities cause depletion of other scarce natural resources, in 
addition to energy, as well degradation of the environment. In order to take these effects into consideration, 
thermoeconomics had to broaden its basis and methods such as the following appeared in the literature: 
Cumulative Exergy Consumption [29-31], Thermo-ecological Analysis [31-34], Extended Exergy Accounting 
[35-37], Environomics [38-41], Exergo-environmental Analysis [42]. 

Since other contributors to the development of thermoeconomics participate in the discussion about its 
future, the presentation in this section is not intended to be a general review of thermoeconomics and, 
therefore, only certain characteristic publications are cited, while more emphasis is given to the functional 
approach developed by the authors. 

2.3. Thermoeconomic functional analysis and optimization 

2.3.1. The basic formulation 

The basic formulation of thermoeconomic functional analysis (TFA) appears in [21-22]. In TFA, it is 
considered that the system consists of a set of inter-related units, with each unit having one particular 
function (purpose or product). Functional analysis is the formal, documented determination of the function of 
each unit and of the function of the system as a whole.  

The functional diagram is a picture of the system consisting of geometrical figures representing the units and 
a network of lines representing the distribution of the unit functions (Figure 1). Junctions connecting the 
functions of two or more units and branching points distributing the function of a unit to two or more units are 
additional features of the functional diagram. The functions of units are quantified by means of second-law 
properties such as exergy and negentropy.  

Since the beginning, TFA is formulated so that it can be applied for analysis, evaluation, product costing [44] 
and optimization of energy systems. If needed, decomposition of the system into subsystems facilitates the 



 
 

solution of the optimization problem [23]. Even though the formulation is such that physical economics can 
be used (every cost is measured in physical units such as exergy), the method has been applied with 
monetary economics. 

It is interesting to note that the productive structure introduced later on by Valero and his co-workers is 
based on the functional diagram, as written in Ref. [45].  

 

 
 

(a) (b) 

 

Figure 1. Example of a functional diagram: a) flow diagram of a gas-turbine cogeneration system, b) the 
functional diagram of the system [43].  

 

2.3.2. The intelligent functional approach (IFA) 

Optimization can be considered at three levels (Figure 2): synthesis (components and their 
interconnections), design (nominal technical characteristics of each component and of the whole system) 
and operation (operating state at each instant of time): SDO optimization. If complete optimization is the 
goal, each level cannot be considered in isolation from the others. Thus, the optimization problem can be 
stated by the following question: 

What is the synthesis of the system, the design specifications of the components as well as of the 
whole system and the operating state at each instant of time that lead to the overall optimum? 

 

 

 

Figure 2. The three interrelated levels of optimization. 
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rational) use of this information for the solution of the optimization problem. The superstructure approach is 
followed for the synthesis optimization. 

Of course, if the synthesis of the system is given, the optimization determines the optimal design and 
operation. If both the synthesis and design are fixed, operation optimization is performed. IFA can be applied 
for any of these problems.  

2.3.3. Environomic functional analysis and optimization 

IFA was further developed, in order to take into consideration environmental aspects quantitatively, in 
addition to the thermodynamic and economic considerations [38-41].  

Pollution indexes and degrees of abatement of the various pollutants are defined, and pollution abatement 
equipment is included in the system. Thus the total cost consists of the (i) installed cost of components 
including pollution abatement equipment, (ii) cost of resources, (iii) environmental and social cost due to 
pollution. Complete optimization (synthesis, design, operation) can be performed. The degrees of abatement 
are among the independent variables of the optimization problem, which determine the design and operation 
characteristics of the pollution abatement equipment.  

The costs to the environment and the society due to damages caused by pollutants emitted from energy 
conversion systems are called ‘external costs’ (external to the system) or ‘externalities’. It is noted that 
damages are caused not only in the vicinity of the system, but also in distant areas, even in other countries, 
that are in the trajectory of pollutants dispersion. Methods for estimation of these costs and publications with 
first results are mentioned in [48], while joint systematic research at the European Union level led to the 
development of a method for environmental impact analysis [49] and estimation of externalities [50] 
supported by related software. More information and an application are presented in [51]. It has to be 
recognized, however, that this is an effort that has to be continued for improving the methods and decreasing 
the uncertainty of the results.  

Numerical examples including sensitivity analysis demonstrated that, in spite of the uncertainty, it is prudent 
to take environmental and social costs into consideration in the analysis and optimization of energy systems, 
than to ignore those.   

2.4. Other approaches to the thermoeconomic optimization of synthesis, design and 
operation of energy systems 

The SDO optimization of energy systems requires the derivation of the system configuration either through 
the automated synthesis during the optimization process or by the definition of a generic super-configuration 
– consisting of all possible alternatives examined – with the optimal one determined as the output of the 
optimization procedure. The former approach has been followed in [52,53], while the latter was used in [54-
57]. Further, the complex optimization problem of three levels (SDO) can be reformulated in two levels: (A) 
synthesis and design, and (B) operation. The solution is obtained by iteration between the levels A and B 
[54-56]. This improves significantly the computational cost of thermoeconomic optimization allowing for 
complex models of systems and cost functions to be used. 

The works presented in [54-56] introduced thermoeconomic optimization in marine energy systems for cruise 
ships and LNG carriers. In further works, thermoeconomic optimization was applied to Organic Rankine 
Cycles for low temperature waste heat recovery from ship energy systems [57] and to a marine combined 
cycle system [58]. In [59] the complete SDO optimization problem is tackled at a single step, with no need of 
reformulating it in the aforementioned levels A and B. Of course, higher computer capabilities are required 
for such an approach.  

Further developments appear in [60-61] with the introduction of dynamic and intertemporal optimization in 
the SDO optimization. Dynamic and intertemporal optimization describes situations where subsequent 
decisions are affected by decisions taken earlier in the time horizon of the optimization problem. Coupling 
this class of problems to thermoeconomics allows for a wider and more realistic range of energy systems 
applications to be addressed. 

The application of thermoeconomic SDO optimization to ship energy systems is an important contribution to 
the extension of thermoeconomic approaches due to the complexity of the marine environment. Ship energy 
systems are isolated (sailing at sea), resource constrained, and highly interconnected with many space, 
weight and safety constraints. Further, they have many operational modes and wide mission profiles. 
Therefore, the thermoeconomic methodologies and optimization algorithms often need special adaptation to 
be successful in marine applications, as the referenced works suggest. 

2.5. Achievements not possible without thermoeconomics 

The use of thermoeconomics in the analysis and optimization of energy conversion systems acts as a 
“common denominator” in identifying the sources of losses and their impact on efficiency and costs 
throughout the system. The major achievement of thermoeconomics lies in to having a methodology that can 
attribute both costs and energy / exergy efficiency to components and products of a system in a rational and 



 
 

uniformly applicable manner. This increases the objectivity, trust and transparency of the engineering 
decision making process when assessing, comparing and optimizing various design and technology 
alternatives. 

Thermoeconomics also uses correlations, i.e. cost functions, of the capital expenditure for the various 
components of an energy conversion system with their respective design characteristics and performance 
figures. This is a unique way to assess the impact of technology both in the performance and energy 
efficiency as well as the cost of the products per unit of energy or exergy. More simple technoeconomic 
analyses often fail to reveal the dependency of technology with performance and cost of useful products. 
Therefore, thermoeconomics offers the means for a more robust and informed decision-making process 
when considering the synthesis, design and operation of energy conversion systems. 

3. Thermoeconomics with additional aspects at an early stage of 
development 

Formulations and applications of thermoeconomics with reliability analysis, risk analysis and control of 
energy systems are presented in brief here. These are interesting subjects but they are at an early stage of 
development with very few publications. Further development of methodologies combined with more 
applications would be more than welcome.  

3.1. Thermoeconomics with reliability analysis and optimization 

In optimization of energy systems it is usually considered that the equipment is not subject to failure and, 
consequently, it is available for operation at any instant of time, except of predetermined periods of 
maintenance. Redundancy is provided empirically and as a consequence the configuration of the system 
may be non-optimal. Let it be mentioned that the reliability and availability of energy systems is a critical 
economic and efficiency factor. 

In [62], reliability and availability are introduced in the thermoeconomic model (IFA formulation) of the system 
and optimization of synthesis, design and operation under time-varying conditions is performed. The IFA 
facilitates the solution. A numerical example with a cogeneration system shows that the introduction of 
reliability leads to an entirely different optimal solution for each one of the three levels (synthesis, design, 
operation), while profits from selling the products of the system (electrical and thermal energy) are 
overestimated, if reliability aspects are ignored. More recently in [63], thermoeconomic optimization is 
coupled with availability considerations for the assessment of a compressed air storage system. Though no 
optimization is attempted, the differences in expected cost of electricity and profits are assessed with and 
without reliability considerations highlighting important differences.  

Incorporation of reliability into thermoeconomics requires methodological advances on the reliability 
modelling of energy systems. The most suitable approach, the state-space-method appearing in [62], 
exhibits an exponential computational burden when the number of system components is increased. There is 
need of developing reliability assessment methodologies that have significantly lower computational cost 
and, at the same time, are capable of describing the multiple states of partial failures and reduced output that 
the whole system may encounter.  

In addition, reliability considerations need to be also coupled with the individual component cost functions 
allowing for increased time between failures or reduced time to maintain a system component, factors that 
affect the capital cost per unit of time. A revision is also needed on how the maintenance operational 
expenses are considered up to now, incorporating the mean time to repair as a component of the 
maintenance costs. 

3.2. Thermoeconomics with risk analysis – Thermorisk 

Combined quantitative risk and exergy analysis is proposed in [64-65], in order to assess impacts from major 
accidents in energy systems. Impacts on human health are considered. The method is used to minimize 
damages of major accidents by proper energy system design. An application example is presented in [64] 
that minimizes the specific risk (risk per unit exergy of the plant product) of a geothermal drilling plant 
connected to an organic Rankine cycle system. 

In [66], a power and fresh water cogeneration system is studied, consisting of a Rankine cycle, an organic 
Rankine cycle and a reverse osmosis module. Exergy, economic and risk analyses are performed, followed 
by multi-objective optimization of the system with the total cost rate and the total specific risk as objective 
functions.  

The work initiated in [64-66] introduces an important dimension in thermoeconomic analysis. In real-world 
applications the decisions affecting the selection, design and operation of a system also address the total 
cost of ownership (TCO). The present forms of thermoeconomics account for many of the TCO dimensions 
such as capital expenditure, operational, maintenance and environmental costs. However, the implicit costs 
due to safety, major accidents, regulatory compliance and loss of production due to spares availability are 



 
 

not addressed in a thermoeconomic context up to now. These dimensions are typically assessed via risk 
assessments methodologies either qualitatively or quantitatively. 

The expansion of thermoeconomics towards incorporating risk assessment elements and results will allow 
for a more holistic framework of analysis, insight and optimization of energy conversion systems. The main 
extensions required are in the areas of correlating the probability (likelihood) and severity with cost incurred 
to the system and its components. Then the well-established thermoeconomic methodologies can 
incorporate and correlate these costs with exergy flows and technical characteristics of the components of 
the system. Such an extension of thermoeconomics with risk assessment elements will further increase the 
applicability of the methodology to realistic decision making processes.  

3.3. Thermoeconomics with control of a system 

Only few publications are mentioned here, but they are adequate for understanding the current state of 
development.  

In [67,68] the thermoeconomic approach is used to evaluate compare and improve the performance of 
alternative control strategies. An exergetic cost and a monetary cost are associated with the control system. 
Application to a gas turbine unit driving a generator shows that, with proper control, fuel consumption and 
operational cost at part load can be significantly reduced in comparison with typical control strategies. 

In [67] the effects of the control system on the thermoeconomic diagnosis of a power plant are studied. The 
role played by the control system on the propagation of malfunctions is analyzed. The control system 
sometimes forces the plant to operate in a less efficient mode, inducing inefficiencies and malfunctions in the 
components. In order to avoid these effects, thermoeconomic diagnosis is applied that takes the control 
system behavior into consideration in the analysis directly. The procedure is applied to a gas turbine 
cogeneration system. 

A review of applications of the second law of thermodynamics to control of energy systems is given in [69], 
primarily in the building sector. Out of 58 papers reviewed, only three papers apply thermoeconomics / 
exergoeconomics. In [70] an economic analysis of the exergy-efficiency control strategy of a geothermal 
district heating system is performed and it is estimated that the new controller (PID) has a payback period of 
3.8 years. In [71] the structural theory of thermoeconomics is applied in order to determine the optimal load 
allocation strategy of the HVAC system of an airport terminal. In [72] energy-based, exergy-based and 
exergoeconomic-based control strategies of an HVAC system in the built environment is performed and it is 
shown that the last one could reduce the annual operation costs by up to 23%. 

It is noted that in the literature, the words ‘control’ and ‘dynamic’ are used with two different meanings: (a) 
control of multi-stage operation with steady state in each stage; it sets the operating point of a system at 
each stage as the conditions (load, environmental temperature, etc.) change from stage to stage, without 
taking into consideration the transients; (b) control of transients; it specifies the trajectory that a system will 
follow, in order to go from a steady state to another one. References [67,71-73] belong to the first category, 
while Refs. [68,70] belong to the second category. In the following, the word will be used with the meaning 
‘control of transients’, while setting the operating point of a system in each stage of a multi-stage process is 
covered by the intertemporal SDO optimization. Needs of further development are presented in brief. 

Thermoeconomic control optimization can be considered either in isolation, i.e. optimization of the 
transient(s) only, or integrated with the intertemporal SDO optimization of the system. In both cases the 
control unit itself is subject to SDO optimization. There are several configurations of controllers depending on 
the required control action such as on-off, proportional (P), integral (I), derivative (D) and combinations of 
those (e.g. PID). The optimal configuration of the control unit is requested (synthesis). For each 
configuration, the optimal specifications of the components have to be determined (design), followed by 
optimal adjustment of characteristics (e.g. time constant, gain, damping ratio) in particular periods 
(operation).  

Of course in order for the optimal control to be thermoeconomic, a proper objective function has to be 
defined. An example of such a function is formulated as follows. During a transient operation along a 
trajectory specified by the control unit, exergy is used by the whole system including the control unit. 
Minimization of this exergy is desirable, but such a control action may overstress certain components of the 
system, thus increasing the frequency and cost of maintenance and/or decreasing their lifetime; the last one 
causes an increase of the capital cost per unit of time. The total cost (exergy+maintenance+capital) is a very 
proper thermoeconomic objective function. With appropriate selection of the additive terms, such a function 
can be defined for the optimization of a single transient operation or for the optimization of the whole period 
of operation, including transients, as written in Subsection 4.2. 

  



 
 

4. Further considerations and application areas of thermoeconomics 
with proper development of methodology 

4.1. Social aspects in thermoeconomics  

Currently, thermoeconomics includes thermodynamic, economic and environmental considerations. In the 
last one, the cost to the society due to emission of pollutants and depletion of natural resources is included 
either in physical units (exergo-environmental analysis, extended exergy accounting) or in monetary units 
(environomics). However, the construction and operation of energy systems has not only adverse effects but 
also benefits to the society. Therefore, an interesting and important extension of thermoeconomics is to 
include both cost and benefit to society.  

Evaluation of projects for their effect on the society with criteria such as job creation, general welfare, 
standard of living, etc., is widely performed, but the quantitative inclusion of these aspects in 
thermoeconomic analysis and optimization needs to be developed. Hints of how this can be performed are 
given by the following publications (indicative only). 

In [74] a system of forest-based biorefineries and biofuel supply chain is studied and a multi-objective 
optimization is performed with three objective functions: (i) maximization of newly created jobs, (ii) 
maximization of the net present value, and (iii) maximization of the GHG emission savings compared to the 
current supply chain. 

Closer to the energy systems studied by thermoeconomics is the work presented in [75]. Optimization of a 
thermal-solar-wind combined power system is performed with two objectives: (i) Minimization of economic 
cost (construction, operation and maintenance, CO2 cost) and (ii) maximization of social benefits that consist 
of consumer surplus, government revenue and environmental benefits brought by CO2 reduction.  

The effort is still at its infancy and there is need of significant methodological development for inclusion of 
social aspects in thermoeconomic analysis and optimization of energy systems. 

4.2. Thermoeconomic dynamic optimization of synthesis, design and operation 
including transients  

Even though very few, there are publications on thermoeconomic SDO optimization with multi-stage 
operation or on optimization of transients, but the complete problem of thermoeconomic SDO optimization 
addresses the whole life of an energy system taking the complete operating profile into consideration that 
consists of interrelated periods (stages) of practically stead-state operation as well as transients.  

The only publications known to the authors with such an approach are two papers [76,77], where 
optimization of the energy system of an aircraft that includes the phases of take-off, flight and landing is 
presented. Each phase is described by a different system of differential and algebraic (DAE) equations and 
the optimization must be performed for the whole trip. The method is open to further improvement and 
adaptation to other applications. 

The required simulation model of an energy system may contain hundreds even thousands of differential and 
algebraic equations, making it computationally heavy and very time consuming. Therefore for practical 
applications there may be need of developing reduced models that are fast, yet with satisfactory accuracy. 
Examples of methods for developing reduced models are given in [70,78]. 

4.3. Thermoeconomic SDO optimization of energy systems including synthesis of 
the working fluids 

In the preceding, the optimization of energy systems refers to the components, their interconnections, the 
technical specifications and the operating state at any instant of time, while the working fluids are selected in 
advance. If there are several fluids appropriate for the particular system, optimization is performed for each 
fluid in separate and the one with the best performance is selected.  

In [79] computer-aided molecular design (CAMD) of the working fluid in an ORC system is applied that 
makes it possible to optimize the fluid and the thermodynamic system simultaneously in a single CAMD-ORC 
framework. The fluid is synthesized during the optimization procedure using several molecular groups (e.g. –
CH3, –CH2–,  =CH2,  =CH–, etc.). The thermodynamic properties of the fluid are calculated by the group-
contribution equation of state, SAFT-γ Mie, while critical and transport properties such as thermal 
conductivity, dynamic viscosity and surface tension are estimated using empirical group-contribution 
methods. The aim of the optimization is to determine the optimal combination of the molecular groups and 
thermodynamic variables that maximize the power output generated by the ORC for specified heat source 
and heat sink. 

In a subsequent paper [80], the same system is studied, and two optimization problems are solved: (a) 
single-objective, minimization of the specific investment cost, and (b) double-objective, minimization of the 
specific investment cost and maximization of the power output generated by the ORC. 



 
 

In these works, the synthesis of the system is fixed and operation is considered at the nominal power. It 
would be very interesting to extend the method by applying thermoeconomic analysis and optimization of 
synthesis, design and operation under time varying conditions. 

It should be mentioned that the term ‘thermoeconomic optimization’ is used in [80], but neither exergy is 
used, nor the second law is mentioned explicitly. This fact raises the question as to whether the use of the 
word ‘thermoeconomic’ is justified.  
4.4. Thermoeconomic SDO optimization with variable synthesis through time 

The recent decarbonization concerns for land-based and marine energy systems introduce new fuels, 
technologies and energy improvement measures to be considered. International and regional 
decarbonization regulations are introduced in gradual manner, becoming stricter and stricter over time. This 
entails that the environmental performance of a system has to gradually improve, usually staying below a 
regulatory trajectory over time. Therefore, a system that is compliant and cost effective now, may not be any 
more at some point during its economic lifetime. The question that arises is when to invest or re-invest in 
energy efficiency measures and environmental technologies in order to optimize the system throughout its 
lifetime. 

This question becomes even more important under the new requirements for environmental performance 
goals with stricter limits (trajectories) over time. Thermoeconomic optimization methodologies should be 
adapted to identify the optimal point in the economic life of the system, in which a suitable technology is 
introduced. This needs to be extended also to the selection of the right type of technology or measure from a 
set of available and feasible technologies. Examples of technologies and measures that affect the 
environmental performance of energy systems are carbon capture systems, alternative fuels like hydrogen or 
ammonia (and their auxiliary systems), fuel cells, advanced waste heat recovery.  

A further cause of complexity, especially in marine systems, is that some technologies cannot be introduced 
(retrofitted) later in the lifecycle of the system, unless the system is suitably prepared (becomes “ready”) 
during construction to accept this technology afterwards. For example, introducing a carbon capture system 
in a ship is significantly less costly if there is an initial provision of space, strengthening of structures and 
sizing of the energy conversion system to deliver more thermal and electric energy when needed by the 
carbon capture system. 

The above considerations indicate that the standard formulations of thermoeconomic optimization problems 
need to be revised to account for variable investment points in the time horizon. In addition, the synthesis 
part of the optimization becomes more important with larger sets of available technology alternatives. 

4.5. Low and zero carbon fuels and cryogenic systems 

In close relationship with the Subsection 4.4, decarbonization concerns have introduced new fuels, 
technologies and systems that require analysis, assessment and optimization. Although thermoeconomics 
has proven its general applicability, there is need for a refinement of methodologies in conjunction with 
decarbonization considerations. 

The decarbonization of land-based, offshore and ship energy conversion systems introduces a multitude of 
new fuels with low or zero carbon footprint such as hydrogen, ammonia, methanol and synthetic gas or liquid 
fuels. The actual emissions footprint of these fuels depend on their production, storage, transportation and 
energy conversion processes. Each of these stages consumes energy and has an inherent efficiency that 
affects the carbon footprint, the efficiency and cost of the fuel. Introducing exergy analysis and 
thermoeconomics to the assessment of the value chain of the production, delivery and use of the fuels will 
significantly enhance the rational and uniform evaluation of their value chain impact on greenhouse gas 
emissions and overall costs – including the effect of capital expenditure of production and storage 
infrastructure. Further, the introduction of novel fuels with novel production methods like hydrogen and 
ammonia poses some challenges with respect to their exergetic analysis and reference state selection that 
need to be revised and updated accordingly. 

Furthermore, most of these new fuels require cryogenic transportation, permanent or temporary storage and 
fuel gas handling systems. This is also true for liquified natural gas with its global transportation and use 
intensified due to the recent geopolitical developments. The thermoeconomic analysis of cryogenic and 
refrigeration systems, although it is well established, poses some challenges related to states below the 
reference [81,82]. One additional complexity is also related to the muti-component mixtures, with real gas 
behavior that need to be assessed in vapor-liquid equilibrium conditions, often appearing when assessing 
the cryogenic storage and handling of the new fuels.  

Finally, in terms of component cost functions, there is a significant gap in research and literature. Namely, 
cryogenic heat exchangers and equipment, natural gas and hydrogen compressors, and many of the 
associated auxiliary equipment cannot be described or extrapolate their cost functions from conventional 
power generation ones, used in most of the literature. Efforts should be made to develop representative cost 
functions describing new equipment and technologies associated with these decarbonization options. 



 
 

Closure 
In a discussion on the future of thermoeconomics, the fundamental question that can be posed is: “does 
thermoeconomics have a future?” After the fundamental question, other questions such as the four questions 
written in the Introduction can be posed.  

In order to help in answering the four questions, the preceding sections give arguments regarding the 
necessity of applying thermoeconomics and a few suggestions regarding the introduction of considerations 
in addition to thermodynamic and economic, areas where the application of thermoeconomics can be 
extended, and needs of further development of thermoeconomics. Of course, the whole subject is open to 
additional ideas and suggestions.  

After the aforementioned, the answer to the fundamental question is clear: “Yes, thermoeconomics has a 
future”.  
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Abstract: 
Thermoeconomics has been developed with the main object of first identifying, and then reducing the costs of 
the energy produced by industrial power plants. More recently, the same approach formalized in the Exergy 
Cost Theory has been recognized as a useful tool also in a wider field, like industrial symbiosis and 
sustainability assesment. To do this, exergy supply chains have been tracked backward and backward, to 
include in the primary resource consumption a more and more complete inventory of the indirect consumption. 
In Authors’ opinion, the future of Thermoeconomics is to go on in this directions. If a very complete inventory 
of all indirect consumption were obtained, the sustainability assessment of a production process could be 
performed (at least in principle) by applying the idea that the lower its consumption (direct and indirect) of 
scarce primary resources, the more sustainable a production process is. 
In this paper, the idea of the Thermoeconomic Environment (TEE) is summarized, to highlight as it is a 
consistent ultimate boundary of the exergy cost accounting, where the origin of the exergy supply chains can 
be properly placed. Then, the frame of the TEE is used to discuss some possible options for obtaining a more 
complete inventory of all indirect consumption, and to outline possible perspective connections with some 
relevant environmental models, coming from Biology, Dynamic of Populations, or Climatology. 
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1. Introduction 
Thermoeconomics has been developed with the main object of first identifying, and then reducing the costs of 
the energy produced by industrial power plants (see, for instance [1-3]). From the beginning, the very 
fundamental ideas of this approach were: 

 All Fuels (local resource consumed by a process, or by a component) have to be evaluated in term of 
the exergy of the streams entering (or leaving) the considered control volume, and the same for the 
Products (goods or commodities locally obtained for the usage in a different part of the system, or for 
the outside). 

 For a process, or a component, the exergy cost of the Products have to be calculated taking all Fuels 
into account, with their specific exergy costs, disregarding if some Fuels come from the upstream, or 
the downstream part of the production chain. 

 The total cost of the Fuels is allocated on the Products. If a process, or a component, obtains more 
than one Product at the same time, the total cost is allocated in proportion to the exergy content of 
each Product. 

As a consequence of the previous assumptions, the exergy cost is a conservative magnitude, and the exergy 
costs obtained by aggregating contiguous control volumes, are consistent with the exergy costs obtained by 
the previous, smaller, control volumes. These are similar to the properties of the monetary cost, in a closed 
economy without profit. This analogy is at the basis of the name Thermoeconomics. 
From the very beginning of Thermoeconomics, the problem arose of including in the exergy cost balance also 
the resources consumed for owning, operating and maintaining the hardware of the system, i.e. the capital 
costs of all its parts. The first solution found was consistent with the objective of limiting the Thermoeconomic 
Analysis to the control volume of a power plant, converting all input flows of resource in terms of monetary 
costs, using the known values of the unit costs of the energy carriers at the control volume frontier.  



In the 80s, a lot of previous ideas about Thermoeconomics have been clarified and organized in an algebraic 
formulation, named the Exergy Cost Theory (ECT) [4-6]. 
More recently, the same approach formalized in the ECT has been recognized as a useful tool also in a wider 
field, like the Industrial Symbiosis [7] and the analysis of eco-industrial parks [8]. 
In the ECT formulation (as well as in other accounting methodologies, based on the input/output approach [9]) 
the space boundaries of the analysis are not defined in advance, but they can be adapted case-by-case. In 
this way, it should be possible, at least in principle, to extend the space boundaries of the analysis, so that the 
exergy supply chains can be tracked backward and backward, to reach the real primary resources, directly 
and indirectly consumed, like the raw minerals, the solar radiation, or the biomass in the living ecosystems. If 
a very complete inventory of all direct and indirect consumption were obtained, the sustainability assessment 
of a production process could be performed by applying the idea that the lower its consumption (direct and 
indirect) of scarce primary resources, the more sustainable a production process is. Notice that the idea of 
scarcity plays an important role for assessing sustainability, because the consumption of a certain amount of 
a very abundant, not renewable resource has to be regarded as more sustainable than the consumption of the 
same amount of a scarce not renewable one. If this concept is disregarded, we go towards a poor on/off 
evaluation of sustainability: Goods and process completely based on renewable resources (very few) are 
identified as sustainable, while all the others, completely, or partially, based on non-renewable resources, are 
identified as unsustainable! 
In view of using the Thermoeconomic approach for cumulative resources accounting and assessing 
sustainability, a common boundary for the analysis of different goods and processes should be defined. Very 
recently, the idea of Thermoeconomic Environment (TEE) has been presented [10], highlighting that it may be 
regarded as a consistent ultimate boundary of the exergy cost accounting, where the origin of the exergy 
supply chains can be placed, consistently with different exergy accounting methodologies.  
In the following, the idea of the Thermoeconomic Environment (TEE) is summarized and then it is used to 
outline some possible answers to the questions still under discussion in the scientific ambit of exergy 
accounting. In particular: 
• the exergy cost embodied into money capital and human work, 
• the proper specific exergy cost to be used for of non-fuel mineral resources,  
• the proper approach to be used for the exergy cost accounting of externalities like polluting emissions, 
• the proper specific exergy cost to be used for the products of biological systems, which cannot be 

regarded as supplied “for free” by the ecosystems, neglecting the consumptions and the environmental 
effects for the production of living stocks, or biomass, inside the ecosystem. 

Finally, some possible perspective connections with some relevant environmental models, coming from 
Biology, Dynamic of Populations, or Climatology are also outlined. 

2. The Thermoeconomic Environment 
Ones the cost allocation rules have been defined, consistently with the conservative cost balances of all control 
volumes, the ultimate boundaries of the exergy cost accounting have to be defined, consistently with the 
purpose of assessing the impact in primary exergy resources of a good, or a service [11]. 
In the perspective of exergy cost accounting for assessing sustainability, it is evident that the Reference 
Environment, used in the basic exergy analysis [12], is not well suited for representing the ultimate boundary 
of the exergy cost accounting analysis. In fact, (i) it is perfectly homogeneous, (ii) its temperature and pressure 
cannot be modified and (iii) by hypothesis, it cannot be affected in any way by the interaction with the 
considered system, neither technological nor biological.  
Although these characteristics are often considered mandatory for a precise definition of the exergy magnitude, 
it must also be recognized that they mean that: 

 the Reference Environment does not contain any resource; in fact, it is perfectly homogeneous while 
a resource is generally a concentrated reservoir of some useful substance, or a localized energy flow, 
which is able to produce useful work while its thermodynamic state is transformed approaching the 
equilibrium with the defined reference conditions; 

 the global warming cannot be accounted for, even in theory, because the temperature of the Reference 
Environment cannot be modified, in contrast with the evidence of a global temperature change that is 
happening as a consequence of the interaction of the real environment with the industrial system made 
by man [13]; 

 any polluting emissions from the considered production systems have no effect at all on the Reference 
Environment. 

The last point in particular may be regarded as inconsistent, in Authors’ opinion, with the target of an 
appropriate exergy evaluation of the environmental impact of the industrial processes, at global scale. 
 



 
Fig. 1. A qualitative description of some reservoirs in the TEE [10]. 

To overcome the drawbacks highlighted previously, the TEE has been recently proposed. It is a model of 
environment, defined as a set of reservoirs, where different kind of natural resources are confined, consistently 
with the physical nature of the real-world energy systems, which do not operate in a homogeneous 
environment, but they are fully immersed in the biosphere. All reservoirs are surrounded by the zero-exergy 
matrix, which plays the role of the dead state for calculating the exergy of all flows inside the energy systems, 
as well as of all reservoirs (Fig.1). Notice that a specific exergy content greater than zero has to be assigned 
to each available resource. 
From the previous definition, it can be easily inferred that the TEE is not too big to be modified by the 
interactions with the production processes, because the amount of exergy in each reservoir is limited and 
because the confined conditions of the reservoirs can be compromised, directly or indirectly, by the production 
processes. In addition, it must be recognized that even the zero-exergy matrix may change its temperature T° 
and composition in consequence of some real-world phenomena, like the periodic oscillations of the availability 
of solar energy or the global warming, which is nowadays increasing as consequence of GHG emissions. 

3. Extending the boundary of Thermoeconomic Analysis 
If the history of Thermoeconomics and of all exergy-based cost allocation techniques is revised (see, for 
instance [14]), it clearly appears that this historical development may be regarded as a continuous effort to 
extend backward the exergy supply chains, toward the primary resources available in the environment (i.e. the 
reservoirs included inside the TEE). 
Very few years after the first application of the Thermoeconomic thinking (1973), the effort of extending the 
control volume from the gates of the industrial plants, toward the primary resources was formalized by Szargut 
[15]. He proposed an accounting method based solely on exergy, and properly named it Cumulative Exergy 
Consumption (CExC): its objective is to compute the cumulative consumption of natural resources, quantify 
this consumption in units of exergy, and attribute the total resource cost to the products. In its original 
formulation, CExC focused mainly on mineral resources, assuming an exergy cost equal to one for the 
chemical exergy of those resources, and it did not include any externalities. A list of CExC values for a large 
number of finished materials and energy vectors are available in literature [16].  
At that point, it appeared as evident that the industrial plants do not consume only the conventional productive 
factors passing the gates of the plants. Also the polluting emissions, generated during the production process 
do consume natural resources, to be dispersed and neutralized in the biosphere. To consider this additional 
resource consumption, the Thermo-Ecological Cost (TEC) [17] was introduced by Szargut. In this last 
approach, a fictitious extension of the plant is considered, where the polluting emissions are treated in order 
of obtaining a completely neutralized effluent (or at least an effluent respecting the more restrictive 
prescriptions actually operating) which can be released in the environment without any damage. The resources 



expected to be consumed for the fictitious extension of the plant constitute the ecological cost for polluting 
emissions, which is used to complement the CExC and to obtain the TEC. 
Notice that other Authors, too, use the same procedure for an exergy evaluation of polluting emissions, in 
particular Sciubba [11] in the Extended Exergy Accounting (EEA), where special emphasis is put in taking into 
account the entire life cycle of a good, or a service. 
After including in the total consumption the effect of polluting emissions and all the main direct and indirect 
exergy resources supplied to the plant (being the exergy content of some non-fuel minerals quantitatively 
negligible) the picture could seem complete. Nevertheless, it is not. In fact, even if the hypothesis of a specific 
exergy cost equal to one for all reservoirs inside the TEE is accepted (as implicitly assumed by TEC and EEA), 
the operation of tracking back all supply chains towards the indirect primary exergy consumptions may be a 
very difficult task. In particular, when money capital and human work are considered among the production 
factors involved in those chains. Money links all sectors of an industrial economy to each other and is used at 
different stages in the construction and operation of manufacturing facilities. The availability of human work 
requires food, clothes, instruction, houses, transports, healthcare, etc. All of them are complex products in an 
industrial economy. To untie all these tangled links, the EEA introduces the exergy equivalent of work and the 
exergy equivalent of capital, which can be computed based on the Human Development Index (HDI) and the 
total quantity of circulating money and financial activities that can perform the same functions as money (M2) 
[18]. Notice that, in the frame of the TEE, this approach means that the TEE contains a reservoir of capital and 
another of human work and that the specific exergy costs of both resources is known. 

4. The proper exergy cost of primary resources  
Not only the specific exergy costs of capital and human work have to be known, but also those of all available 
resource inside the TEE have to be identified, in order of obtaining a meaningful set of product costs by 
applying the exergy accounting. A straightforward option is considering equal to one by hypothesis (see, for 
instance, [5]) the specific exergy costs of all exergy reservoirs present in the TEE. This approach expresses 
the idea that a certain exergy stock of non-renewable resources is available in the TEE at the present moment, 
jointly with a set of exergy flows of renewable resources (including the renewable part of all partially renewable 
reservoirs). It is consistent with the CExC and the derived approaches, and with the EEA, too. Then, the exergy 
cost of a good, or service, is the part of the exergy available in the TEE that is consumed directly or indirectly 
for obtaining it. This may be correct if the dynamic processes allowing the exergy accumulation inside the 
reservoirs can be neglected. This is possible, for instance, when the accumulation process is very slow, 
compared with the production process considered in the analysis, like for natural fossil fuel, or other mineral 
reservoir. Otherwise, if a dynamic exists inside the TEE and it provides an exergy accumulation inside the 
reservoirs at a time scale comparable with that of the considered good, or service, it should be taken into 
account. In fact, the exergy extraction from a certain reservoir may produce an exergy destruction in some 
other reservoirs of the TEE, in addition to the extraction up from the former reservoir. In this second case, two 
options can be immediately identified: (i) to extend the supply chain describing the indirect consumption of 
resources, or (ii) to define a set of specific exergy costs, not equal to one, which takes into account the effect 
of the mechanism of additional exergy resource consumption. As previously noted, this second option has 
been used for introducing the externalities of capital and human work consumptions into the EEA. 
The meaning of the first option is that the TEE has its own internal production processes. In this case, the 
specific exergy costs of the exergy reservoirs should be determined by applying the same exergy accounting 
techniques considered for the manufacturing systems. 
Various Authors, in particular Valero A. C. and Valero A. D. [19], have highlighted that, if the specific exergy 
costs of all exergy reservoirs present in the TEE were fixed at a value equal to one, a sort of inconsistency 
would arise: all non-fuel mineral resources would have a very low exergy cost, because of their poor chemical 
exergy content. This happens although some of them are quite rare and someone even valuable. 
Consequently, some industrial products appear to have an exergy cost that is extremely little dependent on 
the presence of rare materials and this is in strong contrast with the technological effort undertaken to reduce 
the presence of such materials, or to replace them with non-rare ones. This effort implies actions in parallel, 
or in competition with those for increasing the exergy efficiency of the modern production of goods and 
services, so that, it cannot be simply disregarded. 
Paying attention to the rare or valuable characteristic of some minerals may seem irrelevant to the issue of 
accounting for exergy costs, and only meaningful in relation to the market economy. However, consider the 
conceptual example of an industrial economy fed by a TEE with only two non-renewable reservoirs, let's say 
coal and iron ore. That economy could obtain many technological products, but certainly not all the modern 
industrial goods. This example allows us to infer easily that the availability inside the TEE of many abundant 
reservoirs of different chemical nature is an asset for the industrial system, just like the availability of fossil 
fuels. In few words, the Chemiodiversity (that can be defined analogously to the most popular Biodiversity) of 
the TEE is a resource and has to be accounted for in the calculation of the exergy costs. In addition, consuming 



a scarce resources is different (less sustainable) that consuming an abundant one, even if they both were, for 
instance, not renewable. 
The proper specific exergy cost to be used for non-fuel mineral resources has been proposed by Valero A. C. 
and Valero A. D. [19], by introducing the exergy replacement cost (ERC) of mineral resources. The ERC has 
to be regarded as the exergy cost required for producing a reservoir of a certain mineral resource, from the 
conditions defined for the Thanatia planet, where the confining constraints of all reservoirs have been 
destroyed and all mineral resources are mixed together. In other words, the reconstruction of the mineral 
deposits (i.e. the cradle of the resources consumed by the production process) requires an exergy expenditure, 
because real-world, irreversible technologies are used. An exergy cost greater than the mere content of 
chemical exergy can be identified in this way for all mineral reservoirs in the TEE. In its original formulation, 
the ERC calculation implicitly assumes that the input exergy is available for the ideal process of reconstruction 
of a mineral resource as it is in the real-world industrial system, being the process constrained only by the 
concentration of each chemical substance in the Thanatia environment. Notice that this makes sense (at least 
for an ideal experiment) if the replacement of a small sample of a certain mineral resource is considered. On 
the contrary, the replacement of all the mineral resources consumed by the global industrial system is not 
possible, neither in principle, because of the exergy losses in both cradle-to-grave and grave-to-cradle 
conversion processes. To make it possible (at least for an ideal experiment) an exergy source external to the 
bio-geosphere of the planet Earth should be considered. 

4. The future of Thermoeconomics 
In Authors’ opinion, the future of Thermoeconomics must continue in the directions outlined above, in 
particular: 

a) integrate the ERC concept into exergy cost accounting methodologies and sustainability assessment, 
b) identify an appropriate specific exergy cost to be used for products of biological systems, 
c) develop the exergy assessment of the environmental impact of industrial processes, on a global scale, 
d) explore alternatives to evaluate the exergy cost embedded in money capital and human labour. 

4.1. ERC integration 
A first progress in the direction indicated in point a) has been recently obtained by integrating the ERC with 
the CExC approach, obtaining the new thermoecological-cost methodology [20]. 
When the object of the analysis is assessing the sustainability of a technology, or of an industrial sector, it is 
important to pay attention to the replacement of all the mineral resources consumed by the industrial sectors, 
directly or indirectly connected inside the global system. 
As just mentioned, this is possible only if an exergy source external to the bio-geosphere of the planet Earth 
is considered. The only exergy input external to the geo-biosphere is solar energy (and possibly tidal and 
geothermal energy). Thus, the ERC may be understood as the exergy cost that should be payed to re-obtain 
a certain non-renewable resource by using additional renewable external exergy input [10], i.e. to allow its 
usage as it were renewable, excluding its exhaustion, on a human time scale. This interpretation does not 
require any conceptual modification of the ERC definition and is consistent with the idea that unit exergy costs 
greater than one can be considered for the reservoirs in the TEE. The numerical values of the ERCs of the 
different mineral resources may result amplified by a factor equal to the inverse of the exergy efficiency of the 
conversion process that produces the form of exergy required by the replacement process starting from solar 
radiation. Notice that this occurrence is implicit in the idea of using real-word technologies, so that, when the 
technologies change, also the values of the ERCs may change. 
4.2. Products of biological systems 
For what concern the direction indicated in point b), it has to be recognized as a difficult task, with few 
suggestions available in Literature. In fact, the products of the biological systems are resources of the kind 
having their own dynamic connecting many different reservoirs each other inside the TEE, for which a natural 
exergy accumulation may be present, at a time scale comparable with that of goods production by the industrial 
economy. Bakshi and co-workers [21] have proposed one of the few historical contribution in this direction. 
They have defined the approach named Ecological Cumulative Exergy Consumption (ECEC), that is identical 
to the CExC for what concern the contribution of mineral resources, whilst the exergy cost of the products of 
the biological systems are assumed to be equal to the emergy of the same products, calculated in the ambit 
of the EMergy Analysis (EMA) [22]. 
The EMA allows overcoming the difficulties related to a detailed knowledge of the exergy flow network that is 
required to apply The CExC, or the ECT. In fact, only the inputs to the whole ecosystem have to be known in 
detail. Unfortunately, in the EMA approach, the ultimate boundary of the accounting analysis is placed in the 
solar energy that fed the whole geo-biosphere from the distant past to now, not in the TEE as it is at present 
time. In addition, special allocation rules (the Emergy Algebra), are used, which are only in part analogue to a 
conservative cost balance. In summary, the EMA has some characteristics that make energy engineers often 



sceptical about the option of incorporating the results of this approach inside the exergy cost accounting of 
goods and services [23]. 
The frame of the TEE offers an alternative for the calculation of the exergy costs of the products of biological 
systems, similar to the ERC of the mineral resources and consistent with the EEA approach. In this case, too, 
some information is required about the ecosystem dynamic, but it mainly consists of the parameters of natural 
growth rate and of extraction rate, which are not difficult to obtain (see, for instance [24]). 
 

 
Fig. 2 The concept of Bioresources Stock Replacement Cost [10]. 

 

 
Fig. 3 A qualitative description of possible depletion of the exergy stock inside the TEE. 

 
An extension of the system is considered (see Fig. 2), the function of which is to replace the stock of the 
bioresource reservoir in the TEE, if the stock has been affected by the operation of the system. In fact, if the 
bioresource is consumed at an extraction rate lower than (or equal to) its growth rate, the stock is not affected 
and the input to the production system can be regarded as completely renewable, like solar radiation, and its 
exergy cost can be equal to one as that of the solar radiation. On the contrary, if the extraction rate is greater 
than the growth rate, the exergy stock of the TEE is consumed and the extended system has to cultivate the 
ecosystem, to produce the biomass required to replace the original stock. The bioresource stock replacement 
cost (BSR) can be calculated because the exergy costs of the inputs of the extended system can be known 
[10, 25]. 
4.3. Environmental impact 
To develop the exergy assessment of the environmental impact of industrial processes (point c), it is worth 
noting that the remediation cost for neutralizing the chemical and physical exergy of waste (the cost considered 
by both the CExC and the EEA, among others) may be the same whether or not waste treatment strategies 

 



are actually applied. In fact, part of the costs are actually incurred within the real plant, while the other part (so 
as, to have virtually neutralized emissions) is incurred in the fictitious extension of the plant. In other words, 
the cost charged on the plant products because of polluting emissions may independent by the degree of 
emission cleaning actually operated. Moreover, the cost for the actual treatment may be even higher, because 
real processes are generally less efficient than virtual ones. The result is that a highly polluting plant may 
appear to be less resource-consuming (more sustainable) than a plant that obtains the same product cleanly. 
To avoid this inconsistency, an alternative approach has been suggested in the frame of the TEE [10, 25], 
where the actual exergy cost of polluting emissions has to be defined as the real exergy stock depletion 
produced by the polluting emissions. Bearing in mind the definition of TEE, it is easy to deduce that a certain 
depletion of the exergy stock can be caused, besides consumption, also by: 

 destruction of the confine restrictions of reservoirs (see Fig. 3), 
 variation in the zero-exergy matrix temperature or composition(see Fig. 3), 
 dilution of substances inside the reservoirs, reducing their concentration, 
 indirect destruction of the (living) biomass stock inside the reservoirs. 

In this way, virtuous plants, which effectively include emission neutralization systems, may have a specific 
exergy cost of their products lower than polluting plants, highlighting that the former requires less consumption 
of resources (i.e., they are more sustainable). 
It is worth noting that the suggested alternative approach requires an inventory of the effects of the identified 
polluting emissions and then the translation of those effects in terms of depletion of the exergy content of the 
reservoirs inside the TEE. The effort of the first step is similar to that required by the LCA [26] of a process, 
whilst the second step requires an appropriate evaluation of the specific exergy cost attributed to each 
reservoir, in order of obtaining the total exergy cost of the polluting emissions [27]. Moreover, the evaluation 
of the exergy stock depletion produced by some pollutant may vary, because new effects may be discovered. 
This may be regarded as a negative point, because the evaluation is, to some extent, dependent on the historic 
moment. Or as a positive point, because new discoveries can be integrated in the evaluation, allowing well 
supported decision for improving the sustainability of the production processes. It is worth noting that this 
alternative approach define a connection among Thermoeconomics and the ecological models developed in 
different scientific fields, in particular with the climatic models, that have assumed increasing importance in the 
recent years [13] because of the arising of the global warming. 
4.4. Money capital and human labour 
The final topic (d) of the future development of Thermoeconomics will be, in Authors opinion, the development 
of alternatives to evaluate the exergy cost embedded in money capital and human labour. The exergy 
equivalent of money capital and of human work following the methodology of the EEA have been presented in 
the previous sections. Rocco and Colombo [28] have proposed an alternative approach, which can be 
regarded as an exergy extension of the input/output analysis, originally formulated by Leontief [9]. In this 
approach, the interactions among the sectors of the whole production system are described by the monetary 
magnitudes, usually adopted in the economic analysis. Then, the exergy cost accounting of each flow in the 
model is obtained considering the exergy of all inputs coming from the environment and feeding the sectors 
(the nodes) of the production network. The exergy equivalent of capital has not to be evaluated explicitly in 
this procedure and (if it is evaluated a posteriori) it may result different for the different production sectors 
considered. 
As far as the exergy cost accounting of human work is concerned, the suggestion by Rocco and Colombo [28] 
is again a direct extension of their exergy input/output analysis. Human labour is embedded as an additional 
sector, without the need of any arbitrary assumption. Obviously, additional information is required, in particular 
the quantitative evaluation of the inputs required by the human working activities from each one of the other 
sectors and, likewise, the human working hours required by each of them. 
It has been previously highlighted that the development of the exergy assessment for the environmental impact 
of polluting emissions will imply a more strict connection with the ecological models developed in different 
scientific fields. In conclusion, it is worth noting that, in the same way, the identification of a detailed information 
about the exergy cost embedded in money capital and human labour will imply a strict integration with the 
input/output models coming from the economic analysis. 

5. Is Thermoeconomics a science? 
This question has been always present, even not explicitly asked, from the very beginning of the exergy based 
cost accounting methodologies: 
Is Thermoeconomics a science? 
The question may appears as inappropriate, out of place, and even insulting. Thermoeconomics comes from 
the exergy analysis that means from the Second Law of Thermodynamics. It has to be close to the holy hart 
of Physics.  



Unfortunately, the exergy cost cannot be measured like mass, or energy. In fact, these magnitudes can be 
measured independently from the thesis to be demonstrated. By using the  measured values of two masses, 
it can be demonstrated that the gravitational attraction between them is proportional to the product of the two 
masses. By using the measured value of the potential energy of a body, the Joule experiment can be 
performed, demonstrating the energy equivalent of heat. On the contrary, the exergy cost cannot be measured 
independently by the cost allocation rules, the inventory of the flows regarded as relevant (whilst a lot of others 
are disregarded), the hypotheses about the exergy equivalent of money capital and of human labour, and so 
on. Ones the cost allocation rules are defined, together with all other required information, the calculated 
exergy costs cannot be wrong, they are right by hypothesis. They may be more or less useful from an 
engineering point of view (this is true), but this is far from a clear scientific result. 
To claim Thermoeconomics as a science, it should be shown that the exergy costs (or the specific exergy 
costs) are involved in some physical phenomena different from their calculation procedure. Perhaps, this could 
be investigated referring to a process without any requirement of money capital or human labour, and with a 
clearly identified environment, where all resources come from. Such a process could be a network of chemical 
reactions, where reactants and products could be identified for each reaction, or better, the metabolic network 
of a simple bacterium in a Petri dish.  
This investigation line is nowadays under development [29, 30]. The object is to show that, under well-identified 
conditions, the minimization of the specific exergy costs of the products plays a role [31, 32] analogous to the 
Constructal Principle, formulated by Bejan [33] and often considered to be a physical principle of the same 
rank of the First and Second Law of thermodynamics [34]. If this hypothesis were confirmed, it would be 
definitely demonstrated that Thermoeconomics is more than a useful engineering tool, but a real scientific field. 

6. Conclusions 
In the paper the history of Thermoeconomics is quickly summarized, highlighting how its development may be 
regarded as a continuous effort to extend backward the exergy supply chains, toward the primary resources 
available in the environment. In fact, this allows including in the economic and sustainability assessment a 
more and more complete inventory of direct and indirect consumption. If a very complete inventory of all direct 
and indirect consumption were obtained, the sustainability assessment of a production process could be 
performed by applying the idea that the lower its consumption (direct and indirect) of scarce primary resources, 
the more sustainable a production process is. In spite of being apparently a simple idea, this effort is still not 
completed. 
In Authors’ opinion, the future of Thermoeconomics will be going on in the direction of improving the inventory 
of all direct and indirect consumption related to a production process, in order to supply a more complete 
information to the decision-makers in the field of industrial sustainability. In the paper, some specific directions 
have been identified, like: 

a) The integration of the Exergy Replacement Cost of rare mineral resources into the exergy cost 
accounting methodologies and sustainability assessment. 

b) The identification of an appropriate specific exergy cost to be used for the products of the biological 
systems. In this direction, the exergy Bioresources Stock Replacement Cost has been presented as 
an alternative to other approaches, keeping the consistency with the exergy cost accounting and the 
Exergy Replacement Cost formulations. 

c) The continuous improving of the exergy assessment for the environmental impact of industrial 
processes, on a global scale. In this direction, the frame of the Thermoeconomic Environment may 
help overcoming a drawback of the exergy assessment of pollution, in which a highly polluting plant 
may appear to be less resource-consuming (more sustainable) than a plant that obtains the same 
product cleanly. 

d) The exploration of alternatives to evaluate the exergy cost embedded in money capital and human 
labour. 

Is worth noting that the development of the exergy assessment for the environmental impact of the production 
processes will imply a more strict connection with the ecological models developed in different scientific fields. 
In the same way, the identification of a detailed information about the exergy cost embedded in money capital 
and human labour will imply a strict integration with the input/output models coming from the economic 
analysis. In addition, all these improvements of the inventory of direct and indirect consumption have to be 
integrated into a unique frame. For instance, the exergy cost embedded in human labour should be accounted 
for in the Exergy Replacement Cost of rare mineral resources, and Bioresources Stock Replacement Cost 
should be accounted for in the assessment for the environmental impact of industrial processes, if even distant 
ecosystems are affected by their emissions.  
In conclusion, the question if Thermoeconomics has to be regarded as a science, or not, is briefly discussed 
and a possible path to demonstrate that Thermoeconomics is more than a useful engineering tool, but a real 
scientific field, is outlined. 



 
Acronyms 
BSR Bioresource Stock Replacement Cost, 
CExC  Cumulative Exergy Consumption CExC, 
ECEC Ecological Cumulative Exergy Consumption, 
ECT Exergy Cost Theory, 
EEA Extended Exergy Accounting, 
EMA EMergy Analysis, 
ERC Exergy Replacement Cost, 
GHG Greenhouse Gases, 
LCA Life Cycle Assessment, 
TEC Thermo-Ecological Cost, 
TEE Thermoeconomic Environment. 
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Abstract: 

Exergoeconomics has played an important role in the analysis and optimization of energy systems in the last 
decades. The idea of using exergy as a “carrier of value” allowed defining an unambiguous criterion to allocate 
costs among the products of energy systems and paved the way to a deeper analysis of the losses of potential 
work within the systems. With the development of efficient optimization algorithms, the exergoecomic 
procedures of analytic optimization and the design improvement procedures based on heuristic 
exergoeconomic criteria have been gradually replaced by more efficient optimization procedures aimed at 
minimizing a “cost” objective function, leaving the calculation of exergoecomic costs in the optimum  as final 
step. The increasing attention to the mitigation of the effects of human activities on climate change, together 
with increasingly higher disparity in the availability and use of energy, enlarged the perspective to a wider set 
of goals of the energy system designer, which has to consider the energy systems as a part of the whole 
society. This asks the energy systems designer to move the attention also towards energy users, integrating 
the design and operation optimization of energy conversion systems with smarter methodologies to reduce 
energy consumption. Therefore, we propose the Exergoeconomic methodologies to evolve towards Thermo-
X Optimization methodologies involving a wider set (X) of goals and constraints than the economic ones, to 
solve the “energy problems” of our society with a wider perspective. The paper briefly summarizes the history 
of Exergoeconomic analysis and optimization methodologies and outlines the path for developing a general 
methodology including all the aspects mentioned above. 

Keywords: 

Exergoeconomics, design optimization, UN goals 

1. Introduction: exergoeconomic methods 
Exergoeconomics aims to evaluate the exergetic and monetary costs associated with mass and energy flows 
in the energy system. Building on the pioneering work of [1–4], the idea is to allocate the input costs of the 
total system between the internal mass and energy flows of the system, up to the final products, in proportion 
to the associated exergy flows. The principle that exergy is the most appropriate variable for cost allocation 
actually needs to be supplemented with the definition of the desired exergetic "Product" and the exergetic 
resources needed to obtain it ("Fuel"). Thus, all exergoeconomic methodologies proposed in the literature 
suggest allocating the costs of the input streams based on the exergy carried by the Fuel and the Product of 
the system components. However, this introduces an inherent degree of subjectivity, as the definitions of 
Product and Fuel that satisfy the energy balance of each component are not unique. The various 
exergoeconomic methodologies in the literature ultimately differ each other only in the ways of defining or 
representing the Fuel and the Product of the components. The "algebraic" approach initially suggested in [4] 
and [5,6] as well as the "algebraic theory" proposed by [7,8] leaves a fairly large degree of freedom on these 
definitions and their representation, i.e., on the so-called production structure, specifying some rules only to 
avoid other arbitrariness at the system level (e.g., to handle energy losses - "residuals" - of the total system). 
The SPECO method, proposed by Lazzaretto and Tsatsaronis [9–13], avoids any ambiguity in the definitions 
of Fuel and Product by providing specific rules for obtaining them, simply based on the principle that any 
addition of energy by the considered component belongs to the Product, while any removal belongs to the 
Fuel. The resulting representation of the production structure is also unique and keeps every interaction 
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between Fuel and Product and the flows of exergy into and out of each component within the boundaries of 
the component itself.  

  

                    (a)                                          (b)                                                        (c) 

 

Figure 1.  Simplified physical structure of a steam power plant with “hot” heat exchanger (a) and corresponding 
productive structures according to the SPECO (b) and Functional (c) approaches [14]. 

A substantially different approach has been proposed by the "functional" approaches [3,15–19], where 
functions (i.e., product) are defined according to a “purpose” of the component in the system in which it 
operates, i.e. considering how the single component “serves”, and therefore interacts, with the rest of the 
system structure. In this way, the same component does not have the same "function" independently of the 
system in which it operates, as the SPECO approach states, but it may have different functions depending on 
the system in which it is embedded. In this way, a "functional diagram" is constructed that has the same logical 
meaning as the productive structure of the SPECO criterion or other thermoeconomic approaches, but is 
generally different from it, thus involving a different cost allocation criterion [14,20–23]. For any functional or 
production structure, costing requires formulating a conservative balance of the cost streams entering and 
leaving the component under consideration and formulating auxiliary equations equal in number to the number 
of exergetic streams leaving the component minus one (since the balance equation is always available). For 
example, for the kth component receiving a heat transfer (�̇�𝑞,𝑘) and generating power (�̇�𝑘), the cost balance is 

[24]. ∑(𝑐𝑒�̇�𝑒)𝑘𝑒 + 𝑐𝑤,𝑘�̇�𝑘 = 𝑐𝑞,𝑘�̇�𝑞,𝑘 + ∑(𝑐𝑖�̇�𝑖)𝑘𝑖 + �̇�𝑘 

where �̇�𝑖, �̇�𝑒 and 𝑐𝑖, 𝑐𝑒 denote exergy flow rates (kJ/s) and costs per monetary unit ($/kJ), respectively, at the 

inlet (i) and exit (e) of the 𝑘-th component, 𝑍�̇� is the amortization cost for the investment and maintenance and 𝑐𝑤,𝑘 and 𝑐𝑞,𝑘 are costs per monetary unit of the work and heat, respectively. 

Auxiliary equations are formulated according to the F and P rules [7,10–12]. Referring to the SPECO approach, 
the F rule states that the exergy removal in a component occurs at the average unit cost at which the exergy 
removed was supplied in the upstream components, whereas the P rule states that every exergy unit belonging 
to the product has the same unit cost (Fig. 2).  

 

Figure 2. F rule applied to a turbine (left) and P rule applied to a CHP engine (right). 

The result is an overall picture of the exergetic or monetary cost flows associated with the different mass and 
energy flows in the system. In particular, this makes it possible to estimate product costs, showing that products 
of components further downstream in the energy conversion system are loaded with higher costs as they are 
affected by all the irreversibilities generated by upstream components. Regardless of the differences between 
the different methods, which are generally quite small, they have had the merit of calculating the least 
ambiguous possible cost of the different energy products of a system, and thus of being able to make 
comparisons about the ability of different systems to generate products at higher or lower costs. 

The method of design improvement proposed in [6] and subsequently included in [24] is based on finding the 
best efficiency-cost trade-off at the component level, so as to create an overall picture of the main sources of 
irreversibility and costs in the various components of the energy system, and intervene mainly on those 
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components with the highest values of the sum of depreciation costs and energy destruction costs. This 
method may require some iteration steps to improve the system design, driven by the designer's ability to 
choose the appropriate performance modification of the components responsible for the highest destruction of 
exergy and cost.   

On the other hand, starting from the 70ies several researchers proposed to optimize the system design with a 
Lagrangian analytical approach [3,15–19] that searches for the minimum unit cost of the total system product 
as objective function. Compared with the design improvement criterion proposed by Tsatsaronis and co-
workers [6,24], this approach has the advantage of finding the optimal values of the system design variables 
(pressures, temperatures, flow rates) without the need for iterations, but at the expense of a quite difficult 
search for the analytical solution. Langrange multipliers in this case take the meaning of marginal costs at the 
point of optimality found. However, setting up and solving an optimization problem with an analytical method 
limits the use of this approach to relatively simple system configurations, or requires strong simplifying 
assumptions. 

An evolution of this approach was the development of “Environomics”, which, in addition to the exergetic and 
monetary costs of mass and energy streams in the system, considers the costs associated with the 
consumption of other resources and the emission of pollutants [25]. The thermo-economic objective function 
is still used with the addition of one or more terms, which depend on: the environmental and social costs of 
undesired emissions [26]; on the pollution costs associated with system manufacturing and dismantling system 
equipment; the costs associated with resource preparation and transport [27]. Since all these terms are costs, 
the objective function is still economic (in this sense, the unabbreviated term thermo-enviroeconomics would 
be more appropriate, as recognized by Frangopoulos [25]), with penalties applied according to the pollution 
generated. A variant of the environomic approach is used in [28], where the objective function considers a 
carbon tax on CO2 production as a penalty term and includes the costs of pollutant abatement devices and 
CO2 sequestration in the cost of equipment. A different penalty term linked to operational inefficiencies is 
considered in [29]. 

Going back to the design improvement methods, from the beginning of 2000s onward, Tsatsaronis and co-
workers introduced the concepts of "avoidable" and "not avoidable" exergy destruction to understand the actual 
margins of improvement achievable in the iterative design based on the calculation of exergoeconomic 
variables [30]. Moreover, they suggested overcoming the problem associated with the mutual interdependence 
of the components behavior by splitting the total exergy destruction within a component into its endogenous 
and exogenous parts [31]. The former refers to the exergy destruction occurring within the component when 
all other components operate in an ideal way, whereas the latter is the difference between total and 
endogenous exergy destruction in the same component. In spite of the interesting conceptual approach, the 
practical applicability of this exergy splitting is not trivial. Several papers were written in the last years on these 
advanced exergy-based methods for developing, evaluating, understanding, and improving energy conversion 
systems by Tsatsaronis and Morosuk. A good review of these approaches is supplied in [32]. 

Other important developments have also been made to use exergoeconomics in the diagnosis of energy 
systems malfunctions. The paper by [6] first evaluated the effects of variations in exergy destruction in a 
component of a complex system on the total system fuel in the system design. This concept was later applied 
by Valero and co-workers [33] to evaluate the system-level effects of malfunctions, understood as changes in 
efficiency or product in a component relative to the design condition. Reini in 1994 [34] fully formalized how to 
calculate the "impact" on total system fuel due to changes in the efficiency or product of its components for 
any system configuration. Torres at al. [35] introduced the concepts of malfunction and dysfunction to 
distinguish between variation of the component behavior that depend on the component in hand or originate 
in other components. In [36] a criterion was proposed to identify and localize malfunctions using 
exergoeconomic performance variables. 

However, as already in the iterative design improvement procedures mentioned earlier [6] the main drawback 
in the application of exergoeconomics to the search of malfunctions lies in the dependency relationship 
between the exergetic performance variables (exergetic efficiency and exergetic product) of different 
components. This implies that a variation in one of these variables due to changes in one of more design 
variables (pressure, temperature, mass flow rate..) generally results in induced changes in the exergetic 
variables of other components as well, thus “hiding”  the “real” malfunctions and making their identification 
difficult. To overcome this intrinsic drawback, Toffolo and Lazzaretto suggested a fundamentally different 
approach to detect malfunctions, based simply on identifying components that vary their characteristic curve 
through an exergetic indicator that accounts for the changes in the derivatives of irreversibilities at the design 
point of this curve with respect to the independent variables of the component under consideration [36].They 
also reviewed all exergoeconomic diagnostic methodologies to highlight their strength and limitations [37]. A 
good synthesis of different points of view on the use of exergoeconomics in the detection of malfunctions and 
evaluations of their effects is presented in [38,39]. 

Most of the mentioned drawbacks either of the exergoeconomic method for the design improvement or of the 
Langrangian optimization approaches were subsequently overcome by the introduction of new optimization 
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algorithms that allowed researchers to develop new and often more efficient methods for the design 
optimization of energy conversion systems, as shown in this paper. 

In this context, the goals of the paper are: 

- To demonstrate that exergoeconomics has paved the way for the recent design optimization methods and 
can still be used to obtain more in-depth information for a comprehensive understanding of the optimal design 
of single energy conversion systems; 

- To understand the direction in which newer optimization methods have developed; 

- To foresee how these optimization methods may develop in the future to include not only energy and 
economic performance aspects of individual systems but also all the other aspects that must necessarily be 
considered when designing groups of energy conversion systems that fulfil the time-varying demands of 
multiple users, in larger or smaller geographic areas, through different energy distribution networks. 

- To emphasize the need to focus on reducing energy demand, avoiding energy waste in wealthier countries, 
and instead help increase consumption in poor countries while maintaining a good balance with the 
environment. 

The paper identifies themes and asks questions about these problems without claiming to give exhaustive 
answers, which are impossible given the complexity and enormity of the problems, which involve virtually all 
human activities. Rather, it aims to retrace the evolution of research in order to identify lines of development 
that are respectful of the developmental needs of individual states, but at the same time narrow their limits in 
order to give every human being the same opportunities, not only now but also in the future. 

2. Critical aspects and limitations of the exergoeconomic methods  
Exergoeconomics is based on concepts and assumptions that have a certain degree of subjectivity, which is 
reflected in the results obtained and in their utilization for improving the design and operation of energy 
conversion systems. The critical issues associated with this subjectivity are discussed in the following, 
separating those associated with simple cost accounting from those involved in the use of exergoeconomics 
for the design improvement according to the criteria proposed by Tsatsaronis and co-workers [6,24]. 

2.1. Cost accounting 

As shown in the Introduction, the cost balance and the auxiliary equations obtained by the F and P rules allows 
calculating the exergetic and monetary costs associated with mass and energy streams. Given that the F and 
P rules require the definition of Fuel and Product of each component, these definitions become crucial for an 
effective and unambiguous cost allocation criterion [9–12]. 

The criteria for defining Fuel and Product, and consequently the exergetic efficiency (ratio of Product to Fuel), 
have been extensively discussed in the literature and converge toward the general idea that the Fuel and 
Product of a component consist of the decreases and increases, respectively, in each form of exergy between 
the input and output of that component. This general criterion and the very few exceptions to it are discussed 
in detail in [11,12,40]. On the other hand, the F and P rules used to define the auxiliary equations are essentially 
based on the principle that every unit of exergy removed or added by the component has the same cost. 
Although consistent with the idea that exergy is the “carrier of value”, this principle is arbitrary and does not 
take into account the fact that exergy is the maximum work "ideally obtainable" from a mass or energy stream, 
which differs from the maximum work actually obtainable from such streams. In particular, the exergy 
destruction to Product ratio associated with real world processes, decreases as the temperature of the process 
decreases, more than what expected by theoretical thermodynamics. Accordingly, a unit of thermal exergy 
does not have the same "value" in reality as a unit of mechanical energy, so that units of thermal exergy at 
lower temperatures have less "value" than those at higher temperatures or, even more, units of mechanical 
work (Fig. 3). 
 

 
Figure 3. According to exergoeconomic accounting methodologies, a unit of thermal exergy at the outlet of a 
CHP engine has the same exergetic cost of a unit of mechanical work.  

 
Moreover, this allocation criterion is normally applied at design conditions, whereas more reliable results could 
be obtained considering the hour by hour operation, throughout the year, as only few papers in the literature 
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highlighted [41,42]. On the other hand, other equally meaningful allocation criteria than the exergoeconomic 
one could be used for multi-product systems, as shown in [43,44]. 

2.2. Design improvement 

As reported in the Introduction, the picture of the costs associated with the individual components employed 
in the procedure of design improvement [6,24] provides information for design improvement that does not allow 
to obtain the best design in a single iterative process. This is because the improvement in either the exergetic 
or exergoeconomic performance of one component does not necessarily result in a corresponding 
improvement for the overall system, since it may have a worsening influence on the exergoeconomic 
performance of the other components. In fact, there is a dependency link between the exergetic variables of 
the different components, and thus between the costs associated with them, since exergy values depend, to 
a greater or lesser extent, on the set of values of the independent design variable set (including temperatures, 
pressures, flow rates) on which the designer has the ability to act. 
 
 

 

 
Figure 4. In general, the exergetic performance variables of different components (e.g., ηA, PA and ηB, PB) 
depend on the set of independent variables of the total system (𝜏), so that they depend on each other (dotted 
line). 

 
Moreover, the need to guide the different iterations by the designer's "experience" limits the applicability to the 
more experienced designers in the exergoeconomic field. Furthermore, as already pointed out about cost 
accounting, the scope of these exergoeconomic procedures concerns the behavior of the plant under design 
point conditions only, because of the major complication that would result with an application under off-design 
operation.  
However, these limitations do not negate the usefulness of exergoeconomic accounting and exergoeconomic 
design improvement procedures, but suggest a partially different use for them, as shown in Section 6 (Fig. 9). 

3. Single or multi-objective design optimization of individual energy 
conversion systems  

This section briefly describes why, starting in the late 1980s-early 1990s, the design of advanced energy 
conversion systems shifted from the iterative exergoeconomic design improvement described in Section 2 to 
the more efficient numerical optimization approach. At that time, the difficulty of setting up and executing design 
constrained optimization with the Lagrangian analytical method was overcome first with the development of 
efficient descent optimization algorithms and then with the new and more efficient genetic algorithms. 

3.1. Single economic objective 

The work of Lazzaretto and Macor [21] showed that, unlike the Lagrangian approach used up to that time for 
thermoeconomic design optimization, the search for the economic optimum can be separated from the cost 
calculation by first setting up and solving the following optimization problem, and then calculating the costs in 
the optimum. 

 Find 𝐱∗ ∈ ℝ𝑛 that minimizes 𝑓(𝐱)                                                                                                             (1) subject to 
𝑔𝑖(𝐱)=0,   𝑖=1,…,𝑝𝑘𝑗(𝐱)≥0,   𝑗=1,…,𝑞                                                                                                                     (2) 

 

where 𝑓(𝐱) in Eq. (1) is the objective function, the equality and inequality constraints in Eqs (2) represent the 
energy system model including mass and energy balances of its components and the equations describing 
the properties of the working fluids, and 𝐱 is the set of the design decision variables including pressures, 
temperature, mass flow rates and fluid properties. 

Component A 𝜼𝑨, 𝑷𝑨 

  

Component B   𝜼𝑩, 𝑷𝑩 

Set of the design 
independent variable 
of the total system (𝜏) 



6 
 

The objective function 𝑓(𝐱) is the total cost flow rate (�̇�𝑡𝑜𝑡𝑎𝑙(𝑥)) associated with the amortization of the 
investment and maintenance costs and of the costs for the fuel utilized by the system. 

 �̇�𝑡𝑜𝑡𝑎𝑙 = �̇�𝑓𝑢𝑒𝑙(𝑥) + �̇�𝑖𝑛𝑣+𝑚𝑎𝑖𝑛𝑡(𝑥)                             (3) 

 

3.2. Multi-objective optimization: energetic, economic, environmental 

Multi-objective optimization techniques have been introduced into energy system design optimization since 
the end of 1990s-early 2000s, with the concomitant development of evolutionary algorithms. In particular, the 
paper [45] expands the perspective of traditional thermoeconomic optimization, by applying a multi-objective 
approach to evaluate the complete spectrum of solutions that satisfies both the economic and energetic 
objectives. In fact, a “pure” single-objective approach that considers only the economic objective or only the 
thermodynamic one is able to find one of the two extreme points on this spectrum of optimal solutions: the 
minimum of the cost objective function, or the maximum of the efficiency objective function. In [45] the Pareto 
approach is used to find the optimal set of design variables, since the concepts of Pareto dominance and 
optimality are straightforward tools for determining the best trade-off solutions between conflicting objectives. 
An evolutionary algorithm is then chosen to carry out the search for the Pareto optimal solution (Fig. 5) for the 
cogeneration gas turbine used in [46], since evolutionary optimization techniques were conceived to deal with 
a set of solutions (a “population”) to pursue their task. Consequently, a multi-objective Pareto-based 
evolutionary algorithm is able to make the population converge to the entire set of optimal solutions in a single 
run. 

  

Figure 5.  Pareto front (on the right) for different unit costs of fuel of a cogeneration gas turbine (on the left) 
[45] considering the total system cost rate ($/s) and the exergetic efficiency as objective functions. 

 
The paper [47] shows how the design of the same cogeneration gas turbine in Fig. 5, as well as that of any 
thermal system, modifies if the optimization capabilities of the multi-objective approach are further exploited 
by adding an environmental objective function to the energetic and economic ones. The work compares and 
discusses the three-objective approach with a single-objective thermo-economic optimization and a two-
objective energetic and economic optimization. In particular, the energetic, economic and environmental 
objective functions were defined as: 
 

Energetic          𝜀 = �̇�𝑁𝐸𝑇+�̇�𝑠𝑡𝑒𝑎𝑚(𝑒9−𝑒8)�̇�𝑓𝑢𝑒𝑙∙𝑒9𝑓𝑢𝑒𝑙                    (4) 

 

Economic          �̇�𝑡𝑜𝑡𝑎𝑙 = �̇�𝑓𝑢𝑒𝑙 + ∑ �̇�𝑖𝑖                (5) 

 
Environmental   �̇�𝑒𝑛𝑣=𝑐𝐶𝑂2�̇�𝐶𝑂2 + 𝑐𝑁𝑂𝑥�̇�𝑁𝑂𝑥              (6) 

 
The environmental one is expressed in terms of cost, weighting carbon dioxide and nitrogen oxide emissions 
according to their unit damage costs. Thus, a three dimensional spectrum of optimal solutions can be extracted 
from the space defined by the three objective functions by an evolutionary algorithm (Fig. 6). 
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Figure 6.  Optimal values of the three-objective functions (Pareto front) in Eqs (4), (5) and (6) [47].  

The main novelty in that paper consists in considering the environmental impact no longer as a limitation to be 
met, according to legal regulations, but as an objective to be pursued. This paradigm shift, however, requires 
the correct formulation of the environmental objective function. Eq. (6) indicates that on the one hand it is 
necessary to consider local pollution related to toxic emissions, and on the other hand the impact on the 
atmosphere of elements that have a high global warming potential. In the design procedure this environmental 
goal is only partially independent from that of maximum efficiency, because achieving too high temperatures 
is environmentally pejorative. Of course, considering environmental impact as an objective instead of a 
constraint leads to a general rethinking of objective functions, as discussed below. 

4. The need of proper objective functions for the whole society 
The previous section showed how the design of energy conversion systems has naturally moved toward goals 
other than just maximum efficiency or maximum profit/cost. Indeed, the use of the design and operation of 
these systems have implications that go far beyond these goals. Thus, some questions naturally arise: 

 

“Is efficiency the best energy goal? or is it instead absolute energy consumption? Are thermo-economic 
analyses sufficient, or should we better move toward thermo-X analysis? Which are the right environmental 
goals? Is decarbonization the best one? Is it sufficient to measure the environmental impact?” 
 

As much as conversion technologies continually evolve over time, many of those involving the bulk of global 
consumption, and particularly those using fossil fuels, have reached levels close to the maximum achievable 
ones relative to unavoidable physical constraints (e.g., the Second Law of thermodynamics in case of thermal 
systems). Thus, it is reasonably not conceivable that further developments in technologies could contribute to 
efficiency gains for these systems that are relevant to the overall system. Moreover, the introduction of more 
efficient technologies often leads to the so-called “rebound effect” that, in turn, can offset, at least partially, the 
reduction in primary energy consumption associated with the efficiency gains [48]. On the other hand, it is 
certainly desirable that there be major increases in the efficiency of technologies based on renewable sources, 
but it is hardly conceivable that these can really become complete replacements for fossil fuels in a short period 
of time. Following the 2015 Paris Agreement on climate change mitigation actions adopted at the 21st 
Conference of the Parties [49], the legislations of the most technologically advanced states have evolved in 
the direction of promoting the development of renewable sources, and they have certainly been successful in 
terms of total installed capacity. However, the share of renewable energy consumption is struggling to grow 
significantly still remaining in the minority worldwide due to the concomitant increase in overall consumption 
together with the inherent low capacity factor of renewable sources (solar, wind, hydro in some cases). We 
can therefore state that,  

 

"From an energy perspective, the goal of efficiency should be considered concurrently with that of reducing 
overall consumption."  

 

Without this reduction, it will be difficult to achieve the increase in renewable share stated in the legislations, 
as, for instance, the European Green Deal [50], which aims at reaching carbon neutrality for European 
countries in 2050. Thus, the limitedness of the atmosphere and of every other natural element involved in 
energy generation (water, raw materials, ...) must necessarily direct us towards the search for new 
consumption patterns that reduce the overall energy consumption, which is the primary cause of changes in 
environmental balance. 
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The focus must then shift to the whole of society, no longer to the individual conversion plant, seeking the best 
interaction between different energy conversion and storage systems according to the objectives we want to 
pursue. Therefore, starting from the consideration that our society requires a complex multi-energy system 
and its associated energy distribution networks, we certainly cannot proceed only with a "plant-by-plant" 
optimization, and we must necessarily ask the following question: 

 

"Which are the objectives of the society?" 

 

Figure 7 shows a block scheme of the Italian energy system. The blocks included in the red-dotted box 
represent different types of energy conversion units, energy storage capacities and energy transport 
infrastructures. In the left side of the box, all categories of renewable and traditional energy sources are shown, 
while in the right side, all the energy demands. Each part of this very complex system can be modeled with 
the desired level of detail depending to the number and type (linear, bi-linear, non-linear) of the utilized 
equations. For example, it is possible to include many kinds of external constraints (e.g., the transportation 
limits imposed by the capacity of the energy networks). This flexibility allows build statewide models of design 
and operation that predict what the future system might look like, in relation to variations in boundary conditions 
that depend on human activities (demands, costs, legislation, ...) and more or less predictable changes in the 
availability of energy resources. 

 

 
Figure 7.  Superstructure of a multi-energy system representing the Italian energy system. 

 

A representation like the one in Figure 7 could be made for any country, region, city, industrial or housing 
district in the world. However, certainly, this model would be very different from zone to zone. How might it 
look, for example, for a developing country? Again, some questions arise, which are not easy to answer: 

 

"What are the most sensible objective functions to consider for those systems that barely achieve survival 
conditions for the majority of the population?" 

"Are there universal goals toward which every state should converge?” 
 

Certainly the goals must be enlarged, and thermo-economic or environomic analyses must also include other 
constraints than those strictly associated with the energy conversion (e.g., social and political ones) in addition 
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to the evolution of these constraints over time (dynamic optimization). Figure 8 shows shows the well-known 
seventeen goals of the United Nations [51] stated in 2015 as part of the 2030 Agenda for Sustainable 
Development. Those most directly related to energy conversion and consumption are the seventh (affordable 
and clean energy) and twelfth (responsible consumption and production). All the others are actually closely 
related to them because of any interaction with the environment and the socio-economic conditions of 
humanity. All 17 goals are well summarized, in the following three: end poverty, protect the environment 
and ensure prosperity for all [52]. 

 

 
Figure 8. UN sustainable development goals [51].  

 

The question is,  

"What can researchers, and particularly engineers, do to find realistic solutions to make the overall energy 
system as consistent as possible with these three general goals?" 

A certain and unambiguous answer is impossible, and would require investigating and establishing the 
meaning of "prosperity," and "poverty" in addition to knowing in a general sense what the best criteria are for 
truly defending the environment. What is certain is that some problems (poverty eradication) have a much 
higher priority than others, and this requires innovative models of intervention and development, which can 
also develop within market logic [53], and certainly a comprehensive global view of energy and environmental 
problems. On the other hand, it is equally certain that in every country, region, area of the World, there is the 
need to satisfy the current energy demands with an appropriate energy conversion system [54]. 

However, different countries have different "energy needs" and more or less urgent actions to undertake. We 
can measure prosperity with the Human Development Index [55], and increase this Index by increasing 
availability and consumption of energy of poor countries while keeping their already existing good equilibrium 
with environment. Conversely, to drastically reduce the environmental impact of "rich" (developed) countries, 
with high HDI but too high energy consumption, we must first rationalize the usage of energy to decrease the 
absolute value of primary energy consumption. This can be done by pushing low-consumption/low-
environmental impact technologies. This necessity requires us to ask several questions, including: 

 

"What does it mean to “waste" energy?” “How can the "minimum waste" goal (objective function) be defined?”  
Are there criteria for defining the minimum/proper energy needs of a human being regardless of location? What 
are the acceptable levels of consumption for the planet? " 

 

Independently of the definition, the “waste objective function” must be minimized everywhere to meet the three 
general objectives mentioned above (end poverty, ensure prosperity for all, protect the environment). 

Dealing with the energy conversion process, a waste can be defined as the use of an excess of energy 
compared to the minimum required to fulfill a specified energy demand or to obtain a certain product. All 
research in the field of energy conversion systems is, and has been, aimed at maximizing efficiency, which is 
equivalent to minimizing waste, defined in this way. However, this definition covers the energy conversion only, 
and does not consider the demand side, that is the way in which energy is consumed by the end users. Clearly, 
it has little effectiveness to seek waste reduction in energy conversion without seeking waste reduction in the 
use of energy itself. This issue obviously invokes the need to evaluate without conditioning or mistaken habits 
the ways in which energy is actually used, questioning the uses that are "not properly necessary" because 
they are overabundant compared to real needs. As such, they cannot be proposed to everybody, because 
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they would not be bearable by the ecosystem. Spreng [56] proposed a primary energy consumption target of 
2000 W per capita (“the 2000 W/capita society”) to be applied worldwide and that can be sustainable for both 
environment and society. However, this target is utopistic for the Author himself.  

This article was written a few years ago, but this still open problem has subsequently been only much 
discussed but little addressed, thus greatly lengthening the energy transition towards a renewable system. The 
delay in becoming aware of the impossibility for the environment to bear an excessive consumption of energy 
(and consumer goods in general) now leads to the need to intervene "immediately" to avoid even catastrophic 
consequences [57]. However, this is not rationally possible due to the long installation times of the plants 
generating the huge renewable energy needed to replace all fossil energy, and requires first considering those 
interventions that have the best impact on the environment and society as a whole. Given the complexity of 
the problem, experts from the various disciplines involved propose different recipes, including the need to 
accept these catastrophic events, or to return to technologies already abandoned for safety and health reasons 
(nuclear) [58]. 

In the final analysis, it is a matter of considering the energy problem as a global problem involving all humanity, 
where the excessive consumption of some leads to energy shortages for others, and thus results, if nothing 
else, in a "lack of respect" toward them. Of course, these considerations cannot disregard the "models" of 
societies of individual countries. Many countries have acquired the so-called "western" model based on the 
search for GDP growth as the only criterion for increasing the individual's wealth, although often disregarding 
adequate wealth distribution criteria. Is this the way? Certainly, this approach has led to an enormous 
improvement in the well-being of many people, and of entire countries as a whole. However, at the same time, 
it can be certainly be improved to ensure a more equitable distribution of energy use and the benefits that 
come with it. Can "prosperity for all" be ensured by increasing GDP, regardless of appropriate distribution 
criteria and regardless of the fact that there are other cultural and developmental patterns of individual 
countries? Interesting ideas on this issue have been proposed and applied by a former president of Uruguay, 
Mujica (see for example his speech to the United Nations General Assembly on September 24, 2013 [59]). 
Moreover, some Authors proposed to integrate social science in energy research and energy policy (see, e.g., 
Sovacool et al. [60] and Spreng [61]). In any case, this issue must shift the attention of engineers to the 
"consumption" side, as highlighted in the following Section. 

5. From engineering of “energy conversion” to engineering of “energy 
utilization” 
Most of the discussion in Section 4 focused on the critical need to reduce overall energy consumption, while 
improving the efficiency of individual energy conversion systems, with an effort to achieve as much as possible 
the three general principles enunciated in that section: end poverty, ensure prosperity for all, and protect the 
environment."  
Having established that the generation efficiency of individual energy conversion systems is generally very 
difficult to improve for most existing systems, attention must necessarily shift to what might be the most 
effective actions to reduce our society's total energy consumption. Below we try to list some of them: 
- Actions aimed at better integrating individual conversion and storage units to take advantage of potential 
generation synergies between them, thereby optimizing the design and operation of multi-energy systems that 
supply energy to our society [62–64]; 
- Actions aimed at aggregating different local generation and demand loads of different energy users into 
"energy communities" to reduce demand peaks and thus the required power to be installed [65–67]. 
Consequently, also the efficiency of the plant and the environmental impact in the operation would be 
improved, as they it would work at more constant load. 
- Actions aimed at more efficiently coupling the entire generation system with the entire "demand system" [54] 
to size and deploy each plant in the most efficient, least costly, and least impactful way for the entire 
generation-demand system. 
- Actions and criteria aimed at reducing the absolute value of demand, such as through appropriate price- and 
incentive-based demand-response programs [68,69], or appropriate incentive policies, public awareness and 
education on proper energy use starting from elementary school training levels.  
Actions to limit the maximum amounts of energy available for individual use should not be ruled out either, 
since it is quite inconceivable that a reduction in overall consumption (particularly, but not only, of fossil fuels) 
could take place without limitations on the consumption of individuals. However, it should be considered that 
these limitations on direct energy consumption (for individual use, as heating, cooling, etc.) would still not 
include all indirect energy consumption, associated with the purchase of goods (and even devices that use 
renewable energy but are not "strictly necessary," still involve energy consumption for construction and 
disposal of materials). 

The list of actions listed can be summarized as the search for the best possible integration among the elements 
that make up a society's energy system, namely the energy conversion plants, the networks that distribute it, 
and the users who consume it. This integration requires a substantial paradigm shift in the overall design and 
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management of the energy system. The system based on individual production facilities for individual users 
must be replaced by a system designed to serve the whole society, and the whole society must constitute itself 
as a community of people who consume energy to improve (or maintain) a better living condition. The design 
of the system must therefore be unique and optimized for the common good. This vision, which is reasonably 
utopian, can nevertheless be a reference to be pursued. Actions concerning aggregations of users into energy 
communities certainly go in this direction. 

We stress the importance of aggregation as a key element for a prosperous future of society. In this regard, 
actions should start from local communities with the support of politicians. Local governments should rank 
different utilities (i.e., energy users acting as consumers or prosumers) to identify those with the greatest 
synergies and coupling possibilities. The energy “demand system” could then consists of the aggregation of 
these local communities, rather than being composed of individual utilities, with the ultimate goal of achieving 
an overall energy demand curve that is more consistent with the total renewable availability curve, and at the 
same time, leading to a net reduction of the total consumption. This would have the added benefit of reducing 
the need for energy storage, resulting in lower costs for the system as a whole. The search for mechanisms 
ensuring a fair distribution of benefits from user aggregations, as well as a fair distribution of costs associated 
with the installation of new renewable plants among those who benefit from them, must therefore become a 
central theme of research in the field of energy conversion systems. Efforts in this direction have been  already 
the subject of several research [66,67], and may also benefit from allocation criteria based also on 
exergoeconomics analysis [44]. It is natural to think that every place in the world is different in habits, religions, 
customs, but every place can benefit from aggregation and interaction, while respecting and recognizing 
individual specificities. Energy policies must therefore seek universal means of aggregation, such as the 
identification of the most suitable energy users that could participate into energy communities, fair criteria for 
the distribution of profits resulting from aggregation, and compensation mechanisms for those who may suffer 
damages as a result of aggregation itself, or for those who may not be able to fulfill their commitments due to 
force majeure (e.g., illness). 

6. The dynamic optimization model of the society or of its portions 
The need for an integrated design and management of the whole energy system, including generation and 
storage plants, energy distribution networks and users (with different habits and customs), requires the 
development of tools that allow modelling this complex system in its totality by considering in it all variables 
involved, and especially those on which actors from different disciplines (i.e., engineering, economics, 
sociology, philosophy, politics) can intervene. The models should take into account contextually, on one hand, 
all the laws of physics, thermodynamics, and chemistry that govern the energy processes and, on the other 
hand, the design and operational constraints related to the above-mentioned disciplines, and the laws of the 
countries in which the energy systems operate. Eventually, these models represent the society in its entirety 
because of their capability to describe the relationship between energy problems and society [70]. 

Given the potentially huge size of the optimization problem, the degree of detail of the models will necessarily 
have to decrease as the size of the geographical area under consideration increases. Thus, if the size is that 
of an entire country or region, plants of the same type may be aggregated into categories, users may be 
aggregated by types (e.g., low-temperature thermal, high-temperature thermal, electric), and networks may be 
considered by common characteristics (e.g., high, medium, and low-pressure gas network, or high-, medium-
, low-voltage electric networks). Conversely, if the size of the geographic area is narrower, such as housing or 
industrial districts, all individual energy systems (i.e., energy conversion and storage units) and 
interconnections (i.e., electric, thermal and gas grids) can be modeled precisely, without approximations. For 
municipal governments, the boundaries of analysis could be whole municipalities or parts of them, in which it 
will be possible to model in detail not only the associated plants and distribution networks with each specific 
existing constraint, but also the utilities, proposing aggregation mechanisms to create benefits for both 
individual members and the community. 

In such a complex reality, it is certainly useful for the individual (or entity, company,..) to decide on the "energy 
interventions" that are most convenient locally, but it is difficult to think that these local interventions can always 
be consistent with the search for the overall optimum of the society in which they are implemented. 

Thus, there is a clear need to operate both locally and globally, so that local interventions are consistent with 
those of a global nature, i.e., relating to the region-state, or in general to the overall context/society in which 
they are carried out. 

This coherence highlights the pressing need to start from global models, which give the general guidelines for 
appropriate energy policies, within which local interventions fit. 

 Several questions can be asked here as well: 

 

What kind of structure, equations, variables, and what kind of evaluations can this model perform? Is it possible 
to build models that include all the variables involved without becoming overly complex and such that they 
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require excessive computational time, preventing their simple use, and such that the benefits that can be 
achieved at the overall level can be immediately assessed? What are the objectives in using these models 
and what is the actual utility of the evaluations produced? 

 

Below an attempt to answer: 

- The overall model must certainly include sub-models that are capable of evaluating the behavior of all the 
conversion and storage systems included in them, both under design and off-design conditions. These sub-
models include mass and energy balances of these components and the chemical and physical properties of 
the fluids involved, and should be included in databases that can be used by the overall model. 

- The model arranges these sub-models so that the individual conversion and storage units can be aggregated 
not only with each other but with the distribution networks in order to form the model of the overall system; 

- The model must include time series of users’ energy demands, evaluated on a deterministic or stochastic 
basis when necessary. The model must also be capable of "managing" these demands according to utility 
aggregation criteria [71] and demand-response programs [72]. 

- The overall model is part of an optimization problem that must be solved by an algorithm capable of 
considering different sets of decision variables. 

- The model must consider also all constraints other than energy-technology constraints, i.e. those associated 
with the economic environment (investment costs, costs and prices of different forms of energy and their 
variability over time,..) and the natural and regulatory environment (limitations on emissions, incentives,..) as 
well as arising from social issues (acceptability and acceptance and consequent time for installation, use of 
labor, working conditions, etc....). 

- Goals (objective function(s)) should be clearly established (Section 4) and properly expressed in 
mathematical terms. 

Figure 9 shows the conceptual scheme of a computational platform capable of building an energy system 
model that includes the above-mentioned features. 

 

 

 
Figure 9.  Calculation platform to evaluate the schedule of installation planning of new energy 
conversion/storage systems and network in the future. 
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The platform builds the model of the considered system from a superstructure (red part in the center) containing 
(in a database) all available conversion and storage units in the considered geographical area. The platform 
chooses the optimal number, type, and size of these units and builds the network to connect them together 
and distribute power to users according to the optimal value (minimum or maximum) of one or more target 
functions.. The same central part (red) of the superstructure includes the optimization procedure driven by an 
appropriate algorithm capable of evaluating the objective function for each set of values of the system's 
independent/decision variables. The construction of the model requires setting all constraints arising not only 
from the technological-energy limitations of individual conversion and storage facilities, but also economic 
(investment costs, costs and prices of energy consumed and sold,...), environmental (limitations on emissions, 
materials to be used...), social (acceptability of renewable and fossil fuel based plants, occupation of areas 
intended for other uses,...), political-legislative (restrictions imposed by legislation, incentives, taxes,...) 
constraints. The nature of the model is dynamic, since all variables involved are time-dependent. As highlighted 
in Section 4, this feature is crucial given the need to shape the energy system of the future, especially in the 
"energy transition", by progressively choosing the energy conversion units that best fit to a specific location at 
a specific time. The model has a Mixed-Integer Linear Programming formulation, where integer variables are 
used to decide the inclusion or exclusion of conversion and storage units in design problems, and their 
activation or deactivation in operation problems. General features of the models have been presented in 
[73,74]. The last stage of development of the platform [75] concerns the contextual search for the optimal 
configuration of the energy generation and storage system and the configuration of the networks that distribute 
the energy produced. This comprehensive view of the system can also include utility management, through 
organization into energy communities or membership in demand-response programs. Once the optimal 
configuration and design variables of the generation/accumulation units and energy networks are defined, a 
final thermoeconomic/environmental or life-cycle assessment of the overall system is performed to obtain a 
complete picture of its performance and environmental compatibility (bottom right in Fig. 9). In this way, the 
platform stands as an essential tool for designing and managing the energy system, from generation to 
demand for the portion of "society" under consideration. 

7. Conclusions 

This paper is an attempt to trace in a simple way the extraordinary evolution in the research on energy 
conversion systems that has taken place in recent years. In particular, the purpose was to see how 
thermoeconomic analyses have played a pioneering role in expanding energy-only analyses toward the whole 
set of disciplines that are necessarily involved in the design and use of an energy system, starting with 
economics. The initial focus on increasing the exergetic efficiency of large fossil fuel plants that supplied almost 
all of the energy for end uses necessarily shifted to the simultaneous search for the best trade-off between this 
increase and cost reduction, taking into account all the environmental issues involved in the conversion and 
use of the energy generated. It is precisely this necessary consideration of the "environment," understood not 
only as “nature” but also as "humanity" inhabiting the world, that has shifted the focus from the individual plant 
to larger geographic portions in which there are different individuals with different energy needs. These portions 
of the universe, and ultimately the whole world, require that we design the overall energy system of the future 
in the most sustainable way possible, to give future generations the same or even better opportunities for 
consumption and well-being as existing ones. To this end, the work of the energy engineer must not be 
concerned with the individual plant but with all the plants included in the geographical portion under 
consideration and the distribution networks to users, integrating closely with that of all the actors involved in 
the design of the society of the future. Thus, the paper shows that other types of "X" analysis should be added 
to exergoeconomic analyses to include all aspects involved in energy use, with the ultimate goal of reducing 
overall consumption and distributing it more evenly around the world as the only means of achieving a truly 
sustainable system. In this direction, the paper also demonstrates the importance of forecasting models that 
are capable of predicting and optimizing the design and operation of the energy system of the future by 
considering the real physical processes involved along with all the external constraints, while maintaining a 
simple structure. This feature allows useful and realistic results to be obtained quickly and in a way that is 
easily understood even by non-"insiders." The ambition is for these models to become commonly used, 
especially in public administrations and private companies, to build an overall system that is as consistent as 
possible with the sustainability needs of society as a whole. 

Nomenclature 𝑐  cost per monetary unit ($/kJ) �̇�  total cost flow rate ($/s) 𝐶𝐻𝑃 Combined Heat and Power 𝑒  specific exergy (kJ/kg) �̇�  exergy flow rate (kJ/s) �̇�  mass flow rate (kg/s) 
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𝑀𝐼𝑁𝐿𝑃 Mixed-Integer Non-Linear Programming �̇�  mechanical power (kW) �̇�  amortization cost flow rate ($/s) 𝜀  energetic efficiency 𝜂  exergetic efficiency 

 
Subscripts and superscripts 𝑒, 2 exit 𝐹  related to a fuel stream 𝑖, 1  inlet 𝑘  related to 𝑘-th component 𝑃  related to a product stream 𝑞  heat 𝑤  work 
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Abstract: 

In 1984 the author coined the term exergoeconomics to replace the term thermoeconomics when exergy 
costing is used in the combination of an exergetic analysis with a cost analysis and to emphasize the role of 
exergy in the efforts to reduce the product cost. He also developed a general exergoeconomic methodology 
based on appropriate definitions of the “product” and “fuel” for each component of an energy conversion 
system and on exergy-based variables. These definitions and the application of exergoeconomics were 
generalized by A. Lazzaretto and the author in 2006 in an approach based on specific costs (SPECO 
approach). 

Mayer and the author coined in 2009 the term exergoenvironmental analysis for a combination of an exergy 
analysis with a life-cycle analysis when exergy is used to assign environmental impacts to streams. An 
exergoenvironmental analysis uses the methodological background of the above exergoeconomic methods. 

Starting in 2002, the author and later, in cooperation with T. Morosuk and co-workers at TU Berlin, developed 
the advanced exergy-based methods, which are based on the notion that the inefficiencies (exergy destruction 
and exergy loss), the costs, and the environmental impacts can be split into avoidable/unavoidable and 
endogenous/exogenous parts, to improve understanding of the formation process of inefficiencies, costs and 
environmental impacts within an energy conversion system, to reduce the limitations of the conventional 
exergy-based methods, and to facilitate system optimization. 

As often happens, after their introduction, all the above terms and methods have been misused and 
misinterpreted by some other authors. 

This paper very briefly reviews past contributions by the author and some other exergy practitioners and 
discusses future developments. 

The exergy-based methods allow for a comprehensive and consistent simultaneous evaluation of the 
performance of an energy conversion system from the thermodynamic, economic, and environmental 
viewpoints. However, the advanced exergy-based methods need further investigations to be generalized, 
integrated and to reduce their subjectivity as well as the efforts and time required for their application. 
Development of appropriate software and short-cut methods will facilitate their use by researchers and 
engineers in industry and the applications of exergy-based methods in energy-intensive industrial processes 
for multiobjective optimization purposes. 

Keywords: 

Thermoeconomics; Exergoeconomics; Exergoenvironmental analysis; Advanced exergy-based methods; 
Optimization of energy systems. 

1. Introduction

In the analysis, evaluation and optimization of energy-conversion systems (ECS), progress has been made 
every time the limitations of an existing method have been identified and solutions for overcoming at least 
some of these limitations have been developed. Thus, after realizing that an energy-based method can lead 
to misleading results and conclusions, the exergetic analysis, which combines the concepts of energy and 
entropy, was adopted as the appropriate method for analyzing and evaluating ECS from the thermodynamic 
viewpoint. All alternative terms used to characterize an exergetic analysis (e.g., the term “second-law analysis”) 
are not accurate, because this analysis combines the second and the first laws of Thermodynamics. 
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An exergetic analysis identifies the location, magnitude and causes of inefficiencies within an ECS. The 
inefficiencies are measured in terms of exergy destruction and exergy loss [1]. Based on the results received 
by an exergetic analysis, changes in the design and operation of an ECS can be identified to improve its 
exergetic efficiency, which is the best variable for evaluating the thermodynamic performance of an ECS. An 
exergetic analysis can be applied also to very complex systems and is the most effective method for evaluating 
and improving the thermodynamic performance of a system. Various variables can be used to measure the 
performance of an ECS (for example, thermodynamic efficiency, cost of product(s), environmental impact, rate 
of return on investment, and payback time). An exergy-based method should be able to consider all of these 
measures of performance. Finally, an exergetic analysis can stimulate and guide creativity and innovation [2]. 
 
In order to predict future developments, we must first understand and evaluate what has happened up to now. 
Therefore, the following two sections refer to past contributions to the exergy-based methods by the author 
and his co-workers as well as by other authors, before in section 4 the needs for future developments are 
discussed. It is important to keep in mind that all analyses of an ECS should consider the entire life time of the 
system. 
 
This is a brief review paper. Because of space limitations no equations to describe the methods are given. The 
equations are available in the literature cited for each method. Also the mathematical cost minimization 
methods developed for an ECS are not discussed here (even the ones using exergy) because in these 
methods (a) we need to know the investment costs of components as functions of thermodynamic variables 
and such information is not readily available, and (b) we cannot include in the optimization considerations 
related to safety, maintainability, and operability of the plant, considerations that could be easier incorporated 
into an iterative improvement approach, such as the approaches discussed here. 

 

2. Contributions by the author and his co-workers: From exergetic 
analysis to the advanced exergy-based methods 

 

An exergetic analysis assists in the thermodynamic optimization of an ECS. In real-world applications, 
however, realization of the thermodynamic optimum would result in very high investment and product costs. 
Therefore, we are interested in a solution that minimizes the product cost and not in a solution that maximizes 
efficiency. Thus, an economic analysis must be considered in parallel and in addition to the exergetic one. 
From a combination of the two analyses, we obtain the maximum useful information, when both following 
conditions are fulfilled: (a) the two methods are combined using the exergy-costing principle [1], and (b) the 
analysis is conducted at the system component or a lower level. The term thermoeconomics was initially used 
for this combination (e.g., [3]). However, after noticing that the term “thermoeconomic analysis” was used also 
in publications that were not employing the exergy-costing principle, which is essential here, the author 
introduced in 1984 the term exergoeconomics (or exergoeconomic analysis) to more accurately characterize 
this combination, to emphasize the role of exergy in cost minimization, and to clearly distinguish the different 
approaches [4]. In the same publication, the terms fuel and product were generalized, the variables cost per 
unit of exergy for fuel and product, cost difference (which later was replaced by the relative cost difference) 
and exergoeconomic factor were introduced, and the formulation of the exergy balances and cost balances 
was generalized. These generalizations allowed later a consistent evaluation of the thermodynamic, economic, 
and environmental performance of an ECS. For a long time the terms thermoeconomics and exergoeconomics 
were used in parallel as synonyms by the author (e.g., [1]). Unfortunately the term exergoeconomics has been 
used in the past by some other authors in cases where only an exergetic analysis and an economic one were 
conducted without using the exergy costing principle and without using an appropriate combination of the two 
analyses, thus contributing to a certain confusion surrounding the meaning and use of these terms. 
 
Purpose plays a central role in exergy-based analyses, where a product is defined unambiguously for every 
system component and process according to its purpose [4-8]. The ratio between product and fuel is the 
exergetic efficiency of the thermodynamic system being considered. An exergetic analysis provides the most 
rigorous definition of thermodynamic efficiency and the foundation for assigning costs (in an exergoeconomic 
analysis, e.g., [1, 4-9]) and environmental impacts (in an exergoenvironmental analysis [10,11]) to energy 
carriers. The definitions of exergetic efficiency have been generalized in the SPECO method [9]. 
 
The continuously increasing interest in environmental considerations in the last decades led to the 
development of the exergoenvironmental analysis, which identifies the location, magnitude and causes of 
environmental impacts associated with an ECS [10-12]. Thus, using an appropriate definition for product and 
fuel for each component of an ECS [9], engineers obtain consistent, informative, and powerful analyses and 
evaluations from the viewpoints of thermodynamics, economics and envirnmental impact. 



 
A conventional exergy-based method, however, does not assess (a) the parts of exergy destruction, cost and 
environmental impact that can be realistically avoided in a component or a process (by increasing the capital 
investment), and (b) the interactions among components with respect to exergy destruction, cost and 
environmental impact. These drawbacks of a conventional analysis are corrected in the advanced exergy-
based methods (AEBM) (see, for example, [13-19]). By considering the avoidable/unavoidable values, the 
endogenous/exogenous values  and their combinations (endogenous avoidable, exogenous avoidable, etc.) 
and by applying these concepts to the exergetic, exergoeconomic, and exergoenvironmental analyses, we 
obtain the most comprehensive set of analyses and evaluations of an ECS available today. 
 
When dealing with exergy streams carrying a significant amount of useful chemical exergy, a distinction in the 
costs and environmental impacts associated with chemical and physical exergy might be meaningful. In 
addition, the chemical exergy should sometimes be split into reactive and non-reactive exergy [1] (e.g., in a 
gasification or chemical process), and the physical exergy, into thermal and mechanical exergy [20] (e.g., in a 
refrigeration process) to enable the definition of meaningful efficiencies, to improve the accuracy of 
calculations, to make fairer the calculation of costs and environmental impacts, and to improve the quality of 
conclusions drawn from the results of applications of exergy-based methods to an ECS. 
 
Recently R. Castillo developed the thermodynamic cost accounting (TCA) approach, a novel exergy-based 
approach to determine the cost formation process and the formation of environmental impacts within an ECS 
[21]. Compared to the approaches discussed above, this approach emphasizes the boundaries to the overall 
system (instead of the component level), takes a different approach to the interactions among components, 
extracts useful conclusions from the Castillo Paz diagram, and clearly reveals the importance of recirculating 
streams to the thermodynamic, economic, and environmental performances (see, for example, the application 
of the TCA to the CGAM problem [7, 21]).  
 

3. Contributions by other authors 

 

Based on the ratio between the cost per unit of exergy of a stream and the cost per unit of exergy of fuel to the 
overall ECS when only fuel costs (but no investment or operation and maintenance costs) are considered 
(cases the author studied, for example, in [6] and [22]), the Zaragoza group under the leadership of Antonio 
Valero developed the exergetic cost theory (ECT) [7, 23-24], which calculates the amount of exergy needed 
to provide each exergy stream in an ECS. The contributions of ECT complement the ones by the author and 
his co-workers. The group from Zaragoza also developed a method for the diagnosis of malfunctions and 
disfunctions around the operating point of an ECS [25-26]. 
 
The approach of cumulative exergy consumption (CEC) considers all thermodynamic inefficiencies that occur 
in the entire chain between the point where all natural resources used in the process are obtained from the 
natural environment to the point where the final product is generated [27]. This approach extends the system 
boundaries of the thermodynamic analysis to include all processes that previously were used to provide the 
feeds to the process under investigation. CEC accounts for how the inefficiencies of the process being 
analyzed affect the inefficiencies of the processes that provide the feeds, and vice versa. This information is 
used in calculating environmental impacts associated with the process that is being considered. 
 
The extended exergy accounting (EEA) method is also based on the calculation of the cumulative exergy 
consumption, but takes into consideration additional aspects such as the exergy associated with capital 
(investment costs) and human activity (labor) [28-29]. The extended cumulative exergy consumption 
associated with the investigated system is minimized.  
 
Environomics, thermoecology,and exergoenvironmental analysis deal with the reduction of the environmental 
impact. [30-37]. When more than one pollutant (e.g., CO2, CO, NOx, SO2, and solid particles) are considered 
in the analysis, the question arises how to compare (to establish the equivalence of) 1 kg of one pollutant with 
1 kg of another. A common currency is needed here: In environomics [30, 31], monetary values (costs) are 
assigned to the environmental impact associated with each pollutant, then an exergoeconomic model is 
extended to include the costs of pollutants, and finally a cost minimization problem is solved. In thermoecology 
[32], or exergoecology [33],  the depletion of non-renewable natural resources and the effects of pollutants are 
expressed in exergy terms. The resulting thermoecological (or exergoecological) cost (expressed in exergy 
units) is based on the cumulative consumption of non-renewable exergy, and includes the cost associated with 
the rejection of harmful substances to the natural environment. In the exergoenvironmental analysis [10-12, 
34, 35], a one-dimensional characterization indicator is obtained using a life cycle assessment (LCA); this 
indicator is used in the exergoenvironmental analysis in a similar way as the cost is used in exergoeconomics. 



An index (a single number), for example, the Eco-indicator 99 describes the overall environmental impact 
associated with each exergy carrier and with the manufacturing of each system component. 
 

4. Future developments 
 
Before discussing any future development we must point out that all methods mentioned in sections 2 and 3 
have not yet received the same acceptance and reception by the scientific, engineering, and political 
communities as other methods, for example the pinch method and the method of LCA. The reasons for this lie 
probably in the facts that (a) exergy, not being introduced and discussed properly or sufficiently in engineering 
curricula, remains a variable and a concept that is not understood and used easily, and (b) the extraction of 
useful information from an exergy-based method requires good understanding of the limitations of the method 
being used and critical thinking, contrary to other more popular methods that can be applied as “recipes”. 
Finally, the disagreements among the exergy practitioners, the plethora of available approaches, the 
misinterpretations and misuses of these methods certainly have not contributed to their wider acceptance. In 
2007 the author coordinated the responses received from several exergy practitioners in an effort to 
standardize the definitions and nomenclature in exergy-based methods [36]. The applications that followed 
showed a very limited success of this effort. 
 
One development is certain for the future: The number of cases in which exergy-based methods could be 
applied will be lower because more electricity will be generated using direct energy conversion, for example, 
photovoltaics, wind energy, and hydropower, and more electricity will be used in the sectors of transportation, 
industry, and buildings in every future year. Thus, the exergy-based methods, which show their strength and 
are more useful when thermal energy is involved, will follow the decline in relative importance we have 
experienced for thermodynamics and thermal sciences in the engineering curricula in the last years. 
 
The diversity of the methods mentioned in sections 2 and 3 indicates that there is not a single generally 
accepted method for evaluating the design and the performance of an ECS. All methods have weak points: 
For example, the advanced exergy-based methods often use some subjective estimates, the exergetic cost 
theory does not explicitly consider the investment cost, the assignment of costs to environmental impacts in 
environomics is more or less arbitrary, as is the conversion of monetary values (e.g., capital investment and 
salaries) and environmental impact into exergy values in the extended exergy accounting method. In addition, 
it is very time consuming to apply most of the above methods. All these weak points reduce the usefulness of 
the corresponding methods. In the future we should expect developments that will reduce the weak points 
associated with each approach. 
 
It should be emphasized that the evaluation of costs, which will incur in the future, and of environmental impacts 
will always be somehow subjective and associated with limitations because of the uncertainties involved in 
their estimation. However, even the imperfect information extracted from an exergoeconomic or an 
exergoenvironmental analysis is always useful for reducing the costs and the environmental impacts 
associated with an ECS. 

 

The advanced exergy-based methods are expected to be further developed in the future, so that their 
subjectivity and the time required for their application will be reduced. Through applications to different ECS, 
we should expect a higher degree of method generalization and the development of short-cuts to reduce the 
time required for their application. Also the development of new software specialized in the application of these 
methods will facilitate application of the methods to many different energy-intensive processes. Because 
environmental considerations will become more important on future applications, a further integration of these 
methods (see, e.g., [37, 38]) will enable a fast and consistent multiobjective optimization of an ECS, for 
example an optimization (improvement procedure) that will simultaneously consider costs and environmental 
impacts in the optimization to reveal actions that could decrease the cost(s) of the overall product(s), while, at 
the same time, enhancing the efficiency, and decreasing the environmental impact of the ECS being evaluated. 
Finally, decision making procedures referring to an ECS will be further improved through applications of 
advanced exergy-based methods. 

 

5. Conclusions 
 
Various methods have been developed using exergy for the evaluation and improvement of an ECS from the 
viewpoints of thermodynamics, economics and ecology. Brief reviews of the methods show that all of them 
have some limitations while focusing on specific aspects of the ECS being considered. The advanced exergy-
based methods provide the most comprehensive and powerful set of methods available today for evaluating 



and improving an ECS. All these methods have not yet received from the industry and politicians the 
recognition they deserve as tools for decision making. 
 
Future work is expected to include the reduction of the limitations associated with each method, a 
generalization and integration of the methods and the development of appropriate software and short-cut 
approaches to reduce the time required for the applications. 
 

Abbreviations 

 

AEBM     Advanced Exergy-Based Method(s) 
CEC        Cumulative Exergy Consumption 
CGAM     An energy-conversion system used to compare the application of exergoeconomic methods in [7]. 

The name was formed by combining the first letters of the first name of the four main contributors 
to [7]: Christos Frangopoulos, George Tsatsaronis, Antonio Valero and Michael von Spakovsky.  

ECS         Energy-conversion system(s) 
ECT         Exergetic Cost Theory 
EEA         Extended Exergy Accounting 
LCA         Life-Cycle Assessment 
SPECO   Specific Cost (method) 
TCA        Thermodynamic Cost Accounting (method) 
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Abstract: 

Research on carbon capture is increasing interest due to its impact in the search of net-zero carbon economy. 
In this sense, amine solutions play an important role in the post-combustion CO2 capture, using them as 
chemical absorbents. There are different amines or mixed amines that are studied to substitute MEA, which is 
the best well-known despite some drawbacks such as its high energy demand or its low potential of CO2 
absorption. On the other hand, key properties such as density, viscosity or heat capacity are necessary for the 
design and optimization of the separation plant; the accuracy of the calculations is directly related to the 
accuracy of the properties. In this work, these properties, which were determined by means of experimental 
techniques of low uncertainty, are presented and compared for three tertiary amines: Triethanolamine (TEA), 
N-Methyldiethanolamine (MDEA) and 2-Dimethylaminoethanol (DMAE). Densities were measured using a 
commercial vibrating tube densimeter that was completed with different devices allowing the determination of 
density with a standard uncertainty of 0.35 kg/m3. A falling body viscometer was used for viscosity 
measurements with a standard uncertainty of 1.6%. Finally, a flow calorimeter, developed in our laboratory, 
measured isobaric heat capacities with a standard uncertainty of 0.5%. The comparison is done in a 
temperature range from 293.15 K to 353.15 K and pressures up to 25 MPa. In addition, different mass fractions 
of amine in the mixture (amine +water) are studied (wamine = 0.1 to 0.4). 

Keywords: 

Density; Viscosity; Heat capacity; 2-Dimethylaminoethanol (DMAE); N-Methyldiethanolamine (MDEA); 
Triethanolamine (TEA). 

1. Introduction 
The objective of a net-zero carbon economy is fostering the research on carbon capture as a measure to 
promote the energy transition. In this context, alkanolamine solutions play an important role as chemical 
absorbents for CO2 capture in the post-combustion. Although this technology is industrially mature, there are 
some key points to address to reduce the associated cost such as the search for solvents with less energy 
requirements, better stability, and less harmful emissions, in addition to the process optimization, and 
integration with the CO2-emitting plant [1].  

There are different amines or mixed amines that are studied to substitute MEA, which is the best well-known 
despite some drawbacks such as its high energy demand or its low potential of CO2 absorption. However, the 
design and optimization of the separation plant require the knowledge of key properties such as density, 
viscosity or heat capacity of these new potential absorbents. Moreover, the accuracy of the calculations is 
directly related to the accuracy of the properties.  

Our research group has been involved during the last decade in the accurate measurement of these properties 
as can be seen in previous papers. Density and viscosity of different aqueous solutions of alkanolamines were 
already measured at wide ranges of temperature and pressure: Ethanolamine (MEA) and N-
Methyldiethanolamine (MDEA) in [2]; Diethanolamine (DEA), Triethanolamine (TEA) and 2-
Dimethylaminoethanol (DMAE) in [3]; Piperazine (PZ) in [4] and blended amines (PZ+ DMAE) in [4] and 
(MDEA+DEA) in [5]. Heat capacities of 30% weight of amine up to 25 MPa for aqueous solutions of MEA, DEA 
and TEA were presented in [6], and heat capacities of aqueous solutions of six different amines are reported 
in [7]. 
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In this work, a comparison of the behaviour of the three tertiary amines: Triethanolamine (TEA), N-
Methyldiethanolamine (MDEA) and 2-Dimethylaminoethanol (DMAE) in terms of density, viscosity and heat 
capacity is presented and discussed. The comparison is done in a temperature range from 293.15 K to 353.15 
K and pressures up to 25 MPa. In addition, different mass fractions of amine in the mixture (amine +water) are 
studied (wamine = 0.1 to 0.4). 

2. Experimental section 

2.1. Materials 

The materials used in the measurements were purchased from Sigma-Aldrich of the highest purity available 
and used without further purification. Their purities in mass fraction (as stated by the supplier) were: 
Triethanolamine (TEA) ≥ 0.99, N-Methyldiethanolamine (MDEA) ≥ 0.99, and 2-Dimethylaminoethanol (DMAE) 
≥ 0.995.  

A precision balance (RADWAG PS750/C/2) was used to make the mixtures by weighting, estimating an 
expanded uncertainty (k=2) of 0.0002 in mass fraction.  

2.2. Equipment 

Three accurate techniques are used to perform the measurements: densities are determined using a 
commercial vibrating tube densimeter, viscosities by means of a falling body viscometer and heat capacities 
using a flow calorimeter. All the techniques are calibrated and checked regularly. A brief description of the 
main features of these techniques is explained below. 

An Anton Paar DMA HPM densimeter is employed to carry out the density measurements, the technique is 
completed with an automatization system in such a way that, through the computer program, ramps of 
pressures and temperatures can be programmed, and the frequency measurements are recorded for the 
sample. The technique can measure density in a temperature range from 240 K to 420 K and up to 140 MPa 
with a relative standard uncertainty of 0.35 kg/m3. Details of the technique and the uncertainty budget are 
published in [8].  

Density, ρ, of a fluid is related to the vibration period, τ , through (1):  𝜌𝜌(𝑇𝑇,𝑝𝑝) = 𝐴𝐴(𝑇𝑇)𝜏𝜏2(𝑇𝑇,𝑝𝑝) − 𝐵𝐵(𝑇𝑇,𝑝𝑝)          (1) 

where A(T) and B(T,p) are two characteristic parameters of the apparatus which can be determined by a 
calibration procedure, in this case, water and vacuum were used for calibration.  

Viscosity measurements are undertaken in a falling body viscometer whose principle of measure is based on 
the fall time of a body in a vertical tube filled with the sample [3,9]. The apparatus can perform measurements 
between 240 K to 475 K and up to 140 MPa, with a relative expanded uncertainty (k = 2) of 3%.  

The model used for this viscometer is given by (2): 𝜂𝜂 = 𝑎𝑎 + 𝑙𝑙𝛥𝛥𝜌𝜌𝛥𝛥𝑡𝑡            (2) 

Where viscosity (η) is related to fall time (∆t) and the difference of density between the falling body and the 

liquid (∆ρ) and the parameters a and b are obtained by calibration using water and dodecane. 

Finally, an automated flow calorimeter, fully developed in our laboratory, is used for isobaric heat capacity 
measurements. Its working principle lies in balancing the heating and cooling power of the calorimetric cell to 
maintain a fixed difference between the inlet and exit temperatures of the circulating fluid. at constant flow rate 
and, heat capacity is calculated by the determination of the net power exchanged.  

The value of net power (�̇�𝑄𝑛𝑛𝑛𝑛𝑛𝑛) is directly related to the isobaric heat capacity as shown in equation (3): 𝐶𝐶𝑝𝑝 = �̇�𝑄𝑛𝑛𝑛𝑛𝑛𝑛 (�̇�𝑉⁄ × 𝜌𝜌 × ∆𝑇𝑇) = �𝑎𝑎 + 𝑙𝑙��̇�𝑄𝑤𝑤𝑠𝑠𝑠𝑠𝑛𝑛 − �̇�𝑄𝑚𝑚𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐�� (�̇�𝑉 × 𝜌𝜌 × ∆𝑇𝑇)⁄      (3) 

where �̇�𝑉 is the volumetric flow of the fluid, ρ is the density of the fluid at the pump temperature, ΔT is the 
temperature decrease and, a and b are the calibration constants calculated by an electric calibration. The 
relative expanded uncertainty of the heat capacity obtained with this technique is 1%. This equipment works 
in the temperature range from 240 K to 420 K and up to 25 MPa, the details are described in [6,10]. 

3. Results and discussion 
This work is focus on the thermophysical behaviour of aqueous solutions of three ternary amines (TEA, MDEA, 
DMAE), based on the experimental data of densities, viscosities, and isobaric heat capacities. These 
properties will be compared in the range of temperatures from 293.15 K to 353.15 K, pressures from 0.1 MPa 
to 30 MPa and mass fractions from 0.1 to 0.4.  

Experimental values of density and viscosity for (TEA+ water) and (DMAE+ water) are published in [3] at mass 
fractions from 0.1 to 0.4, in the range of temperatures from 293.15 K to 393.15 K and pressures up to 140 MPa 
for density and up to 100 MPa for viscosity. On the other hand, data for (MDEA + water) mixtures (wamine = 0.1 
to 0.4) can be found in [2] where densities from 293.15 K to 393.15 K and pressures up to 140 MPa and 
viscosities from 293.15 K to 353.15 K and pressures up to 120 MPa are reported. 



Data of isobaric heat capacities of the aqueous solutions of the three ternary amines of this study (wamine = 0.3) 
from 313.15 K to 353.15 K and up to 25 MPa are given in [6]. 

Although the experimental values can be found in different papers [2,3,6,7], to report the complete information, 
Tables 1-3 contains the experimental values of heat capacities, viscosities and densities of the amine solutions 
under study.  

Table 1. Isobaric heat capacities for amine + water mixtures [6,7]. 

 cp, kJ/kgK 

P, MPa 293.15 K 313.15 K 333.15 K 353.15 K 293.15 K 313.15 K 333.15 K 353.15 K 

 wTEA = 0.1001 wTEA = 0.2000 

0.10 4.064 4.041 4.054 4.071 3.784 3.907 3.961 3.983 

5.0 4.055 4.03 4.046 4.064 3.774 3.883 3.961 3.975 

10.0 4.041 4.023 4.038 4.055 3.764 3.880 3.954 3.965 

15.0 4.029 4.010 4.030 4.049 3.760 3.876 3.942 3.963 

20.0 4.016 3.998 4.019 4.035 3.758 3.868 3.934 3.961 

25.0 4.004 3.992 4.010 4.032 3.756 3.866 3.933 3.949 

 wTEA = 0.2991 wTEA = 0.4000 

0.10  3.803 3.871 3.934 3.492 3.554 3.611 3.646 

5.0  3.787 3.861 3.928 3.416 3.484 3.533 3.563 

10.0  3.775 3.854 3.925 3.352 3.404 3.457 3.502 

15.0  3.757 3.847 3.922 3.293 3.355 3.403 3.451 

20.0  3.749 3.834 3.917 3.238 3.297 3.362 3.400 

25.0  3.732 3.831 3.914 3.199 3.260 3.318 3.354 

 wMDEA = 0.1001 wMDEA = 0.2001 

0.10 4.065 4.126 4.096 4.179 3.880 3.987 4.051 4.098 

5.0 4.060 4.113 4.080 4.169 3.867 3.965 4.050 4.085 

10.0 4.050 4.108 4.077 4.157 3.861 3.964 4.043 4.084 

15.0 4.049 4.094 4.069 4.144 3.855 3.949 4.034 4.074 

20.0 4.046 4.090 4.068 4.137 3.836 3.943 4.033 4.070 

25.0 4.041 4.077 4.065 4.127 3.847 3.934 4.026 4.066 

 wMDEA = 0.2998 wMDEA = 0.4001 

0.10  3.890 3.965 4.057 3.601 3.727 3.810 3.897 

5.0  3.857 3.946 4.040 3.591 3.722 3.797 3.886 

10.0  3.836 3.930 4.028 3.577 3.718 3.784 3.881 

15.0  3.814 3.920 4.010 3.566 3.713 3.780 3.882 

20.0  3.782 3.908 4.000 3.554 3.706 3.777 3.879 

25.0  3.775 3.900 3.977 3.549 3.701 3.773 3.875 

 wDMAE = 0.1000 wDMAE = 0.2005 

0.10 4.187 4.228 4.172 4.253 4.017 4.101 4.179 4.229 

5.0 4.180 4.218 4.166 4.244 4.010 4.095 4.177 4.223 

10.0 4.168 4.209 4.155 4.234 4.006 4.087 4.171 4.222 

15.0 4.161 4.202 4.150 4.227 4.000 4.086 4.167 4.222 

20.0 4.152 4.192 4.140 4.220 3.993 4.085 4.163 4.216 

25.0 4.143 4.184 4.131 4.214 3.989 4.079 4.161 4.211 

 wDMAE = 0.3005 wDMAE = 0.4000 

0.10  4.072 4.123 4.272 3.812 3.931 3.948 4.093 

5.0  4.059 4.116 4.257 3.811 3.929 3.945 4.091 

10.0  4.043 4.090 4.242 3.813 3.922 3.941 4.085 

15.0  4.028 4.072 4.232 3.814 3.917 3.939 4.079 

20.0  4.012 4.054 4.220 3.815 3.914 3.931 4.068 

25.0  3.997 4.039 4.205 3.812 3.910 3.927 4.057 



Table 2. Viscosities for amine + water mixtures [2,3]. 

 η, mPa∙s 

P, MPa 293.15 K 313.15 K 333.15 K 353.15 K 293.15 K 313.15 K 333.15 K 353.15 K 

 wTEA = 0.0992 wTEA = 0.2000 

0.10 1.429 0.909 0.612  2.038 1.203 0.808 0.581 

5.0 1.459 0.894 0.611  2.036 1.208 0.808 0.583 

10.0 1.455 0.896 0.615  2.035 1.210 0.813 0.588 

20.0 1.450 0.897 0.618  2.042 1.220 0.820 0.594 

30.0 1.446 0.899 0.622  2.046 1.228 0.828 0.601 

 wTEA = 0.2991 wTEA = 0.4000 

0.10 3.208 1.786 1.147 0.805 5.317 2.788 1.670 1.124 

5.0 3.213 1.797 1.155 0.799 5.311 2.794 1.680 1.125 

10.0 3.229 1.808 1.164 0.805 5.331 2.797 1.698 1.136 

20.0 3.234 1.832 1.178 0.814 5.417 2.852 1.720 1.154 

30.0 3.245 1.846 1.189 0.827 5.500 2.889 1.748 1.174 

 wMDEA = 0.1000 wMDEA = 0.2000 

0.10 1.476 0.912 0.624  2.350 1.345 0.872 0.617 

5.0 1.475 0.914 0.627  2.353 1.347 0.876 0.620 

10.0 1.475 0.915 0.630  2.357 1.349 0.881 0.625 

20.0 1.471 0.920 0.634  2.364 1.358 0.890 0.633 

30.0 1.472 0.923 0.638  2.372 1.367 0.898 0.640 

 wMDEA = 0.3000 wMDEA = 0.4000 

0.10 3.999 2.095 1.271 0.854  3.238 1.843 1.181 

5.0 4.018 2.106 1.278 0.862  3.270 1.861 1.193 

10.0 4.038 2.118 1.286 0.869  3.302 1.880 1.204 

20.0 4.077 2.144 1.302 0.881  3.365 1.921 1.229 

30.0 4.114 2.168 1.316 0.894  3.428 1.956 1.253 

 wDMAE = 0.1005 wDMAE = 0.2020 

0.10 1.559 0.940 0.634 0.462 2.533 1.368 0.873 0.606 

5.0 1.564 0.942 0.634 0.464 2.547 1.374 0.877 0.606 

10.0 1.564 0.944 0.637 0.467 2.557 1.382 0.886 0.614 

20.0 1.562 0.948 0.643 0.472 2.574 1.395 0.897 0.623 

30.0 1.564 0.953 0.648 0.477 2.589 1.412 0.906 0.634 

 wDMAE = 0.3005  

0.10 4.211 2.042 1.217 0.806     

5.0 4.223 2.063 1.223 0.812     

10.0 4.258 2.084 1.239 0.821     

20.0 4.330 2.121 1.260 0.841     

30.0 4.405 2.161 1.283 0.856     

Table 4. Densities for amine + water mixtures [2,3]. 

 ρ, kg/m3 

 293.15 K 313.15 K 333.15 K 353.15 K 293.15 K 313.15 K 333.15 K 353.15 K 

P, MPa wTEA = 0.0992 wTEA = 0.2000 

0.1 1013.3 1006.9 997.2 985.7 1029.5 1021.9 1011.6 999.5 

0.5 1013.5 1007.0 997.5 985.7 1029.5 1022.1 1011.8 999.6 

1 1013.7 1007.2 997.7 985.9 1029.7 1022.3 1012 999.8 

2 1014.2 1007.6 998.1 986.4 1030.2 1022.7 1012.4 1000.1 

5 1015.5 1008.9 999.3 987.7 1031.4 1023.9 1013.6 1001.5 

10 1017.6 1010.9 1001.4 989.9 1033.4 1025.9 1015.7 1003.7 



 
Table 4. (cont.) Densities for amine + water mixtures [2,3]. 

 ρ, kg/m3 

 293.15 K 313.15 K 333.15 K 353.15 K 293.15 K 313.15 K 333.15 K 353.15 K 

P, MPa wTEA = 0.0992 wTEA = 0.2000 

15 1019.6 1013.0 1003.5 992.1 1035.4 1027.8 1017.7 1005.8 

20 1021.8 1015.0 1005.5 994.1 1037.4 1029.7 1019.7 1007.8 

30 1026.0 1019.1 1009.6 998.2 1041.4 1033.7 1023.6 1011.9 

 wTEA = 0.2991 wTEA = 0.4000 

0.1 1046.1 1037.4 1026.3 1013.6 1065.2 1055.1 1043.1 1029.7 

0.5 1046.2 1037.5 1026.5 1013.7 1065.3 1055.3 1043.3 1029.8 

1 1046.4 1037.7 1026.7 1013.9 1065.4 1055.4 1043.5 1030 

2 1046.8 1038.1 1027.2 1014.3 1065.8 1055.8 1043.9 1030.4 

5 1047.9 1039.3 1028.3 1015.6 1066.9 1056.9 1045.1 1031.7 

10 1049.8 1041.2 1030.4 1017.8 1068.7 1058.8 1047.1 1033.9 

15 1051.7 1043.1 1032.4 1019.9 1070.5 1060.6 1049 1035.8 

20 1053.7 1045 1034.3 1021.9 1072.3 1062.4 1050.9 1037.9 

30 1057.4 1048.8 1038.2 1025.9 1075.8 1066 1054.7 1041.9 

 wMDEA = 0.1000 wMDEA = 0.2002 

0.1 1007.0 1000.2 990.5 978.6 1016.5 1008.5 997.8 985.3 

0.5 1007.2 1000.4 990.6 978.7 1016.6 1008.6 998.0 985.3 

1 1007.4 1000.6 990.8 978.9 1016.8 1008.8 998.2 985.5 

2 1007.8 1001.0 991.3 979.3 1017.2 1009.2 998.6 985.9 

5 1009.0 1002.2 992.5 980.6 1018.4 1010.4 999.8 987.2 

10 1011.1 1004.3 994.6 982.8 1020.3 1012.3 1001.8 989.4 

15 1013.2 1006.3 996.6 984.9 1022.2 1014.2 1003.8 991.5 

20 1015.3 1008.2 998.6 987.0 1024.2 1016.1 1005.7 993.5 

30 1019.4 1012.3 1002.6 991.2 1028.0 1019.9 1009.7 997.6 

 wMDEA = 0.3000 wMDEA = 0.4000 

0.1 1026.7 1017.2 1005.4 992.0 1036.6 1025.5 1012.4 998.1 

0.5 1026.9 1017.4 1005.6 992.0 1036.8 1025.6 1012.7 998.2 

1 1027.1 1017.5 1005.7 992.2 1036.9 1025.8 1012.8 998.4 

2 1027.4 1017.9 1006.2 992.7 1037.3 1026.2 1013.2 998.8 

5 1028.6 1019.1 1007.3 993.9 1038.3 1027.3 1014.4 1000.1 

10 1030.4 1020.9 1009.3 996.1 1040.1 1029.2 1016.4 1002.3 

15 1032.2 1022.8 1011.3 998.2 1041.9 1031.0 1018.4 1004.4 

20 1034.1 1024.6 1013.2 1000.3 1043.6 1032.8 1020.3 1006.5 

30 1037.7 1028.4 1017.0 1004.3 1047.1 1036.3 1024.1 1010.5 

 wDMAE = 0.1005 wDMAE = 0.2020 

0.1 994.5 987.4 977.4 965.2 992.6 983.2 971.5 958.1 

0.5 994.7 987.6 977.6 965.3 992.7 983.4 971.8 958.1 

1 994.8 987.8 977.8 965.6 992.9 983.6 972.0 958.4 

2 995.3 988.3 978.2 966.0 993.3 984.0 972.4 958.8 

5 996.5 989.5 979.5 967.3 994.4 985.2 973.7 960.1 

10 998.5 991.5 981.5 969.5 996.3 987.2 975.7 962.4 

15 1000.5 993.4 983.6 971.6 998.2 989.1 977.7 964.5 

20 1002.6 995.4 985.6 973.8 1000.0 990.9 979.7 966.7 

30 1006.6 999.4 989.7 978.0 1003.7 994.8 983.7 971.0 

 



 

Table 4. (cont.) Densities for amine + water mixtures [2,3]. 

 ρ, kg/m3 

 293.15 K 313.15 K 333.15 K 353.15 K 293.15 K 313.15 K 333.15 K 353.15 K 

P, MPa wDMAE = 0.3005 wDMAE = 0.3995 

0.1 990.6 978.8 965.2 950.2 986.6 972.7 957.4 941.1 

0.5 990.7 979.0 965.4 950.3 986.7 972.9 957.6 941.2 

1 990.9 979.2 965.6 950.6 986.9 973.1 957.9 941.4 

2 991.3 979.6 966.1 951.0 987.3 973.5 958.3 941.9 

5 992.4 980.8 967.3 952.4 988.4 974.7 959.6 943.3 

10 994.2 982.7 969.5 954.7 990.3 976.7 961.8 945.8 

15 996.0 984.6 971.5 956.9 992.1 978.6 963.9 948.1 

20 997.8 986.5 973.5 959.1 994.0 980.6 966.0 950.5 

30 1001.4 990.3 977.5 963.4 997.5 984.4 970.2 954.9 

 

To better illustrate the comparison in the behaviour of the mixtures under study, some experimental results 
are presented graphically. Figure 1 presents the density as a function of pressure at different temperatures for 
the aqueous solutions of MDEA, DMAE and TEA at mass fractions of 0.2 and 0.4 as an example.  

   

Figure. 1.  Densities of the amine + water mixtures, TEA (triangle), MDEA (circle) and DMAE (square), as a 
function of pressure at different temperatures: (empty symbol) 293.15 K, (clear grey) 313.15 K, (dark grey) 
333.15 K and (black) 353.15 K. 

As can be seen in Figure 1, whether the aqueous solutions of amines are compared at the same conditions of 
temperature, pressure and compositions, densities follow the following sequence ρ(TEA) > ρ(MDEA) > 
ρ(DMAE) which is the same as the pure amines. TEA and MDEA have densities higher than water whereas 
DMAE density is lower than water, therefore, when the mixture is enriched in amine the density is enhanced 
for TEA and MDEA solutions and is decreased for DMAE mixtures. When the mass fraction of the amine is 
changed from 0.1 to 0.4, the increase of density ranges from 1.9% up to 2.9% for MDEA solutions and from 
4.4% up to 5.1% for TEA solutions, the maximum effect is obtained at 293.15 K. In the case of DMEA solutions, 
the decrease of density varies from 0.8% up to 2.5%, and the maximum decrease is found at 353.15 K.  

Concerning the effect of pressure, the density increases lineally with pressure, in the range of this study; this 
increment varies between 1% and 1.5% when the pressure is changed from 0.1 MPa to 30 MPa, being similar, 
regardless the amine or its amount. This effect is well quantified since the uncertainty in density is less than 
0.1%. 

On the other hand, density decreases with increasing temperature as expected. When temperature is 
increased from 293.15 K to 353.15 K, the density for the mixtures under study decreases between 2.7% up to 
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4.5%. In this case, a slightly different behaviour between the amines is observed. The density of TEA mixtures 
decreases between 2.7% up to 3.3% whereas the decrease ranges from 3% up to 3.6% for MDEA solutions 
and from 3.4% up to 4.5% for DMAE solutions. For the three amines, the highest effect is observed for the 
mixture of the highest amine content (wamine = 0.4). 

Results for viscosity are illustrated in Figure 2 in a similar way than for density. Viscosity is presented as a 
function of pressure at different isotherms for two mixtures of amine mass fraction of 0.2 and 0.4. It should be 
clarified that isotherm at 293.15 K for the system {MDEA (0.4) + water (0.6)} was not measured. 

If the viscosities are compared for the different amine solutions at the same conditions (p, T, and w), TEA 
solutions are less viscous than MDEA solutions in the whole ranges of studied, and the same is true in 
comparison to DMAE solutions except at wamine = 0.4 and T = 353.15 K; at these conditions, viscosity of DMEA 
mixture is less than TEA mixture. Moreover, the comparison of TEA and DMAE solutions at wamine = 0.4 and T 
= 333.15 K, indicates that viscosity of DMAE mixture is less than TEA up to 10 MPa and above 15 MPa TEA 
solutions are less viscous but the differences in viscosity at this isotherm are below the uncertainty of the 
measurements. 

The comparison between MDEA and DMAE solutions in terms of viscosity, let conclude that viscosity of DMAE 
solutions is higher than MDEA solutions for wamine = 0.1 and 0.2 at T = 293.15 K, 313.15 K and 333.15 K, and 
wamine = 0.3 at T = 293.15 K, and the whole pressure range (0.1 MPa to 30 MPa). On the contrary, viscosity of 
MDEA solutions is higher than DMAE solutions for wamine = 0.2 and T = 353.15 K; wamine = 0.3 and 0.4 and T = 
313.15 K, 333.15 K and 353.15 K; and the whole pressure range (0.1 MPa to 30 MPa).  

 

 

Figure. 2. Viscosities of the amine + water mixtures, TEA (triangle), MDEA (circle) and DMAE (square), as a 
function of pressure at different temperatures: (empty symbol) 293.15 K, (clear grey) 313.15 K, (dark grey) 
333.15 K and (black) 353.15 K. 

If we compare the effect on viscosity of increasing the amine composition from 0.1 to 0.4, the result is a 
remarkable increase: from 145% (at 353.15 K and 0.1 MPa) up to 280% (293.15 K and 30 MPa) for TEA, from 
195% (at 333.15 K and 0.1 MPa) up to 271% (313.15 K and 30 MPa) for DMAE and, from 127% (at 353.15K 
and 0.1 MPa) up to 349% (293.15K and 30 MPa) for MDEA.  

Analysing the effect of increase pressure from 0.1 MPa up to 30 MPa in the viscosity, the results are as follows: 
There is an increase in viscosity whose value depends on the amine and its quantity in such a way that the 
highest increased is observed for wamine = 0.4. For the mixtures with this composition, the increase of viscosity 
ranges from 3.4% to 4.6% for TEA, 5.9% to 6.1% for MDEA and 6.7% up to 8.8% for DMAE, whereas the 
increase ranges from 1.2% to 3.6% for TEA, 2.9% to 4.7% for MDEA and 4.6% up to 6.2% for DMAE, for the 
wamine = 0.3 mixtures. In contrast with the mixtures with wamine = 0.1, whose increments in viscosity are between 
-1.1% up to 3.2%, being these values within the uncertainty of the measurements.  

As clearly shown in Figure 2, the higher the temperature, the lower the viscosity, being the average decrease, 
when temperature is increased from 293.15 K up to 353.15 K, between 68.5% and 83.8% for wTEA = 0.1 and 
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wDMAE = 0.4, respectively. Moreover, the effect is greater for solutions richer in amine, for example the average 
decrease is 69.9 % for wDMAE = 0.1 and 78.7% for wTEA = 0.4.  

Finally, it can be concluded that the viscosity of DMAE solutions is the most sensitive to pressure and 
temperature changes. For example, the viscosity varies, at T=353.15 K, from 1.050 mPa/s at p=0.1 MPa to 
1.135 mPa/s at p= 30 MPa, and, at T=293.15 K, from 6.587 mPa/s at p=0.1 MPa to 7.027 mPa/s at p= 30 
MPa, for the wDMAE = 0.4 mixture. 

The last comparison refers to the isobaric heat capacity that is shown in Figure 3, where this property is 
represented for the three amines at different conditions. 

At the same conditions of temperature, pressure and composition, the isobaric heat capacity of the amine 
solutions studied is ordered as follows: cp (DMAE) > cp (MDEA) > cp (TEA) which is the opposite to the 
behaviour of density and different from viscosity, as well. 

When the effect of increasing pressure from 0.1 MPa to 25 MPa is quantified, the general trend is a slight 
decrease which is within the uncertainty of the measurements (1%) except for the mixtures wDMAE = 0.3, wMDEA 
= 0.3; and wTEA = 0.4. The average decrement of isobaric heat capacity is 1.8%, 2.2% and 8.2%, respectively. 
This remarkable effect for the wTEA = 0.4 solution is clearly shown in Figure 3. 

In relation to the variation of the heat capacity with the temperature, it should be noted that for mixtures of 
composition 0.1, a minimum is observed at 313.15 K for TEA and at 333.15 K for MDEA and DMEA; for the 
other compositions, the heat capacity increases with increasing temperatures.  

In order to discuss the effect of temperature on the isobaric heat capacity values, this is computed when the 
temperature is changed from 313.15 K to 353.15 K: The heat capacity of TEA aqueous solutions increases an 
average of 2.2% (wTEA = 0.2), 4.1% (wTEA = 0.3) and 2.8% (wTEA = 0.4); the effect for MDEA solutions is an 
average increment of 3.1% (wMDEA = 0.2), 5% (wMDEA = 0.3) and 4.5% (wMDEA = 0.4); and for DMAE mixtures 
is 3.2% (wDMAE = 0.2), 5% (wDMAE = 0.3), and 4% (wDMAE = 0.4). 

 

Figure. 3. Isobaric heat capacities of the amine + water mixtures, TEA (triangle), MDEA (circle) and DMAE 
(square), as a function of pressure at different temperatures: (empty symbol) 293.15 K, (clear grey) 313.15 

K, (dark grey) 333.15 K and (black) 353.15 K. 

Therefore, no significant differences are observed for the three amines, at a given composition, in relation to 
the effect of temperature, however, it is the amount of amine that matters. If the mass fraction of amine is 
increased from 0.1 to 0.4, the heat capacity of the mixtures decreases between 4% and 9% for DMAE 
solutions, 6% and 9% for MDEA solutions and 10% and 20% for TEA solutions.  

Besides, the experimental data are fitted to semiempirical equations. The modified Tammann-Tait equation 
(Eq. 1) is used for density for each composition: 𝜌𝜌(𝑇𝑇,𝑝𝑝) = (𝐴𝐴0 + 𝐴𝐴1𝑇𝑇 + 𝐴𝐴2𝑇𝑇2)/1− 𝐶𝐶 𝑙𝑙𝑖𝑖 � 𝐵𝐵0+𝐵𝐵1𝑇𝑇+𝐵𝐵2𝑇𝑇2+𝑝𝑝𝐵𝐵0+𝐵𝐵1𝑇𝑇+𝐵𝐵2𝑇𝑇2+0.1𝐷𝐷𝑃𝑃𝑠𝑠�      (1) 

On the other hand, viscosity data are correlated using the modified VFT (Vogel-Fulcher-Tammann) model, 
Eq. (2), for each composition, that was used by other authors [11]: 𝜂𝜂(𝑇𝑇,𝑝𝑝) = exp [a + b𝑝𝑝 + (c + d𝑝𝑝 + e𝑝𝑝2)/(𝑇𝑇 − f)]        (2) 
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Regarding isobaric heat capacities, the following empirical correlation is used [7]: 𝑐𝑐𝑝𝑝(𝑝𝑝,𝑇𝑇) = a0 + a1𝑝𝑝 + a2𝑇𝑇 + a3𝑝𝑝2 + a4𝑇𝑇2 + a5𝑝𝑝𝑇𝑇        (3) 

The fitting parameters are reported in [2,3,7], and the standard deviations obtained for the three thermophysical 
properties under study are summarized in Table 5.  

Table 5. Results of the standard deviations σ obtained by the different fitting equation of the experimental 

data: density Eq. (1), viscosity Eq. (2) and isobaric heat capacity Eq. (3).  

MDEA (1) + H2O (2) w1 = 0.1 w1 = 0.2 w1 = 0.3 w1 = 0.4 

Density, Eq. (1): σ (kg/m3) 0.029 0.018 0.0046 0.026 

Viscosity, Eq. (2): σ (mPa·s) 0.0042 0.0035 0.017 0.026 

Heat capacity, Eq. (3): σ (kJ/kgK) 0.023 0.006 0.008 0.013 

TEA (1) + H2O (2) w1 = 0.1 w1 = 0.2 w1 = 0.3 w1 = 0.4 

Density, Eq. (1): σ (kg/m3) 0.164 0.146 0.130 0.0915 

Viscosity, Eq. (2): σ (mPa·s) 0.0022 0.012 0.015 0.057 

Heat capacity, Eq. (3): σ (kJ/kgK) 0.005 0.004 0.002 0.005 

DMAE (1) + H2O (2) w1 = 0.1 w1 = 0.2 w1 = 0.3 w1 = 0.4 

Density, Eq. (1): σ (kg/m3) 0.162 0.119 0.0849 0.0881 

Viscosity, Eq. (2): σ (mPa·s) 0.0080 0.0122 0.0213 0.0190 

Heat capacity, Eq. (3): σ (kJ/kgK) 0.029 0.004 0.005 0.027 

 

Table 5 shows that the standard deviations obtained are always lower than the expanded uncertainty of the 
experimental measurements: 0.7 kg/m3 for density; 3% for viscosity or 1% for heat capacity, proving the 
goodness of these equations. 

4. Conclusions 
Experimental thermophysical properties, for amine aqueous solutions of MDEA, TEA and DMAE (at amine 
mass fractions of 10%, 20%, 30% and 40%) are reported and the behaviour is compared. Whether the aqueous 
solutions of amines are compared at the same conditions of temperature, pressure and compositions, the 
density of the mixtures follows the same behaviour than the pure amines: ρ(TEA) > ρ(MDEA) > ρ(DMAE) which 
is the same as the pure amines and wide ranges of temperature and pressure. Densities increase for richer 
amine solutions for MDEA and TEA but decrease for DMEA. In contrast, the heat capacity of the mixtures 
varies in a different order: cp (DMAE) > cp (MDEA) > cp (TEA), and the heat capacity decreases for richer amine 
solutions for the three amines being TEA more sensitive. Finally, viscosity shows different tendencies and 
some differences observed are within the uncertainty of the measurements, however, viscosities of these 
mixtures increase with increasing amine weight fraction.  

Finally, it should be noted the importance of having accurate data of these properties, since the results of these 
calculations will be as accurate as the properties involved in them. These measurements enrich data bases 
and allow to check the models which are used in the software for designing and optimizing industrial plants.  
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Abstract : 

The valorisation of waste heat to respond to the increase demand on electricity and cooling is an important 
energetic challenge. For this purpose, an original hybrid thermochemical cycle is proposed: this sorption cycle is 
based on reversible endothermic/exothermic solid-gas reactions, and its originality lies in the integration of an 
expander on the gas line to provide mechanical work. This tri-thermal discontinuous cycle is able to recover 
medium grade waste heat (between 150 and 250 °C) to valorise it in a second step by providing cold production 
at its endothermic component and mechanical work - thanks to the expander - on the gas flow. Moreover, its two 
step operation leads to a storage functionality. While a previous study holds the thermodynamic stationary analysis 
of this cycle (Godefroy et al., ECOS 2019), this paper presents the experimental study part. A prototype of the 
hybrid thermochemical cycle, with MnCl2(6/2)NH3 (solid-gas reactants) and 1 kWe scroll expander, is developed 
at the laboratory. First experimentations on the prototype proved on a side the hybrid thermochemical concept by 
the simultaneous cold and mechanical productions during the whole reaction of the production phase, and on the 
other side they showed experimentally the mass coupling behaviour between the reactor and the expander in 
several operating conditions.  

Keywords: Hybrid thermochemical cycle; Heat waste recovery; Cold and work productions; Experimental 
prototype. 

1. Introduction 

1.1. Background and state of the art 

Sustainable development that meets the needs of the present without promising the ability of future generations 
to meet their own needs has been announced in 1987 by the World Commission on Environment and Development 
[1]. The acceptance and reliability of solar energy and waste heat come in the same context while considering 
such sources of energies as emerging sources since they are always free, endless and convertible [2]. Waste heat 
is highly discharged at the industrial sectors in a wide temperature range and thus participating in the increase of 
greenhouse gas emissions and more resource consumptions while left useless. As a step in responding to this 
issue, the United Nations Environment Program proposed industrial ecology, which involves studying the 
relationships and interactions within and between industrial systems and natural ecological systems from a 
systems-oriented perspective [3]. On this way also, conversion technologies and cycles based on the wide 
temperature ranges of the released heat at the industries were developed and set under study. Absorption chillers, 
adsorption beds, thermochemical reaction processes were exploited in this theme showing their adaptability in 
such temperature ranges (even low and medium) as chemical heat pumps for temperature upgrading. Besides, 
steam and organic Rankine cycles were investigated also but for power generation purposes. 



 

 
As industrial waste heat has an intermittent regime, processes like thermochemical attract attention due to the 
storage functionality they offer.  

Among such solid-gas thermochemical processes, ammoniated ones have a large diversity due to the variety of 
solid salts that can react with ammonia – especially the chlorides [4]. Being integrated with an expander, hybrid 
thermochemical cycles were defined to valorise mass and heat transfers in thermal and electrical productions. In 
[5], a novel “resorption” (two-salt bed reactors) cycle for cogeneration of electricity and refrigeration was proposed 
featuring a turbine between the high and low temperature salt reactors. Numerical analysis of a single sorption 
cycle was performed and investigated in [6]. Results showed a limited performance of the cycle resulted from the 
mutual constraint between the expansion device and the sorption unit with a detectable mismatch between them. 
Experimentally, by having CaCl2 and activated carbon as the sorbent unit and a scroll expander, the challenges 
were confirmed by [7] where only unstable and weak work production was achieved during the experiment. A 
second experiment was performed in [8], the resorption pairs was MnCl2 & CaCl2, and similarly unstable work 
production was noticed during the short process. Such challenges haven’t stopped the research, so that in [9] the 
use of phase change material in a heat storage system combined with a thermochemical hybrid process was 
addressed. In [10], more than one hundred reactive ammoniated salts were scanned and analysed in a hybrid 
thermochemical cycle that can recover heat below than 250 °C. Moreover, it was shown that these hybrid 
thermochemical cycles offer inherent cogeneration and storage capabilities, as demonstrated in [11] and [12], 
representing an added value compared to more traditional solutions. This paper continues the research in hybrid 
thermochemical processes, where an experimental prototype is developed at CNRS-PROMES permitting to 
validate the hybrid concept by continuous cold and mechanical productions during the production phase, and to 
analyse the cycle’s behaviour and the coupling between the expander and the reactor in different operating 
conditions.   

1.2. The proposed cycle 

Several architectures were defined for the hybrid thermochemical cycle [13] depending on the preferred energy 
production: cold or mechanical. In this study, the simultaneous mode is chosen for the developed prototype: it 
allows a cogeneration of cold and mechanical energy as presented on the Clausius Clapeyron diagram, Figure. 
1. Figure. 2 shows the main components of the prototype: thermochemical reactor, condenser, evaporator, 
volumetric expander and fluid tank. The decomposition reaction of the solid-gas reactant is the charging phase 
where heat Qh is supplied to the reactor at Thot and the gas desorbs toward the condenser to be condensed and 
stored at ambient conditions Tamb. During the discharging phase (synthesis reaction), cold is produced by the 
evaporation of the condensed liquid at Tcold at the evaporator. This vapor flow produces then mechanical work at 
the expander, and after it is then involved in the synthesis reaction occurring at ambient conditions (or at a medium 
temperature). MnCl2, (6/2) NH3 is the chosen reactive ammoniated salt, based on its interesting thermodynamic 
properties and stability as shown in the analysis of [10]. The thermochemical reaction that takes place is: 𝑀𝑛𝐶𝑙2. 6𝑁𝐻3 + ∆ℎ𝑟 ⇄  𝑀𝑛𝐶𝑙2. 2𝑁𝐻3 +  4𝑁𝐻3  (1) 

The diagram, Figure. 1, presents the NH3(L/G) and MnCl2(6/2) NH3 equilibrium lines for ammonia and the reaction 
respectively, based on the Clausius Clapeyron equilibrium equation: ln ( 𝑝𝑝0) = − ∆ℎ𝑟𝑅𝑇𝑟 + ∆𝑠𝑟𝑅    (2) 

where, p is the equilibrium pressure, p0 is the reference pressure (1 bar), R is the ideal gas constant, ∆ℎ𝑟  and ∆𝑠𝑟  are respectively the enthalpy and the entropy of the solid gas reaction or the phase change of ammonia and 
Tr is the reactant temperature.  

A scroll expander is integrated within the thermochemical cycle between the evaporator and the reactor. The 
control parameter of the bench are the temperatures and flowrates of all heat transfer fluids (HTF), with the 
electrical resistance at the generator bounds. Temperatures are measured with PT100 probes for the inlet/outlet 
of HTFs, and by numerous thermocouples inside the reactor (in the reactive solid (12 thermocouples), at the 
reactor wall (8 thermocouples) and in the HTF (8 thermocouples)). The pressure of the main components 
(evaporator, expander, condenser and reactor) and the level of liquid ammonia in the tank (linked to the reaction 
advancement) are also monitored. 

In what follows, experimental analysis of cycle is done showing the proved concept of the hybrid thermochemical 
cycle and the coupling between its components.  



 

 

 

Figure. 1.  Simultaneous hybrid thermochemical cycle described on the Clausius Clapeyron diagram. 

 

 

Figure. 2.  Left: Schematic description of the developed prototype: reactor with 29 Kg of MnCl2 & 23 kg of NH3, 1 
kWe scroll expander (bought from Air squared), condenser, evaporator, throttling valve & fluid tanks. 

Right: Process flow diagram: cold and mechanical productions phase. 

2. Numerical analysis of the expander/reactor coupling  

To analyse from a theoretical point of view the coupling between the expander and the reactor, a simplified 
modelling of these components has been developed. 

The main hypotheses of this analysis are as follows:  

▪ Steady state operation; 
▪ The working fluid is considered as an ideal gas with constant heat mass capacity;  
▪ Uniform pressure, temperature and composition are considered in each component;   
▪ Heat losses and pressure drops are neglected;  
▪ Variation of kinetic and potential energy are neglected. 

By applying the first law on the expander, the expansion power of the working fluid can be expressed as: 

 
3NH swept sweptW m h=   (3) 

Having the mass flow rate expression as: 
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With padm and Tadm are the pressure and temperature at the expander admission, Vswept is the swept volume and  
the rotational speed, Kleak is the coefficient of internal leakage of the expander and pexh is the pressure at the 
expander exhaust. 

The enthalpy variation is expressed, considering a constant isentropic efficiency:  
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With the ideal gas assumption and a constant Cp, the swept enthalpy variation is as: 
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The exhaust pressure can be expressed, thanks to the kinetic law of the reactor, as: 
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Where: 

- nsalt, r, and cink  are the number of mole of the reactive salt in the reactor, the stoichiometric coefficient of the 

reaction (eq. 1), and the average kinetic coefficient of the reaction; 

- the solid/gas equilibrium pressure is calculated, thanks to the Clausius-Clapeyron equation (eq. 2), as a function 
of the reactant temperature (Tr). 

The temperature Tr is calculated by applying the 1st law on the reactor wall and on the reactants: 
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Where Tout;htf;r and Tin;htf;r are the outlet and inlet temperatures of the reactor heat transfer fluid; ( )
htf;r

mCp is the 

heat capacity flow of the reactor HTF; ( )
r

UA  is the heat transfer parameter of the reactor.  

By combining eq.3, 6, 7 and 10, the power of working fluid expansion can be expressed as: 
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The eq. 4, eq.10 and eq.11 show that the power of working fluid expansion ( )
3NHW  is mainly a function of two 

operating parameters: the admission pressure (padm), the expander rotational speed (), and one design parameter 

which is the heat transfer parameter ( )
r

UA  of the reactor HTF. An analysis of the evolution of 
3NHW  by varying 

these 3 parameters has been carried out. All other parameters are kept constant and their values represent the 
characteristics of the prototype (design values or values identified from the first experiments), as shown below in 
Table 1.  

Table 1.  Main design and operating parameters for the numerical coupling analysis 

Expander parameter Value Reactor parameter Value 

Swept volume  Vswept 1.45×10-5 m3 Number of mole of salt nsalt 235.9 mol 

Coef. of internal leakage Kleak 1×10-6 m3s-1.Pa0.5 Kinetic of the reaction cink  1.5×10-4 s-1 

Isentropic efficiency is 0.6 Enthalpy of the reaction ∆ℎ𝑟  50.59 kJ.mol-1 

Admission temperature Tadm 20 °C 
HTF heat capacity flow ( )

htf;r
mCp  

1000 W.K-1 

  HTF inlet temperature Tin;htf;r 40 °C 

The increase of the expander rotation speed (), (Figure. 2), induces an increase of the swept flow and thus an 

increase of the working fluid mass flow ( )
3NHm , (cf. eq. 4). This increase in the mass flow rate causes a decrease 

of the pressure ratio (Rp) due to the increase of the reactor’s temperature (Tr), (cf. eq. 10), and an increase of the 
pressure difference between the exhaust pressure and the equilibrium pressure of the reaction, (cf. eq. 7). These 

two antagonism evolutions generate an optimum of the expansion power ( )
3NHW . For a given rotation speed, the 

swept mass flow rate ( )sweptm is fixed, and thus the increase of the total mass flow rate ( )
3NHm  with the rise of 

( )
r

UA  is related to the increase in the leaked flow ( )leakm   generated by the higher pressure ratio. While the 

admission pressure is fixed (padm =1.5×105 Pa), the enhancement of the reactor heat transfer parameter ( )( )
r

UA  

allows the decrease of the reactor temperature (Tr), (cf. eq. 10), and thus a decrease of the exhaust pressure (pexh) 
resulting in a higher-pressure ratio. Thus, this higher-pressure ratio generates a rise in the power output with 

( )
r

UA . 

On the other hand, increasing the inlet pressure of the expander (Figure. 3) induces an increase of the mass flow 
(cf. eq. 4). As for the previous analysis, this higher mass flow generates a decrease in the pressure ratio (Figure. 

3 centre). In the case of low heat transfer parameter ( )
r

UA at the reactor, these two behaviours lead to a decrease 

in the produced power, but for higher heat transfer parameters, an optimum of power production is detected 
(Figure. 3 right). 

This coupling between the expander and the reactor has also been analysed experimentally, and presented in the 
following section. Experimentally, the rotational speed of the expander is modulated by a variable electrical resistor 



 

 
which is connected to the electrical generator at the expander’s extremities. The variation of the admission 
pressure is generated by a modification of the cold source temperature Tcold.  

 

Figure. 2.  Evolution of the working fluid flow rate (left), the pressure ratio (centre), the power of working fluid 
expansion (right) as function of the expander rotational speed for different reactor heat transfer parameter with 
padm =1.5×105 Pa. 

 

 

Figure. 3.  Evolution of the working fluid flow rate (left), the pressure ratio (centre), the power of working fluid 

expansion (right) s function of the admission pressure for different reactor heat transfer parameter with  =200 
rev/min. 

3. Experimental Analysis  

The thermochemical cycle (reactor – condenser – evaporator) was set firstly under experimentations, by bypassing 
the expander. Several decomposition and synthesis reactions were done to check the reproducibility and the 
kinetics of the phases. Once validated [14], the expander was integrated to exploit the hybrid cycle in the 
discharging phase, where ammonia passes from the liquid tank to the evaporator, expander, and then to the 
reactor. Two protocols are set to be followed during the test of the hybrid cycle: 

- The first is to fix the inlet pressure at the expander (and thus Tcold i.e. Tin and Pin of the expander) while varying 
the electrical load at the generator which will vary the coupling force with the expander, and its mechanical power. 
While the mechanical power is expressed as function of the pressures at the extremities of the expander, as shown 
in the following equation, this protocol leads to vary the outlet pressure at the expander with the electrical load and 
thus permits to analyse the behaviour of the cycle in such conditions. �̇�𝑚𝑒𝑐 = 𝝩𝑚𝑒𝑐 . 𝜔 = �̇�𝑁𝐻3 . 𝜂𝑚𝑒𝑐 

where �̇�𝑚𝑒𝑐 is the produced mechanical power, 𝝩𝑚𝑒𝑐 is the torque force between the generator and the expander, 𝜔 is the rotational speed, 𝜂𝑚𝑒𝑐 is the mechanical efficiency of the expander. 

- The second is to vary the inlet pressure at the expander (and thus Tcold), permitting to analyse the behaviour of 
the expander during the discharging phase while coupled to a fixed electrical load, and thus the same coupling 
force with the generator.  

3.1. Fixed Tcold and variable electrical charge 



 

 
A first experiment with an electrical resistor of 7 Ω, connected to the generator, is done while exploiting the 
expander in the hybrid cycle, for a fixed Tcold at 10 °C at the evaporator’s inlet. The inlet temperature at the reactor 
is set to be maintained at a medium temperature 40 °C. After the concept’s validation in this experiment, more 
experiments are done with changing the electrical resistance to: 3.4, 31, 57, 85, 100 Ω. An experiment with a 
blocked expander is conducted to simulate short circuit electrical conditions, and another one without electrical 
charge to simulate open circuit electrical conditions, i.e. a resistor of ∞ Ω, leading to define the behaviours of the 
cycle at the electrical condition boundaries. In Figure. 4, results of this first experiment are presented. The 
expander is rotating continuously during the whole synthesis reaction stage i.e. for a reaction advancement X 
between 0.1 and 0.9, proving the concept of the hybrid thermochemical cycle. After the start-up phase, the 
rotational speed 𝜔 of the expander decreases from 600 tr/min (i.e. the classical peak of a reaction at its beginning) 
till 80 tr/min for an advancement X < 0.3. Behind, an acceleration in the production is noticed where the rotational 
speed increased to reach 300 tr/min. Such two-level profile is also repeated in the other experiments, where the 
cold production and the mechanical work have always two levels during the reaction – under actual analysis. For 
this system analysis, results are treated as average values between the minimum and the maximum level 
production limits that correspond to an average of the production during an advancement of the reaction between 
0.2 & 0.8. 

 

Figure. 4.  Cold temperature, rotational speed of the expander during the discharging phase. 

Figure. 5, Figure. 6, and Figure. 7 present the behaviour of the hybrid cycles for  different electrical resistances. 
Figure. 5 presents the variation of the rotational speed 𝜔𝑎𝑣 of the expander, and the torque force 𝝩mec,av with the 
generator as function of the electrical resistor. When the expander is free, or the generator is in an open circuit 
electrical condition, the rotational speed reaches its maximum value while the torque force has its minimum. 
Coupling the electrical resistor to the generator increases the torque force on the expander and decreases its 
rotational speed. The maximum average rotational speed achieved by the expander was at 480 tr/min in an open 
circuit electrical condition. Regarding the average torque force, its maximum was at 1 N.m for a blocked expander, 
while the minimum was at 0.1 N.m for the open circuit experiment. 

Figure. 6 shows the variation of the average mass flow rate of ammonia ṁav and the average pressure ratio Rp,av 
at the expander as function of the electrical resistor. The average mass flow rate has an increasing profile as the 
electrical resistance increases, whereas the pressure ratio has a decreasing one. The maximum pressure ratio 
achieved during the experiments is for the blocked case experiment, where Rp,av = 1.5 and the minimum is for an 
open circuit electrical condition experiment, Rp,av = 1.2. Regarding the mass flow rate of ammonia, the difference 
between experimental boundaries (blocked and open circuit conditions) is of 0.175 g/s. On the other side, 
concerning the productions of the cycle, Figure. 7, the cold production has a negligible variation between the 
boundaries of the experiments, but although it shows an increasing profile while the electrical resistance increases 
(Qc,av from 1.98 to 2.1 kW). This slight increase in the cold production results from the slight increase in the mass 
flow rate of ammonia as the conditions changes from blocked to an open circuit. No mechanical productions are 
achieved while the expander is blocked, an average of 6 W is produced in open circuit conditions, and a maximum 
of 10.5 W is reached for a resistance of 7 Ω. The mechanical production increases to reach a maximum and then 
decreases while the electrical load at the generator increases presenting an optimum of the mechanical production 
between the blocked conditions and the experiment with an electrical resistor of 31 Ω, contrary to the cold 
production that increases always with the electrical resistance. This cycle’s behaviour, shows the antagonistic 
coupling behaviour between the cold production and the mechanical power as the electrical resistance varies, 



 

 
determining an optimum of the mechanical power production dependent on the mass flow rate of the gas, the 
coupling force and the pressure ratio at the expander. 

 

Figure. 5.  Variation of the rotational speed and the 
mechanical torque at the expander with the 
electrical resistance. 

 

Figure. 6.  Average ammonia flow rate and pressure 
ratio variations with the electrical resistance. 

 

Figure. 7.  Variation of the average cold and 
mechanical productions with the electrical 
resistance. 

 

Figure. 8.  Clausius Clapeyron diagram: experiments 
with constant Tcold but variable electrical conditions. 

 

Whereas, the cold production is shown to be dependent on the mass flow rate as the evaporating pressure is set 
to be fixed by Tcold. These experimental results that show weak pressure ratios and mechanical productions 
highlight the importance of the expander’s technology necessary for such hybridization objective, where such 
results determine an important internal leakage inside the scroll expander that affects the mechanical behaviour 
and the mass coupling between the components. Additionally, Figure. 5, Figure. 6 and  Figure. 7, show that 
experiments done between a blocked resistor and a resistor of 31 Ω, have more important and interesting evolution 
of the cycle’s behaviour since after this boundary its seems that the behaviour don’t have a significant change - 
stable. Therefore, this demands to define operating electrical conditions more adaptable to the range of production 
of the expander in such cycles of small gas flow rates. 

Within such limitation and weak productions, Clausius Clapeyron diagram in Figure. 8 still shows the mass coupling 
between the components of the hybrid cycle at the electrical boundary conditions and at 7 Ω (chosen since it’s the 
cycle that achieved the maximum mechanical power). For each experiment representation on this diagram: 



 

 
HTF_ev and HTF_r represents the heat transfer fluid conditions at the evaporator and the reactor respectively, 
points 1, 2, 3, represent respectively the temperature and pressure of ammonia at the evaporator, at the inlet of 
the expander, at the outlet of the expander and point 4 represents the salt’s temperature and pressure during the 
reaction. This diagram presents clearly the difference with the classical one (where the synthesis pressure is the 
same as the evaporating pressure in a classical cycle but different in a hybrid one - points 1 & 4) and shows the 
expansion of ammonia at the expander (points 2 – 3) even with its weak ratio. Furthermore, it sheds attention to 
the importance of the heat sink and exchange at the reactor (to evacuate the heat of the synthesis reaction) while 
the salt’s temperature is closer to the equilibrium temperature of the reaction than the heat transfer fluid 
temperature at the reactor’s level. 

3.2. Variable cold temperature and fixed electrical charge  

Three experiments were done at three different cold temperatures: 5, 10, and 15 °C (by the glycolic water heat 
transfer fluid loop of the evaporator) corresponding to Psat,evap: 5.12, 6.12, and 7.28 bar respectively. An electrical 
resistor of 7 Ω is connected to the generator that’s coupled to the expander. The inlet temperature at the reactor 
is set to be maintained at a medium temperature of 40 °C (by an oil HTF loop). The following figures (Figure. 9 
and Figure. 10) present the behaviour of the hybrid cycles for these 3 cold temperatures. For a better analysis, the 
experimental operating conditions are plotted on the Clausius Clapeyron diagram, Figure. 11. 

The average cold production Qc,av at the evaporator and the average mass flow rate of ammonia ṁav are shown 
in Figure. 9 and Figure. 10 for the three experiments. As Tcold increases (i.e. P1 in Figure. 11), the average mass 
flow rate of ammonia increases. This is due to a larger deviation from the equilibrium conditions of the synthesis 
reaction (i.e. the difference between THTF-r and Teq(P3) in Figure. 11). This increase in the flow rate of the gas 
increases the average cold power production, as expected. Despite in these experiments the minimum cold 
temperature is fixed at 5 °C and the maximum at 15 °C, corresponding to 2.16 bar as a pressure difference 
between the minimum and maximum operating conditions at the evaporator’ level, the difference between the 
average cold productions slightly changed where the average production increases from 1.85 to 2.25 kW with the 
increase of the average mass flow rate from 1.4 to 1.75 g/s as the cold temperature increases. At the level of the 
expander, the average mechanical production �̇�𝑚𝑒𝑐,𝑎𝑣 and the average pressure ratio Rp,av between the inlet and 
the exhaust pressures are shown in Figure. 9 and Figure. 10. The average mechanical power decreases from 
10.2 to 9.6 W and the average pressure ratio from 1.55 to 1.22, as the cold temperatures increases from 5 to 15 
°C. The Clausius Clapeyron diagram Figure. 11 shows for the three experiments that the salt’s temperature is 
mostly close to its equilibrium and far from the imposed heat transfer fluid temperature HTF_r. This increase of 
the temperature difference between the reactive medium and the HTF, that’s proposed to be a result of the weak 
heat transfer parameters at the reactor, imposes a higher pressure at the expander’s exhaust. In the ideal case, 
without heat transfer limitations at the reactor, the pressure in the reactor P3 would be smaller for the 3 cases and 
thus the pressure ratio of the expander Rp = Pin/Pout = P2/P3 would increase with Tcold, but, the experimental results 
show the inverse (Rp,av = 1.49, 1.26, 1.19 for Tcold = 5, 10 and 15 °C respectively).  

Therefore, while Tcold and the evaporating pressure P1 increases, the mass flow rate of ammonia increases, which 
must favour in terms the mechanical power at the expander, but while on the other hand the pressure ratio of the 
expander decreases, the mechanical power is reduced. This behaviour demonstrates the coupling between the 
reactor and the expander, and numerical studies are in progress to deeper analyse this coupling, thanks to these 
experimental results. Besides the effect of the hot reactive medium temperature, the decrease in the pressure 
ratio while the evaporating pressure increases results from an important internal leakage through the scroll 
expander. Therefore, the leaked flow rate which flows directly to the reactor is significantly higher than the effective 
mass flow rate, rising the pressure at the reactor inlet, and thus resulting in low pressure ratios and an unexpected 
decrease in the mechanical work. This analysis, in this protocol, highlight again the important mass coupling 
between the expander and the reactor, with an attention to the expander’s technology and the heat exchange at 
the thermochemical reactor during the synthesis reaction. 

 



 

 

 

Figure. 9.  Variation of the average mass flow rate 
and pressure report with Tcold. 

 

Figure. 10.  Average mechanical and cold power 
variations with Tcold. 

 

Figure. 11.  Clausius Clapeyron diagram: Fixed electrical condition but variable Tcold. 

4. Conclusion  

A hybrid thermochemical prototype was developed at CNRS-PROMES laboratory, providing the reliability and 
concept validation of such hybrid cycles. Such cycle is able to recover heat at low and medium ranges below 250 
°C, showing its adaptability to the integration in industrial parks for heat waste recovery. After a steady state 
analysis of the coupling between the expander and the reactor, first experimental tests at the laboratory showed 
this mass coupling behaviour between the expander and the reactor in several operating conditions. At their limits, 
the experiments highlight the importance of the heat sink and thermal exchanges at the reactor’s level and shed 
attention on the technology of the expander regarding its internal leakage, as concluded from the experiments 
done with a fixed electrical load and variable evaporating pressures. On the other side, the experiments with a 
fixed evaporating pressure and variable electrical resistances defined an optimum of the mechanical production 
at the expander’s level and showed the possibility of a control methodology at the generator’s level to maintain the 
pressure of the synthesis reaction (or the expander’s exhaust). While it could be noted that such hybrid cycle 
achieves the first experimental success based on what’s presented in the literature, motivations to perform 
experimental tests on other hybrid thermochemical architectures are considered. In parallel, a numerical model 
developed in a previous study is set to be validated in order to go deeper in the energetic and exergetic analysis 
of the cycle.   
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Nomenclature 
CaCl2 calcium chloride 

Cp   specific heat capacity 

h   enthalpy 

htf   heat transfer fluid 

HTF_ev heat transfer fluid at the evaporator 

HTF_r heat transfer fluid at the reactor 

Kleak leakage loss coefficient �̅�cin   kinetics of the reaction �̇�   mass flow rate 

M  molar mass, kg/mol 

MnCl2 Manganese (II) chloride  

n  number of moles, mol 

NH3 ammonia 

P  pressure, bar 

Q  thermal power 

R  ideal gas constant, J/(K.mol) 

Rp  pressure ratio 

T  temperature, °C 

T  torque, N.m 

UA  conductance parameter, W/K �̇�  expansion power, W �̇�mec mechanical power, W 

X  advancement, - 

Greek symbols 𝜂  efficiency 𝟂  rotational speed, tr/min 𝜈  stoichiometric coefficient  

∆  variation 

γ  adiabatic coefficient 

Subscripts 

av  average  

cond condensation 

evap evaporation 

h  hot 

cold cold 

syn synthesis 

swept suction chambers 

leak leakage 

adm admission 

exh exhaust 

is  isentropic 

https://anr.fr/Projet-ANR-20-CE05-0036


 

 
r  reactor 

eq  equilibrium 

sat  saturation 

c  cold 

in  inlet 

out  outlet 

mec mechanical 

amb ambient 
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Abstract: 

▪ This paper deals with the optimal integration of power plants including a storage device such as 
concentrated solar power plants. For such systems, numerous structures are possible, involving different 
number of heat exchangers, and for each of them, optimal operating temperatures to be found. Moreover, 
the heat storage system can be located at different temperature levels offering another degree of freedom 
when optimizing the whole system. If process simulators are nowadays very powerful tools for optimizing 
complex processes, they require to propose a primary design before any optimization steps. Finite-
Dimension Thermodynamics (FDT) could help engineers to propose this primary design, close to the 
optimal one. To this aim, FDT method have been generalized for power generation systems including a 
storage device and any number of heat exchangers. An model of thermal storage system is also proposed 
which can be included in the FDT modelling. The optimization step consists in maximizing the power 
generation submitted to the thermodynamics constraints (first and second Laws) related to each heat 
exchangers, power block and thermal storage system. Remarkable results have been found: i) all the 
studied structures lead to the Curzon-Ahlborn efficiency when optimized, ii) for the same driving source 
(same temperature and same power), the output power production varies with N-2, N being the number of 
the heat exchangers, iii) Charge and discharged times scenarios have a big impact on the optimal operating 
temperatures and on the resulting daily energy production. 

Keywords: 

Finite dimension thermodynamics, optimal integration, thermal storage, solar power plant. 

1. Introduction 
Finite-Time Thermodynamics aims to overpass the assumption of reversible, and consequently infinitely slow, 
transformations inherent to the Carnot cycle definition [1]. Chambadal [2] and Novikov [3] were the pioneers 
in 1957, proposing a power plant model that associates a reversible Carnot cycle driven by a heat source at 
high temperature TH through an irreversible thermal resistance. These works were rediscover and completed 
by Curzon and Ahlborn [4] in 1975, who added a second thermal resistance coupling the reversible power 
block with the heat sink at low temperature TL. All these previous studies were seeking the optimal 
temperatures between which the Carnot cycle must operate to ensure maximum power production. They 
demonstrated that at this maximum power point (MPP), the efficiency is equal to the so called 'nice radical 
efficiency' 𝜂𝑀𝑃𝑃 = 1 − √𝑇𝐿/𝑇𝐻. De Vos [5] and Bejan [6] extended the Finite-Time Thermodynamics (FTT) to 
the Finite-Size or Finite-Dimension Thermodynamics (FDT) [7], [8]. The main difference is that the energy and 
entropy balances are here applied to the power plant itself, operating in a steady state, and not to the working 
fluid evolving in time over a cycle as done in FTT studies. Consequently, the method is no longer limited to 
Carnot engines, but can be applied for all types of engines. This leads to define endoreversible engine [5] for 
those internal entropy production is null or negligible. In that case, FTT and FDT lead to similar results, in 
particular to the nice radical efficiency at the MPP.  

From these first studies, FTD/FDT methods have been successfully applied to a wide variety of systems such 
as refrigerators and heat pumps [9], distillation systems [10], chemical reactions [11] , wind power [12] or solar 
power [13] 

However, the reliability of the results is often subjected to much criticism due to the assumptions underlying 
the FTT/FDT: 

1. Linear driving force. 

2. Endoreversible nature of the cycle. 

3. Availability of powerful tools for industrial process optimization such as Aspen, Dymola or TRNSYS. 



We obviously agree with these limitations. However, process simulators/optimisers require a mandatory first 
step: to propose a guessed design for initiating the optimisation process. This is the main objective of the 
FTT/FDT methodology: to define an initial design, deduced from thermodynamics, which could be used as a 
basis for further optimisation. Following this objective, the two first items seems reasonable: linear laws are 
commonly used in engineering pre-design, and endoreversible cycles are quite close to actual cycles as main 
irreversibility sources appear in the heat exchangers linking the process with the external heat sources . 
Moreover, Meunier et al. [14] and Castaing et al. [15] showed that an equivalent endoreversible cycle could 
be substituted to any sorption refrigeration irreversible cycles. This result also applies to any thermodynamics 
cycles. Conversely, passing from an endoreversible cycle to an actual cycle is also possible: in Reference [16], 
FDT method was used in order to find the optimal operating conditions of a endoreversible cycle, from which 
the optimal operating conditions of an actual Hirn cycle were deduced (i.e condensing and evaporating 
pressures and inlet turbine temperature). Nevertheless, FDT models are restricted to basic architectures of 
power plant: a single power cycle exchanging heat with two reservoirs through two heat exchangers (HX) 
whereas actual power plants often include more heat exchangers. PWR nuclear power plants use a primary 
heat transfer fluid (HTF), that induces two heat exchangers in the hot side: the reactor and the steam generator. 
In contrast, BWR use a single heat exchanger in the hot side: the reactor itself. The cooling loop can also 
involve one (condenser for direct through cooling) or two HXs (condenser and cooling tower for indirect 
cooling). A question then rises: does the HX number affect the optimal operating temperatures, the output 
power, and the efficiency of the cycle at the MPP? Similar issue appears for Concentrated Solar Power (CSP) 
plants, which can also involve one (Direct Steam Generator, DSG) or two (indirect heating) hot HXs. In addition, 
most of CSP plants include a thermal energy storage (TES) system, which adds complexity and diversity in 
possible architecture: the storage system can be direct (same fluid acts as HTF and storage medium) or 
indirect (two different HTFs flow in the solar loop and in the power block hot loop). Consequently, thermal 
storage device should be integrated in the FDT analysis. Therefore, the objectives of this work are twofold: 

1. Extend the FDT methodology to processes that include a heat storage device. 

2. Investigate the impact of TES and number of HX on the power plant optimal temperatures, power output 
and efficiency at the MMP. 

In addition to these two original contributions, the optimization problem is solved without any assumption 
concerning the endoreversibility of the TES and the power block: the second law is treated here as an inequality 
while endoreversibility is usually assumed in FDT studies. 

2. Problem definition 
The FDT formalism requires to substitute a thermodynamic equivalent system to the real components involved 
in the power plant. The method is detailed in [16] and is briefly outlined here for heat exchangers and power 
blocks. An equivalent system is then proposed for TES systems. Finally, the optimisation problem is defined. 

2.1. Equivalent heat exchanger and power block  

Heat exchangers can be modelled by a thermal conductance K, transferring the heat flux �̇� between two 
thermostats whose temperatures are equal to the mean entropic temperatures (�̃� = ∆ℎ ∆𝑠⁄ ) of the cold and hot 
fluids. The heat flux can then be simply expressed by a Newton law:  �̇� = K (�̃�𝐻 − �̃�𝐿) (1) 

For power blocks, the same concept applies: any power cycle can be assessed through an equivalent cycle 
operating between two reservoirs à �̃�𝐻 and �̃�𝐿. For Rankine or Hirn cycles, these two temperatures are the 
entropic mean temperatures related to the working fluid when crossing respectively the steam generator and 
the condenser. First and Second Laws then write: �̇�𝐻 − �̇�𝐿 = �̇� (2) �̇�𝐻�̃�𝐻 − �̇�𝐿�̃�𝐿 = −σ̇𝑖 ≤ 0 (3) 

with σ̇𝑖 : internal entropy production (W/K) 

 �̇� : output power (W) 

Notice that if σ̇𝑖 = 0, Eqs. (2) and (3) define the endoreversible cycle.  

2.2. Equivalent Thermal Energy Storage system 

A two-tank heat storage device is considered (Figure 1a). Upstream, �̇�𝐻 flow enters the high temperature 
loop at temperature 𝑇𝑜𝑢𝑡𝐻 , and returns to the TES system at higher temperature 𝑇𝑖𝑛𝐻. Downstream, �̇�𝑀 flow 
enters the medium temperature loop at 𝑇𝑜𝑢𝑡𝑀 , and returns to the TES system at lower temperature 𝑇𝑖𝑛𝑀. The 
difference between the two mass flows is stored in or taken from either of the two tanks, hot at 𝑇𝐻. and cold 



𝑇𝐶. Figure 1b presents the operation scenario. Constant thermal powers are assumed here, but the method 
applies also for varying power. Hot loop operates during the duration 𝑡𝐻 and the user demand is active during 
the duration 𝑡𝑀. 

   

Figure 1. (a) 2-Tank TES system, (b) operation scenario 

Assuming a periodic stationary regime and no heat losses, energy and entropy balances related to the TES 
system write, on a period t: 

∆𝑈 = ∫ �̇�𝐻𝑡𝐻 (ℎ𝑖𝑛𝐻 − ℎ𝑜𝑢𝑡𝐻 ) 𝑑𝑡 + ∫ �̇�𝑀𝑡𝑀 (ℎ𝑖𝑛𝑀 − ℎ𝑜𝑢𝑡𝑀 ) 𝑑𝑡 = 0 (4) 

∆𝑆 = ∫ �̇�𝐻𝑡𝐻 (𝑠𝑖𝑛𝐻 − 𝑠𝑜𝑢𝑡𝐻 ) 𝑑𝑡 + ∫ �̇�𝑀𝑡𝑀 (𝑠𝑖𝑛𝑀 − 𝑠𝑜𝑢𝑡𝑀 ) 𝑑𝑡 + ∫ �̇�𝑖𝑟𝑟 𝑑𝑡𝑡 = 0 (5) 

Posing 

�̇�𝐻 = 1𝑡𝐻 ∫ �̇�𝐻𝑡𝐻 (ℎ𝑖𝑛𝐻 − ℎ𝑜𝑢𝑡𝐻 ) 𝑑𝑡 �̇�𝑀 = ∫ �̇�𝑀𝑡𝑀 (ℎ𝑖𝑛𝑀 − ℎ𝑜𝑢𝑡𝑀 ) 𝑑𝑡 (6) 

�̃�𝐻 = ∫ �̇�𝐻𝑡𝐻 (ℎ𝑖𝑛𝐻 − ℎ𝑜𝑢𝑡𝐻 ) 𝑑𝑡∫ �̇�𝐻𝑡𝐻 (𝑠𝑖𝑛𝐻 − 𝑠𝑜𝑢𝑡𝐻 ) 𝑑𝑡  �̃�𝑀 = ∫ �̇�𝑀𝑡𝑀 (ℎ𝑖𝑛𝑀 − ℎ𝑜𝑢𝑡𝑀 ) 𝑑𝑡∫ �̇�𝑀𝑡𝑀 (𝑠𝑖𝑛𝑀 − 𝑠𝑜𝑢𝑡𝑀 ) 𝑑𝑡  (7) 

Eqs. (3) and (4) simplify in: �̇�𝐻𝑡𝐻 − �̇�𝑀𝑡𝑀 = 0 (8) 

�̇�𝐻𝑡𝐻�̃�𝐻 − �̇�𝑀𝑡𝑀�̃�𝑀 = −∫ �̇�𝑖𝑟𝑟  𝑑𝑡𝑡 ≤ 0 (9) 

Energy conservation (Eq. (8)) permits to express the 2nd law inequality according to the equivalent 
temperatures �̃�𝐻 and �̃�𝑀: �̃�𝑀 − �̃�𝐻 ≤ 0 (10) 

2.3. Equivalent power plant 

The equivalence models allow any heat transfer fluid that undergoes a temperature change to be replaced by 
a thermostat whose temperature corresponds to the equivalence temperatures defined above. As an example, 
Figure 2 presents the flowsheet of a CSP plant with indirect storage and its related equivalent model. All heat 
exchangers are replaced by a conductance, and every heat transfer fluid inlet/outlet by a thermostat. The 
process can be divided in three loops:  

In the high temperature (HT) loop, the solar thermal flux �̇�𝐻 is collected and transferred to the TES system. 
The medium temperature (MT) loop picks up the thermal flux �̇�𝑀 from the TES system and transfers it to the 
power block. The power block consumes �̇�𝑀 , and converts it in power �̇�  and thermal flux �̇�𝐿 . The low 
temperature (LT) loop cools the power block and transfers the thermal flux �̇�𝐿 to the air through the cooling 
tower. 



 

 

Figure 2. CSP plant with indirect storage. Schematic flowsheet and related equivalent system. 

2.3. Optimisation problem 

To be as general as possible, the problem is defined for any number of heat exchangers in each loop. Thence, 
the power plant to be optimised includes (Figure 3): 

▪ h heat exchangers in the HT loop, 

▪ m heat exchangers in the MT loop, 

▪ l heat exchangers in the LT loop. 

 

 

Figure 3. Equivalent system to be optimised. 

According to the operation scenario displayed Figure 1b, the mechanical energy produced per cycle is: 𝑤 =  �̇� 𝑡𝑀  (11) 

This quantity is maximised subjected to the following equality constraints: 

1. conservation of energy for the TES, Eq. (8), 

2. Newton’s Law, Eq. (1), for each heat exchanger, in each loop, 

3. conservation of energy for the power block, Eq. (2), 

4. Equality of 𝑇1𝐻 and 𝑇l𝐿 with the temperature of the hot and cold sources,  𝑇1𝐻 = TH, 𝑇𝑙+1𝐿 = TL  (12) 

Three inequality constraints also apply: 

5. 2nd law related to the power block, Eq. (3), 

6. 2nd law related to the TES system, Eq. (10), 

7. Finite dimensions constraint: as each conductance must be finite, their sum is necessary also finite. Then, 
there exists a finite positive number 𝐾Σ such as:  

∑𝐾𝑖𝐻ℎ
𝑖=1 +∑𝐾𝑖𝑀𝑚

𝑖=1 +∑𝐾𝑖𝐿𝑙
𝑖=1 − 𝐾Σ ≤ 0  (13) 

The resolution of this optimisation problem is detailed in Appendix A. It involves 7 + 2 ∙ (ℎ + 𝑚 + 𝑙) optimisation 
variables (output power �̇�, heat fluxes �̇�𝐻 , �̇�𝑀 and �̇�𝐿, ℎ + 𝑚 + 𝑙 conductances 𝐾𝑖𝐽, ℎ + 𝑚 + 𝑙 + 3 temperatures 𝑇i𝐽), and four optimisation parameters (durations tH and tM related to the operating scenario, and temperatures 



of the heat source TH and heat sink TL). An optimal solution exists whatever the number of heat exchanger is. 
The main results are presented and discussed in the next section. 

3. Results and discussion 
The optimal solution is obtained for saturated inequality constraints (Eq. (A 31)-(A 33)).This shows logically 
that the TES system and the power block must be endoreversible, and that a higher 𝐾Σ implies a higher output 
power. This last item appears clearly through the expression of the optimal power output (Eq. (A 66)):   �̇�∗ = 1(ℎ√𝑡𝑀 𝑡𝐻⁄  + 𝑚 + 𝑙)2 𝐾Σ (√𝑇𝐻 − √𝑇𝐿)2  (14) 

which depends linearly on 𝐾Σ. Equation (A 14) also shows how the number of heat exchangers affects the 
output power �̇�∗. As 𝑡𝐻 and 𝑡𝑀 are of same order of magnitude, the denominator represents approximatively 
the total number of heat exchangers 𝑁𝐻𝑋 = ℎ + 𝑚 + 𝑙 . Thence, output power produced by the plant is 
approximately inversely proportional to 𝑁𝐻𝑋. Impact of the TES can also be analysed. Increasing the ratio 𝑡𝑀 𝑡𝐻⁄ , (i.e., increasing the storage capacity), reduces the capacity of the power block, but increases the 
mechanical energy provided during a cycle given by Eq. (11). Figure 4 presents the evolution of output power �̇�∗ and mechanical energy �̇�∗ produced per day according to the production duration 𝑡𝑀 and assuming 𝑡𝐻 = 
10 h (sunny hours in the case of CSP plant) for 𝐾Σ = 10 MW/K, 𝑇𝐻 = 30°C and 𝑇𝐻 = 400°C. Three architectures 
are compared, all integrating an indirect cooling (cooling tower): 

▪ Direct Steam Generation with direct storage, involving 3 HXs (h = 1, m = 0, l = 2)  

▪ Indirect Steam Generation with direct storage, involving 3 HXs (h = 1, m = 1, l = 2) 

▪ Indirect Steam Generation with indirect storage, involving 4 HXs (h = 1, m = 2, l = 2) 

As 𝑡𝐻 = 10h, 𝑡𝑀 = 10 h correspond to no TES and 𝑡𝑀 = 24 h to a continuous production implying a 14 h storage 
capacity. 

  
(a) (b) 

Figure 4. Output power �̇�∗(a) and mechanical energy per day (b) according to the production duration. 

Influence of the number of HX is clearly displayed. For a constant 𝐾Σ, which reflects the cost of the HXs, the 
output power or energy production evolves approximately with 𝑁𝐻𝑋−2, as mentioned above. Concerning the 
production duration, it decreases the power block capacity, but increases the daily production due to a longer 
production duration. 

Another interesting result concerns the optimal conductances and driving forces. In each loop, all 
conductances (and consequently all driving forces because of Newton’s Law) are equal. From Eqs. (A 43),(A 
46) and (A 55) we have: 𝐾𝐿∗ = 𝐾𝑀∗ ∆𝑇𝐿∗ = √𝑇𝐿 𝑇𝐻⁄  ∆𝑇𝑀 �̇�𝐿∗ = √𝑇𝐿 𝑇𝐻⁄  �̇�𝑀 (15) 

𝐾𝐻∗ = √𝑡𝑀 𝑡𝐻⁄  𝐾∗ ∆𝑇𝐻∗ = √𝑡𝑀 𝑡𝐻⁄  ∆𝑇𝑀 �̇�𝐻∗ = (𝑡𝑀 𝑡𝐻⁄ ) �̇�𝑀 (16) 

For the MT and LT loop downstream the TES, conductances are equal. Heat flux �̇�𝐿∗ is lower �̇�𝑀∗ because 
part of �̇�𝑀∗ has been converted in power �̇�∗. Consequently, the driving force ∆𝑇𝐿∗ is also lower than ∆𝑇𝑀∗.  



For the HT loop, heat flux �̇�𝐻∗ is higher then �̇�𝑀∗, but here, the optimal solution shares equally this increase 
between the driving force ∆𝑇𝐾∗ and the conductances 𝐾𝐻∗ 
Finally, the energy efficiency of the plant can be deduced from (A 65) and (A 66): 

  𝜂∗ = �̇�∗ 𝑡𝑀�̇�𝐻∗𝑡𝐻 = �̇�∗�̇�𝑀∗ = 1 − √𝑇𝐿𝑇𝐻  (17) 

Thus, the optimal efficiency neither depends on the number of HXs, nor on the operating scenario, and is equal 
to the Curzon-Ahlborn efficiency. Figure 5 compares the efficiency given by Eq.(17) with experimental 
efficiencies evaluated from available data sets covering many power plant architectures. The ORCs [17] 
correspond to the simpler structure: no TES ( 𝑡𝑀 = 𝑡𝐻 ), no MT loop (𝑚 = 0 ), direct or indirect cooling (𝑙 = 1 𝑜𝑟 2). Most of those displayed are laboratory prototypes. This could explain efficiencies sometimes 
much lower than 𝜂∗ . For nuclear power plants [18], the hot source temperature (cladding maximum 
temperature) has been supposed to be 50°C higher than the reactor outlet temperature. Two architectures are 
presented, BWR (ℎ = 1) and PWR (ℎ = 2), the other parameters being similar (𝑡𝑀 = 𝑡𝐻 , 𝑚 = 0, 𝑙 = 1 𝑜𝑟 2). 
Most of them reach or even overcome the optimal efficiency. Solar power plant [19] are also commercial plants, 
all including a TES, with various storage capacity (2 ℎ < 𝑡𝑠𝑡𝑜𝑟𝑎𝑔𝑒  < 13 ℎ), storage technology (m = 1 or 2), and 
involving a cooling tower (l = 2). Similarly to nuclear, the only hot temperature available in database was the 
solar field outlet temperature. Hot source temperatures (maximum temperature of the receiver wall) have been 
supposed to be 20°C (parabolic trough) or 50°C (tower) higher than the solar field outlet temperature. This 
figure clearly displays the fact that commercial plants, which have benefited  for more than 40 years (solar) or 
70 years (nuclear) of R&D fit quite well the 𝜂∗ curve. That proves that Eq. (17) gives a good approximation of 
the efficiency of heat engines that have benefited from several decades of research and development. 
Therefore, we can reasonably assume that it also gives a good assessment of what the efficiency of emerging 
technologies will be in their future commercial form. 

   

Figure 5 : Energy efficiency of power plants from [17], [18], [19] data.  

4. Conclusion 
This study aimed to extend FDT results to many power plant structures that may involve different numbers of 
heat exchangers and may operate with or without a TES. A general model was developed that determined the 
operating temperatures maximizing the power plant's output energy. A remarkable result is that the optimal 
efficiency is equal to the Curzon-Ahlborn efficiency, regardless the architecture of the plant and the operation 
scenario. However, the architecture of the plant impacts a lot the output power which varies approximatively 
with 𝑁𝐻𝑋−2. Concerning the operation scenario, increasing the storage capacity decreases the installed capacity 
of the power block but increases the daily energy output. Finally, the comparison of the actual efficiency of 
power plants shows that technologies that have benefited from several years of R&D achieve the Curzon 
Ahlborn efficiency. The latter could then be used to estimate the future performance of emerging technologies, 
such as combined cycles, or supercritical cycles. These technologies could take advantage of a higher 
temperature provided by generation IV nuclear reactors or future solar towers. Integrating these new 
technologies in the present analysis is one of the perspectives of this work.  

 



Appendix A 
The optimization problem is: min(− �̇� 𝑡𝑀)  
s.t.  �̇�𝐻 𝑡𝐻 − �̇�𝑀 𝑡𝑀 = 0 (A 1) 

 𝐾𝑖𝐽(𝑇𝑖𝐽 − 𝑇𝑖+1𝐽 ) − �̇�𝑖𝐽 = 0 , ∀ 𝐽 ∈ {𝐻, 𝑀, 𝐿}, ∀ 𝑖 ∈  [1⋯𝑛𝐽] (A 2) 

 �̇�𝐻  −  �̇�𝐿 −  �̇� = 0 (A 3) 

 𝑇1𝐻 = TH (A 4) 

 𝑇𝑙+1𝐿 = TL (A 5) 

 𝑇1𝑀 − 𝑇ℎ+1𝐻 ≤ 0  (A 6) 

 �̇�𝑀 𝑇𝑚+1𝑀⁄ − �̇�𝐿 𝑇1𝐿⁄ ≤ 0 (A 7) 

∑ (∑𝐾𝑖𝐽𝑛𝐽
𝑖=1 ) − 𝐾Σ𝐽=𝐻,𝑀,𝐿 ≤ 0 (A 8) 

The durations (𝑡𝐻, 𝑡𝑀), the heat source temperatures (TH,TL) and the numbers of heat exchangers 𝑛𝐻 = ℎ,  𝑛𝑀 = 𝑚,  𝑛𝐿 = 𝑙) being taken as parameters, the Lagrangian function of this optimization problem writes: 

ℒ(�̇�, �̇�𝐽, 𝐾𝑖𝐽, 𝑇𝑖𝐽 , 𝜆𝑖𝐽 , 𝜆𝑘, 𝜇𝑛)  =
{  
  
  − �̇� 𝑡𝑀 + 𝜆1(�̇�𝐻 𝑡𝐻 − �̇�𝑀 𝑡𝑀) + ∑ {∑𝜆𝑖𝐽[𝐾𝑖𝐽(𝑇𝑖𝐽 − 𝑇𝑖+1𝐽 ) − �̇�𝐽]𝑛𝐽

𝑖=1 } 𝐽=𝐻,𝑀,𝐿+𝜆2(�̇�𝑀 − �̇�𝐿 −  �̇�) + 𝜆3(𝑇1𝐻 − TH) + 𝜆4(𝑇𝑙+1𝐿 − TL)+𝜇1(𝑇1𝑀 − 𝑇ℎ+1𝐻 ) + 𝜇2(�̇�𝑀 𝑇𝑚+1𝑀⁄ − �̇�𝐿 𝑇1𝐿⁄ ) + 𝜇3 [ ∑ (∑𝐾𝑖𝐽𝑛𝐽
𝑖=1 ) − 𝐾Σ𝐽=𝐻,𝑀,𝐿 ]}  

  
  

 (A 9) 

where 𝐽 ∈ {𝐻, 𝑀, 𝐿}, 𝑖 ∈  [1⋯𝑛𝐽], 𝑘 ∈  [1⋯5], 𝑛 ∈  [1⋯2]. The optimal conditions are: 𝜕ℒ𝜕�̇� = −𝑡𝑀 −  𝜆2 = 0 (A 10) 

𝜕ℒ𝜕�̇�𝐻 = 𝜆1 𝑡𝐻 −∑𝜆𝑖𝐻ℎ
𝑖=1 = 0 (A 11) 

𝜕ℒ𝜕�̇�𝑀 = −𝜆1 𝑡𝑀 −∑𝜆𝑖𝑀𝑚
𝑖=1 + 𝜆2 + 𝜇2 𝑇𝑚+1𝑀⁄ = 0 (A 12) 

𝜕ℒ𝜕�̇�𝐿 = −∑𝜆𝑖𝐿𝑙
𝑖=1 − 𝜆2 − 𝜇2 𝑇1𝐿⁄ = 0 (A 13) 

𝜕ℒ𝜕𝐾𝑖𝐽 = 𝜆𝑖𝐽(𝑇𝑖𝐽 − 𝑇𝑖+1𝐽 ) + 𝜇3 = 0, ∀ 𝐽 ∈ {𝐻,𝑀, 𝐿}, ∀ 𝑖 ∈  [2⋯𝑛𝐽]  (A 14) 

𝜕ℒ𝜕𝑇𝑖𝐽 = 𝜆𝑖𝐽𝐾𝑖𝐽 − 𝜆𝑖−1𝐽 𝐾𝑖−1𝐽 = 0, ∀ 𝐽 ∈ {𝐻,𝑀, 𝐿}, ∀ 𝑖 ∈  [2⋯𝑛𝐽] (A 15) 

𝜕ℒ𝜕𝑇1𝐻 = 𝜆1𝐻𝐾1𝐻 + 𝜆3 = 0 (A 16) 



𝜕ℒ𝜕𝑇ℎ+1𝐻 = −𝜆ℎ𝐻𝐾ℎ𝐻 − 𝜇1 = 0 (A 17) 

𝜕ℒ𝜕𝑇1𝑀 = 𝜆1𝑀𝐾1𝑀 + 𝜇1 = 0 (A 18) 

𝜕ℒ𝜕𝑇𝑚+1𝑀 = −𝜆𝑚𝑀𝐾𝑚𝑚 − 𝜇2 �̇�𝑀 (𝑇𝑚+1𝑀 )2⁄ = 0 (A 19) 

𝜕ℒ𝜕𝑇1𝐿 = 𝜆1𝐿𝐾1𝐿 + 𝜇2 �̇�𝐿 (𝑇1𝐿)2⁄ = 0 (A 20) 

𝜕ℒ𝜕𝑇𝑙+1𝐿 = −𝜆𝑙𝐿𝐾𝑙𝐿 + 𝜆4 = 0 (A 21) 

�̇�𝐻 𝑡𝐻 − �̇�𝑀 𝑡𝑀 = 0 (A 22) 𝐾𝑖𝐽(𝑇𝑖𝐽 − 𝑇𝑖+1𝐽 ) − �̇�𝐽 = 0, ∀ 𝐽 ∈ {𝐻,𝑀, 𝐿}, ∀ 𝑖 ∈  [1⋯𝑛𝐽] (A 23) �̇�𝐻  −  �̇�𝐿 −  �̇� = 0 (A 24) 𝑇1𝐻 − TH = 0 (A 25) 𝑇𝑙+1𝐿 − TL = 0 (A 26) 𝜇1(𝑇1𝑀 − 𝑇ℎ+1𝐻 ) = 0,       𝜇1 ≥ 0, (A 27) 𝜇2(�̇�𝑀 𝑇𝑚+1𝑀⁄ − �̇�𝐿 𝑇1𝐿⁄ ) = 0, 𝜇2 ≥ 0 (A 28) 

𝜇3 ( ∑ (∑𝐾𝑖𝐽𝑛𝐽
𝑖=1 ) − 𝐾Σ𝐽=𝐻,𝑀,𝐿 ) = 0, 𝜇3 ≥ 0 (A 29) 

We first demonstrate that 𝜇1,  𝜇2 and 𝜇3 cannot be null and then solve this system. 

1. 𝜇3 = 0 

Equation (A 14) shows that all the 𝜆𝑖𝐽 should be zero, as 𝑇𝑖𝐽 − 𝑇𝑖+1𝐽 = 0 would imply, from (A 23), �̇�𝐽 = 0 which 
is not acceptable. Therefore, 𝜇2 = 0 from (A 19) or (A 20), and (A 13) implies that 𝜆2 = 0,which is forbidden 
from (A 10), the duration 𝑡𝑀 being strictly positive:  𝜆2 = −𝑡𝑀 (A 30) 

Hence, 𝜇3 ≠ 0 

2. 𝜇1 = 0 

Equation (A 18) shows that 𝜆1𝑀 should be zero as 𝐾1𝑀 = 0 would imply, , from (A 23), �̇�𝑀 = 0, which is not 
acceptable. Therefore, Eq. (A 15) implies that all 𝜆𝑖𝑀 = 0 because 𝐾j𝑀 = 0 would also implies �̇�𝑀 = 0. Thence, 𝜇2 = 0 from Eq. (A 19), which is not acceptable as seen above. Hence, 𝜇1 ≠ 0 

3. 𝜇2 = 0 

Equations (A 19) shows that 𝜆𝑚𝑀 = 0 as 𝐾𝑚𝑀 = 0 is not acceptable, because it would imply, from (A 23), �̇�𝑀 = 0. 
Therefore, 𝜇2 = 0 from (A 14), which is forbidden as seen above. Hence, 𝜇2 ≠ 0 

4. 𝜇1 ≠ 0 and  𝜇2 ≠ 0 and 𝜇3 ≠ 0 

Equations (A 28) and (A 29) then write: 𝑇1𝑀 = 𝑇ℎ+1𝐻 = TTES,       𝜇1 ≥ 0 (A 31) �̇�𝑀𝑇𝑚+1𝑀 − �̇�𝐿𝑇1𝐿 = 0, 𝜇2 > 0 (A 32) 



∑𝐾𝑖𝐻ℎ
𝑖=1 +∑𝐾𝑖𝑀𝑚

𝑖=1 +∑𝐾𝑖𝐿𝑙
𝑖=1 − 𝐾Σ = 0,    𝜇3 > 0  (A 33) 

Equations (A 31) and (A 32) demonstrates that, quite logically: 

▪ the optimal TES system operates reversibly,  

▪ the optimal power block is an endoreversible engine.  

Equations (A 14) and (A 23) imply:  𝜆𝑖𝐽 = − 𝜇3(𝑇𝑖𝐽 − 𝑇𝑖+1𝐽 ) = −𝜇3  𝐾𝑖𝐽�̇�𝐽 , ∀ 𝐽 ∈ {𝐻,𝑀, 𝐿}, ∀ 𝑖 ∈  [2⋯𝑛𝐽]  (A 34) 

Replacing 𝜆𝑖𝐽 in Eq. (A 15) gives: −𝜇3�̇�𝐽 [(𝐾𝑖𝐽)2 − (𝐾𝑖−1𝐽 )2] = 0, ∀ 𝐽 ∈ {𝐻,𝑀, 𝐿}, ∀ 𝑖 ∈  [2⋯𝑛𝐽] (A 35) 

showing that, in each loop (i.e., HT, MT, or LT loops), all the conductances are equal. 𝐾𝑖𝐻 = 𝐾𝐻 ,    𝐾𝑖𝑀 = 𝐾𝑀,    𝐾𝑖𝐿 = 𝐾𝑀, ∀ 𝑖  (A 36) 

That also implies, from Eq. (A 34): 𝜆𝑖𝐻 = −𝜇3  𝐾𝐻�̇�𝐻 = 𝜆𝐻 , 𝜆𝑖𝑀 = −𝜇3 𝐾𝑀�̇�𝑀 = 𝜆𝑀 , 𝜆𝑖𝐿 = −𝜇3 𝐾𝐿�̇�𝐿 = 𝜆𝐿 , ∀ 𝑖   (A 37) 

𝑇𝑖𝐻 − 𝑇𝑖+1𝐻 = �̇�𝐻𝐾𝐻  = ∆𝑇𝐻 ,    𝑇𝑖𝑀 − 𝑇𝑖+1𝑀 = �̇�𝑀𝐾𝑀  = ∆𝑇𝑀 ,    𝑇𝑖𝐿 − 𝑇𝑖+1𝐿 = �̇�𝐿𝐾𝐿  = ∆𝑇𝐿 ,      ∀ 𝑖   (A 38) 

Introducing the expressions of 𝜆𝑖𝐽 in Eqs.(A 11) (A 16),(A 17),(A 18) and (A 21) gives: 𝜆1 = −𝜇3  ℎ 𝐾𝐻�̇�𝐻 𝑡𝐻   (A 39) 

𝜆3 = 𝜇3  (𝐾𝐻)2�̇�𝐻    (A 40) 

𝜇1 = 𝜇3  (𝐾𝐻)2�̇�𝐻 = 𝜇3  (𝐾𝑀)2�̇�𝑀  (A 41) 

𝜆4 = −𝜇3  (𝐾𝐿)2�̇�𝐿  (A 42) 

Equations (A 22), (A 41) and (A 38) imply: �̇�𝐻 = 𝜏 �̇�𝑀, 𝐾𝐻 = √𝜏 𝐾𝑀, ∆𝑇𝐻 = √𝜏 ∆𝑇𝑀 (A 43) 

with 𝜏 = 𝑡𝑀 𝑡𝐻⁄  

Expressing 𝜇2 from Eqs. (A 19) and (A 20), and using (A 36) and (A 37) gives: 𝜇2 = 𝜇3  (𝐾𝑀)2 (𝑇𝑚+1𝑀�̇�𝑀 )2 = 𝜇3  (𝐾𝐿)2 (𝑇1𝐿�̇�𝐿)2 (A 44) 

showing that, using (A 32): 𝐾𝑀 = 𝐾𝐿 = 𝐾∗ (A 45) 

Introducing Eqs. (A 43) and (A 45) in Eq. (A 33) gives the optimal values of the conductance K∗: h ∙ √𝜏 K∗ +m ∙  K∗ + l ∙  K∗ = 𝐾Σ   ⟹   K∗ = 𝐾Σh ∙ √𝜏 + 𝑚 + 𝑙 (A 46) 

Introducing the expression of 𝜆1(A 39), 𝜆2 (A 30), 𝜇2(A 44) and 𝜆𝑖𝐽(A 37) in Equations (A 12) and (A 13) gives: 



𝜇3 [ℎ  𝐾𝐻�̇�𝐻  𝑡𝑀𝑡𝐻 +m  𝐾𝑀�̇�𝑀 + 𝑇𝑚+1𝑀 (𝐾𝑀�̇�𝑀)2] = 𝑡𝑀 (A 47) 

𝜇3 [−𝑙 𝐾𝐿�̇�𝐿 + 𝑇1𝐿 (𝐾𝐿�̇�𝐿)2] = 𝑡𝑀 (A 48) 

Using (A 38) and (A 43), Equations (A 47) and (A 48) write: 𝜇3 ∆𝑇𝑀 [ ℎ√𝜏  + m + 𝑇𝑚+1𝑀∆𝑇𝑀 ] = 𝑡𝑀 (A 49) 

𝜇3 ∆𝑇𝐿 [−𝑙 + 𝑇1𝐿∆𝑇𝐿] = 𝑡𝑀 (A 50) 

Thence, 𝜇3 = 𝑡𝑀(∆𝑇𝑀)2(ℎ√𝜏  + 𝑚)∆𝑇𝑀 + 𝑇𝑚+1𝑀 = 𝑡𝑀(∆𝑇𝐿)2−𝑙 ∆𝑇𝐿 + 𝑇1𝐿 (A 51) 

Combining (A 43), (A 25) and (A 31) gives: (ℎ√𝜏  + 𝑚)∆𝑇𝑀 = ℎ ∆𝑇𝐻 +  𝑚 ∆𝑇𝑀 = 𝑇1𝐻 − 𝑇ℎ+1𝐻 + 𝑇1𝑀 − 𝑇𝑚+1𝑀 = 𝑇𝐻 − 𝑇𝑚+1𝑀  (A 52) 

In a similar way, we have, using (A 26) 𝑙 ∆𝑇𝐿 = 𝑇1𝐿 − 𝑇𝑙+1𝐿 = 𝑇1𝐿 − 𝑇𝐿 (A 53) 

Thence, Eq. (A 51) simplifies in: 𝜇3 = 𝑡𝑀(∆𝑇𝑀)2𝑇𝐻 = 𝑡𝑀(∆𝑇𝐿)2𝑇𝐿  (A 54) 

showing that: 

∆𝑇𝐿 = √𝑇𝐿𝑇𝐻  ∆𝑇𝑀 ∙ (A 55) 

Combining (A 38), (A 44) and (A 55) gives: 

𝜇2 = 𝜇3 (𝑇𝑚+1𝑀∆𝑇𝑀 )2 = 𝜇3 ( 𝑇1𝐿∆𝑇𝐿)2   ⟹  𝑇1𝐿  = ∆𝑇𝐿∆𝑇𝑀  𝑇𝑚+1𝑀 = √𝑇𝐿𝑇𝐻  𝑇𝑚+1𝑀  (A 56) 

Introducing (A 55) and (A 56) in (A 53) gives 

𝑙 √𝑇𝐿𝑇𝐻  ∆𝑇𝑀 = √𝑇𝐿𝑇𝐻  𝑇𝑚+1𝑀 − 𝑇𝐿   ⇒  𝑇𝑚+1𝑀 = √𝑇𝐻𝑇𝐿 + 𝑙  ∆𝑇𝑀  (A 57) 

Thence, (A 52) writes : (ℎ√𝜏  + 𝑚)∆𝑇𝑀 = 𝑇𝐻 −√𝑇𝐻𝑇𝐿 − 𝑙  ∆𝑇𝑀 (A 58) 

which gives the optimal expressions of ∆𝑇𝑀∗ :  ∆𝑇𝑀∗ = 𝑇𝐻 −√𝑇𝐻𝑇𝐿ℎ√𝜏  + 𝑚 + 𝑙 (A 59) 

∆𝑇𝐻∗ and ∆𝑇𝐿∗ are deduced respectively from (A 43) and (A 55): ∆𝑇𝐻∗ = √𝜏 𝑇𝐻 − √𝑇𝐻𝑇𝐿ℎ√𝜏  + 𝑚 + 𝑙 , ∆𝑇𝐿∗ = √𝑇𝐻𝑇𝐿 − 𝑇𝐿ℎ√𝜏  + 𝑚 + 𝑙 (A 60) 

All the optimization variables can be now deduced.  



Conductances 
Optimal conductances are given by Eqs (A 43), (A 45) and (A 46): 𝐾𝑖𝐿∗ = 𝐾𝑖𝑀∗ = 𝐾∗ = 𝐾Σh ∙ √𝜏 + 𝑚 + 𝑙 , 𝐾𝑖𝐻∗ = √𝜏 𝐾∗ = √𝜏 𝐾Σh ∙ √𝜏 + 𝑚 + 𝑙 (A 61) 

Temperatures 
The optimal temperature bounding the power block write, using (A 56) and (A 57): 𝑇𝑚+1𝑀∗ = 𝑙 𝑇𝐻 + (ℎ√𝜏  + 𝑚) √𝑇𝐻𝑇𝐿ℎ√𝜏  + 𝑚 + 𝑙 , 𝑇1𝐿∗  =   𝑙  √𝑇𝐻𝑇𝐿 + (ℎ√𝜏  + 𝑚) 𝑇𝐿  ℎ√𝜏  + 𝑚 + 𝑙 ,  (A 62) 

The optimal temperature of the TES (𝑇𝑇𝐸𝑆 = 𝑇ℎ+1𝐻 = 𝑇1𝑀) can be deduced from (A 59) and (A 62) reminding 
that 𝑚 ∆𝑇𝑀 = 𝑇1𝑀 − 𝑇𝑚+1𝑀 : 𝑇𝑇𝐸𝑆∗ = (𝑙 + 𝑚) 𝑇𝐻 + ℎ√𝜏  √𝑇𝐻𝑇𝐿ℎ√𝜏  + 𝑚 + 𝑙  (A 63) 

General expressions for the temperatures are: 

 𝑇𝑖+1𝐻∗ = 𝑇𝐻 − 𝑖  ∆𝑇𝐻∗, 𝑖 = 0. . ℎ𝑇𝑖+1𝑀∗ = 𝑇𝑇𝐸𝑆 − 𝑖 ∆𝑇𝑀∗ 𝑖 = 0. .𝑚𝑇𝑖+1𝐿∗ = 𝑇𝐿 + (𝑙 − 𝑖) ∆𝑇𝐿∗, 𝑖 = 0. . 𝑙  (A 64) 

Heat flows and mechanical power 
The heat flows are obtained using (A 43), (A 45),(A 46),(A 59) and (A 60): �̇�𝐻∗ = 𝜏 𝐾Σ 𝑇𝐻 − √𝑇𝐻𝑇𝐿(ℎ√𝜏  + 𝑚 + 𝑙)2  ,   �̇�𝑀∗ = 𝐾Σ 𝑇𝐻 − √𝑇𝐻𝑇𝐿(ℎ√𝜏  + 𝑚 + 𝑙)2 , �̇�𝐿∗ = 𝐾∗ √𝑇𝐻𝑇𝐿 − 𝑇𝐿(ℎ√𝜏  + 𝑚 + 𝑙)2 (A 65) 

Mechanical power is obtained from (A 24). Using (A 65), we get:  

  �̇�∗ = 𝐾Σ (√𝑇𝐻 − √𝑇𝐿)2(ℎ√𝜏  + 𝑚 + 𝑙)2 (A 66) 

Lagrange multipliers 
Combining Eqs. (A 41), (A 54) and (A 56) gives:  𝜇1 ∗ = 𝑡𝑀 �̇�𝑀∗𝑇𝐻 > 0 𝜇2∗ = 𝑡𝑀𝑇𝐻 (𝑇𝑚+1𝑀∗ )2 > 0 𝜇3 ∗ = 𝑡𝑀𝑇𝐻 (∆𝑇𝑀∗)2 > 0 (A 67) 

From Eqs. (A 37) to (A 42), combined with (A 54),(A 55) and (A 61) , we get 𝜆1∗ = − ℎ ∆𝑇𝐻∗ 𝑇𝐻 ,     𝜆2∗ = −𝑡𝑀,  𝜆3∗ = 𝑡𝑀 �̇�𝑀∗𝑇𝐻 ,  𝜆4∗ = −𝑡𝑀 �̇�𝐿∗𝑇𝐿𝜆𝑖𝐻∗ = − 𝑡𝐻 ∆𝑇𝐻∗𝑇𝐻 ,    𝜆𝑖𝑀∗ = 𝑡𝑀 ∆𝑇𝑀∗𝑇𝐻 , 𝜆𝑖𝐿∗ = − 𝑡𝑀 ∆𝑇𝐿∗𝑇𝐿 , ∀ 𝑖   (A 68) 

Nomenclature ℎ specific enthalpy, J/kg K conductance, W/K �̇�  mass flow rate, kg/s �̇�  thermal flux, W s specific entropy, J/(kg.K) T temperature, °C U Internal energy , J S Entropy, J/K �̇�  output power, W 

Greek symbols 𝜆 Lagrange multiplier (equality constraint) 



Δ difference 𝜂 efficiency 𝜇 Lagrange multiplier (inequality constraint) �̇�  internal entropy generation, W/K 𝜏 operating durations ratio, = 𝑡𝑀 𝑡𝐻⁄  

Subscripts and superscripts 𝐻 high temperature  ℎ HX number in the high temperature loop 𝐿 low temperature  𝑙 HX number in the low temperature loop 𝑀 medium temperature 𝑚 HX number in the medium temperature loop 
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Abstract: 

Providing energy services can be achieved by various technologies or combinations of technologies and it is important to 

be able to characterize the quality of these different options. In practice, different indicators of the quality of energy 

processes can be defined: the effectiveness based only on the First Law of thermodynamics or the exergy efficiency based 

on the exergy balance, thus accounting for both the First and the Second Laws of thermodynamics. While the exergy 

efficiency definition is general and applies to all systems with values always ≤1, it is not the case of the effectiveness. 
Today, there is no general definition and formulation of effectiveness that can be applied to all technologies and/or energy 

conversion systems. The most general formulation of effectiveness given in the literature is indeed mainly valid for 

processes that take place above the atmospheric temperature. It must however be adapted for refrigeration systems and 

also for any conversion systems providing simultaneously energy services for both heating and cooling. In this article, 

we propose a new approach for a general expression of the effectiveness suitable for any energy conversion systems 

including heat pumps and cogeneration systems with combined heating and cooling. The main advantage of such a method 

is therefore to provide simple and generic expressions of global exergy losses and efficiencies of any systems in relation 

to the conventional performance indicator (the effectiveness) most commonly used by engineers to estimate energy losses 

of a system. 

Keywords: 

Thermodynamics; Exergy losses; Exergy efficiency; Effectiveness; Explicit relations of exergy 

1. Introduction 
Energy services can be provided by a variety of types of processes, technologies or combinations of technologies, 

including boilers, powerplants and heat pump/refrigeration systems with or without cogeneration(combining power, 

heating and/or cooling). The energy processes can take place in various forms, accompanied by different losses: internal 

and external losses. The internal losses are resulting from various irreversibilities (dissipations, thermal devaluation and 

others) while the external losses are related to the energy released to the atmosphere (heat losses, exhaust losses, energy 

evacuated by a cooling media). In practice, different indicators of the quality of energy processes can be defined [1,2]: 

the effectiveness based only on the First Law of thermodynamics or the exergy efficiency based on the exergy balance, 

thus accounting for both the First and the Second Laws of thermodynamics. Different approaches, formalisms and 

nomenclatures of the exergy analysis to identify losses in a system are reported in [3]. The exergy method applied by 

some authors [4, 5] consists of quantitatively evaluating the global exergy losses �̇� on the basis of internal exergy losses �̇�𝐷 called also exergy destruction inside the strictly defined system and external exergy losses �̇�𝐸 or exergy destroyed 

between the system and the atmosphere and calculating the overall exergy efficiency. A general approach of exergy 

formulation has also been proposed in [1, 2] on the basis of an exergy balance carried out on the boundary of the system 

extended to the atmosphere in order to internalize and attribute all losses to the system and also by subdividing �̇� in two 

subcategories: the dissipation exergy losses inside the system and the heat transfer exergy losses. Based on this approach, 

the performance of a system can be determined using a general formulation of efficiency by identifying all exergy services 

(work, heat and flow exergies) received or provided by the system. All these approaches or methods are equivalent in 

term of using entropy to estimate the global exergy losses and are still not frequently used in industrial sectors, as it may 

seem too theoretical. Besides, its application, although ideal for comparing different technologies and locating losses, is 

not easy for practitioners for different reasons: the concept of entropy and the potential maximum of work associated to 

a flow-energy (co-enthalpy) are not well understood [1].  

The effectiveness (based on the First Law of thermodynamics) is most commonly used by partitioners because of the 

simplicity of using the energy balance equation to identify external energy losses without any knowledge of entropy. It is 

however not applicable to compare different technologies because of the multiple definitions that exist (engine efficiency, 

efficiency based on Lower Heating Value or on Higher Heating Value, heating coefficient of performance, cooling 

coefficient of performance). Today, there is no general definition and formulation of effectiveness that can be applied to 

all technologies. The most general formulation of effectiveness given in [5] is indeed only valid for processes that take 

place above the atmospheric temperature. It must therefore be adapted for refrigeration systems but also for any 

conversion systems providing simultaneously energy services for both heating and cooling.  



 

 

In this article, we propose a new approach for a general expression of the effectiveness applied to all technologies 

including heat pumps when used in cogeneration with combined heating and cooling. This new approach facilitates the 

use of exergy theory in a way to highlight, with explicit equations, the existing link and relationship between energy and 

exergy losses of any system. Results of using such a method are shown for different examples of cogeneration systems 

with integrated technologies but also for particular basic components like boilers, heat exchangers and air-coolers. The 

overall exergy losses and efficiencies explicitly are expressed in function of the effectiveness and the energy services 

balance which can be determined in any case without any knowledge of the entropy. This can be useful for practitioners 

to determine and know the exergy performance of any energy system based solely on energy balance terms and the 

effectiveness of the system. 

2. Commonly used indicators of the quality of energy processes 
In practice, two different indicators of the quality of energy processes can be defined: the effectiveness (𝜀: so-called 

“thermal efficiency” or “coefficient of performance”) based only on the First Law of thermodynamics or, better, the 

exergy efficiency ( 𝜂 ) based on the exergy balance, thus accounting for both the First and the Second Laws of 

thermodynamics. The basic idea of the exergy performance indicator given in [1,2] is to use: 

𝜂 = ∑ [�̇�𝑢,𝑡− ]𝑡∑ [�̇�𝑢,𝑡+ ]𝑡                                                                                                                                                                                            (1) 

Where ∑ [�̇�𝑢,𝑖− ]𝑡  represents the total exergy services provided or delivered by the system to consumers in the form of work 

(�̇�𝑤−), heat (�̇�𝑞−) and transformation (�̇�𝑦−) exergies and ∑ [�̇�𝑢,𝑡+ ]𝑡  represents the total exergy services received by the system 

from utilities in the form of work (�̇�𝑤+), heat (�̇�𝑞+) and transformation (�̇�𝑦+) exergies. All terms here are numerically 

positive. Considering the global exergy loss (�̇�) in the system, the exergy efficiency can then simply be formulated as 

follows:  

𝜂 = �̇�𝑤− + �̇�𝑞− + �̇�𝑦−�̇�𝑤+ + �̇�𝑞+ + �̇�𝑦+ = 1 −  �̇�∑ [�̇�𝑢,𝑡+ ]𝑡                                                                                                                                                   (2) 

When any exergy term of the numerator exits the system without being used, the boundary of the system needs to be 

extended to the atmosphere and this exergy term becomes zero, but the corresponding exergy losses are still accounted 

for in �̇� since the denominator has not changed. We can say that the related exergy loss is internalized and attributed to 

the system. For example, if the system is a combustion engine with a generator, its main service is to provide electricity, 

even though the cooling network has exergy that could potentially be used by others. However, if the exergy of the cooling 

network is not used but is destroyed in a cooling tower, it is automatically included in the exergy losses �̇�. Some authors 

[4, 5] subdivide �̇� into:  �̇� = �̇�𝐷 + �̇�𝐸 

Where �̇�𝐷 includes the exergy destruction inside the strictly defined system and �̇�𝐸 includes the exergy destroyed between 

the system and the atmosphere. For example, if the designer knows that there is no use of the heat of an engine thermal 

cycle he should not only try to limit the exergy destruction inside the cycle itself but also design the cycle in such a way 

to try to minimize the heat exergy exiting the system. 

Although different definitions of exergy efficiency can be found in the literature, a simple example will show the interest 

of having introduced the transformation exergy concept in its formulation. Take the heat exchanger of Figure 1 used to 

heat a substance (c) such as cold milk with another substance (h) e.g. hot water (two-stream heat transfer process with no 

phase-change). 

 
 

Fig. 1: Example of a heat transfer process through a heat exchanger 

a) Schematic heat exchanger process, b) T-Q diagram of the hot and cold streams  



 

 

The transformation (also called flow) energy (�̇�ℎ+) received by the system from the hot stream at a given temperature (𝑇ℎ) 

is transferred through the heat exchanger to a cold stream (�̇�𝑐−) at a useful temperature (𝑇𝑐). The above formulation of 

efficiency Eq. (2) reduces to: 

𝜂 =  �̇�𝑦𝑐−�̇�𝑦ℎ+  = �̇�𝑐  (𝑘4 − 𝑘3)�̇�ℎ (𝑘1 − 𝑘2)   ≤ 1                                                                                                                                                         (3) 

Where �̇�𝑦ℎ+  is the exergy received from the hot stream (water), �̇�𝑦𝑐−  represents the one transferred to the cold stream (milk) 

through the heat exchanger and 𝑘𝑗 = ℎ𝑗 − 𝑇𝑎𝑠𝑗 represents the coenthalpy of the fluid in State j. That is coherent with the 

services provided and avoids discrepancies due to the fact that different thermodynamic references exist for the substances 

milk and water. Therefore an efficiency defined like: 

𝜂∗ =   �̇�𝑐  𝑘4 + �̇�ℎ 𝑘2�̇�ℎ 𝑘1 + �̇�𝑐  𝑘3                                                                                                                                                                            (4) 

would not be adequate to provide a coherent view of the exergy service to be provided. Furthermore, if two users refer to 

different thermodynamic databases they would get, for the same system, different values for the efficiency 𝜂∗. Such a 

confusion is avoided when using the definition 𝜂  (Eq.3). It is interesting to note that the general exergy efficiency 

Definition (Eq.2) remains valid when a refrigeration service is demanded. In Figure 1 the milk could be cooled typically 

from the atmospheric temperature to a lower temperature by a water or brine achieving thus the required refrigeration 

service. Equation (3) remains unchanged since the cooled milk leaves with a higher exergy level while, on the other side 

the water loses some of its exergy from inlet to exhaust of the heat exchanger. This results from the fact that, as was 

shown in [1], the further the thermodynamic state of a substance, at a given pressure, is away from the dead state 

(atmosphere) the higher is its exergy level represented here by the coenthalpies. 

It is not the same for the energy terms that do not change sign below and above the atmospheric temperature, with the 

exception of the heat losses to the atmosphere. The basic idea of the effectiveness is that all energy exchanges between a 

system and its atmospheric environment (taken from and/or released to the environment) are considered as losses. The 

general formulation of the effectiveness given in [1,2] (based on First Law only) in a similar manner to what has been 

done for the exergy efficiency would give:  

𝜀 = �̇�𝑤− + �̇�𝑖− + 𝑌𝑛−�̇�𝑤+ + �̇�𝑖+ + 𝑌𝑛+                                      𝑇 > 𝑇𝑎                                                                                                                              (5) 

This expression is indeed only valid for processes that take place above the atmospheric temperature and can take values 

between 0 and ∞. The effectiveness, as defined from the general Equation (Eq.2), is not an absolute quality indicator like 

the exergy efficiency is. It is still commonly used but mainly for relative comparison between system alternatives 

providing the same service.  To illustrate this, let us consider the case of a simple heat pump for heating (a) and cooling 

(b) applications given in Figure 1. 

  

(a)                                                                                             (b) 

Fig. 2: Example of a vapor compression simple heat pump system: (a) for a heating, (b) for a cooling  

For this case of a heat pump, the system boundary is defined by the closed cycle refrigerant (working fluid), so that the 

thermal energy exchanges with the exterior (with the user and/or the environment) are represented by thermal-heat only 

(�̇�); there is no flow-energy (�̇�) exchanged between the system and the exterior.  

For the heating application, the system receives electricity ( �̇�𝑤 + = �̇�𝐾+ ) and captures heat-energy ( �̇�𝑠+ ) from the 

environment to deliver thermal heat (�̇�ℎ−) to a user for hot water production. Knowing that �̇�𝑠+ heat energy comes from 

the environment and is therefore “free” and thus not accounted for, the heating effectiveness 𝜺𝒉 obtained from Eq. (5) 

becomes: 



 

 

𝜀ℎ  =  �̇�ℎ−�̇�𝑤+    ≥ 1                                                                                                                                                                                       (6) 

Because the numerical value of this indicator is always higher than one and thus can no more semantically be called an 

“efficiency”, this heating effectiveness is commonly called “coefficient of performance of heating (𝐶𝑂𝑃ℎ)”. 

The situation is different for the heat pump with cooling application of Figure 2b. The system receives electricity 

(�̇�𝑤 + = �̇�𝐾+) and provides cooling service to consumer by extracting energy (�̇�𝑓+) at low temperature and rejecting heat 

(�̇�𝑐−) to the environment at higher temperature. For this basic application, the cooling effectiveness 𝜺𝒇 is commonly 

defined in the literature by the following equation (Eq. 7) and is therefore not coherent for an effectiveness determined 

from the Eq. (5): 

𝜀𝑓  =  �̇�𝑓+�̇�𝑤+    ≥ 1                                                                                                                                                                                       (7) 

It can also take any numerical value between 0 and ∞, reason why it is commonly called coefficient of performance of 

cooling (𝐶𝑂𝑃𝑓) instead. For both applications of heating and cooling, the exergy efficiency based on Eq. (2) can be applied 

and the numerical value of these indicators are always lower than one, reason why we use the term of efficiency with the 

difference of the effectiveness: 𝜂ℎ =  �̇�𝑞ℎ−�̇�𝑤+ < 1                                                                                                                                                                                         (8) 

𝜂𝑓 =  �̇�𝑞𝑓−�̇�𝑤+ < 1                                                                                                                                                                                         (9) 

While the exergy efficiency definition Eq. (2) is general and applies to all systems, it is not the case of the effectiveness 

(Eq. 5). The latter cannot be applied to all technologies and/or energy conversion systems. It is indeed only valid for 

processes that take place above the atmospheric temperature (𝑇 ≥ 𝑇𝑎) and therefore must be adapted for refrigeration 

systems and also for any conversion systems providing simultaneously energy services for both heating and cooling. 

3. New approach for a general expression of the effectiveness 

3.1. A general expression of effectiveness applied to all technologies 

To circumvent some of the difficulties to define a general expression for the effectiveness we propose the following 

expression in such a way to highlight (�̇�0𝑡) which represents the difference between the inlet services (work, gas, 

biomass…) expended for the system and the outlet services (work, heating and/or cooling) delivered by the system: 

𝜀 =   ∑ [�̇�𝑡−]𝑡∑ [�̇�𝑡+]𝑡  = 1 −  �̇�0𝑡∑ [�̇�𝑡+]𝑡                                                                                                                                                           (10) 

Where ∑ [�̇�𝑡−]𝑡  is the total energy services provided or delivered by the system to users and ∑ [�̇�𝑡+]𝑡  represents the total 

energy services received by the system from utilities. Considering the different form of outlet energy services, the 

inlet/outlet energy services balance (�̇�0𝑡) can then clearly be formulated as follows:  

�̇�0𝑡 = ∑[�̇�𝑡+]𝑡 − (∑[�̇�𝑤−]𝑤 + ∑[�̇�ℎ−]ℎ + ∑[�̇�𝑓+]𝑓 )                                                                                                                  (11) 

Where each term (given in bracket) is a numerically positive value and the indices w, h and f refer to the types of energy 

services delivered or supplied by the system:  

• ∑ [�̇�𝑤−]𝑤  mechanical or electrical energy services that can be delivered by the system  

• ∑ [�̇�ℎ−]ℎ  hot services delivered by a system for a heating application 

• ∑ [�̇�𝑓+]𝑓  cold services supplied by a system for a cooling application  

This later term corresponds to a positive value because the main service in a cooling application is not to deliver heat but 

to capture heat at a temperature 𝑇𝑓 lower than that of the ambient like in a fridge or any refrigeration system.  

The inlet/outlet energy services balance (�̇�0𝑡) could also be obtained by using the First Law equation [1] and by separating 

the energy service terms from the total energy exchanged with the environment (�̇�𝑎−): 



 

 

∑ �̇�𝑤𝑘+  +   ∑ �̇�𝑖+𝑖𝑘 + ∑ �̇�𝑛+𝑛 = �̇�𝑎−                                                                                                                                                 (12) 

�̇�𝑎− may be exchanged in different forms such as heat transferred between the system and the environment, e.g. water, 

soil, air (�̇�0−) and/or flow energy evacuated to the atmosphere, e.g. exhaust gases (�̇�0−). The term �̇�0− may also include 

thermal losses due for example to the imperfection of the insulation. 

A distinction is made because the terms �̇�0−𝑎𝑛𝑑 �̇�0− may include some valuable energies taking into account that the level 

of temperature of the fluid 𝑇0 could be higher or lower than the ambient temperature 𝑇𝑎. This expression of the First Law 

Eq. (12) could also be reformulated by using the numerically positive values of energy services defined above and by 

highlighting the balance of energy exchanges with the environment: 

∑[�̇�𝑡+]𝑡 − (∑[�̇�𝑤−]𝑤 + ∑[�̇�ℎ−]ℎ + ∑[�̇�𝑓−]𝑓 ) = �̇�0− +  �̇�0−                                                                                                        (13) 

By subtracting the First law equation Eq. (13) from the inlet/outlet energy services equation Eq. (11), the inlet/outlet 

energy services balance (�̇�0𝑡) can lead to the following general equation, as function of the total energy exchanged 

between the system and its environment: �̇�0𝑡 = �̇�0− + �̇�0− − 2 ∑[�̇�𝑓+]𝑓                                                                                                                                                            (14) 

This result shows clearly the difference between the heating and cooling application in term of the effectiveness. In a 

heating application, �̇�0𝑡 is equal to the total energy exchanged with the environment (�̇�𝑎− = �̇�0− +  �̇�0−) but it is not the 

case for a cooling application where �̇�𝑓+ ≠ 0. This result can be interpreted by the fact that the cold utility (or refrigerant) 

in the system is considered in the balance for both capturing heat from the user and providing cooling services to the same 

user. 

Example of a simple heat pump system for heating application 

Let us apply this definition to the previous examples, starting with the case of the heat pump for heating (Figure 2a). The 

energy service provided to customers corresponds to �̇�ℎ− and the energy service received by the system is the electrical 

power (�̇�𝑘+). There are no cooling services and no work or electric production for this application: 

- ∑ [�̇�ℎ−]ℎ  =  �̇�ℎ− Heating service 

- ∑ [�̇�𝑓+]𝑓  =  0 No cooling service for this application 

- ∑ [�̇�𝑤−]𝑤   =  0  No work or electrical production  

There is no flow exchanged with environment (�̇�0− =  0) and the heat exchanged with environment is represented by �̇�0− =  �̇�𝑠−. The energy balance based on the two equations of energy services Eq. (11) and energy exchange between the 

system and the environment Eq.(14) can be done as:  �̇�0𝑡 =  �̇�𝑘+ −  �̇�ℎ− = �̇�𝑎− − �̇�𝑠+                                                                                                                                         (16a) 

Therefore, the effectiveness of the general Equation Eq. (10) corresponds to 𝐶𝑂𝑃ℎ according to: 

𝜀ℎ  =  1 − �̇�𝑘+ − �̇�ℎ−�̇�𝐾+ = �̇�ℎ−�̇�𝐾+   =  𝐶𝑂𝑃ℎ                                                                                                                                          (16𝑏) 

𝜀ℎ =  1 +   �̇�𝑠+ �̇�𝐾+                                                                                                                                                                                    (16𝑐) 

A same result can be obtained by using Eq. 5 for this process of heating services which takes place above the atmospheric 

temperature.  

Example a simple refrigeration system for cooling application: 

In the case of the refrigeration unit of Figure 2b, the energy service provided to customers corresponds to �̇�𝑓+ and the 

energy service received by the system is the electrical power (�̇�𝑘+). There are no heating services and no work or electric 

production for this application: 

- ∑ [�̇�𝑓+]𝑓  =  �̇�𝑓+ Cooling service 

- ∑ [�̇�ℎ−]ℎ  =  0 No heating service for this application 



 

 

- ∑ [�̇�𝑤−]𝑤   =  0  No work or electrical production  

There’s no flow exchanged with environment (�̇�0− =  0) and the heat exchanged with environment is represented by �̇�0− = �̇�𝑐−. The energy balance based on the two equations of energy services Eq. (11) and energy exchange between the system 

and the environment Eq. (14) can be done as:  �̇�0𝑡 =  �̇�𝑘+ −  �̇�𝑓+ = �̇�𝑐−  − 2 �̇�𝑓+                                                                                                                                     (17a) 

Therefore, the effectiveness of the general Equation (Eq.10) corresponds to 𝐶𝑂𝑃𝑓 according to: 

𝜀𝑓  =  1 − �̇�𝑘+ − �̇�𝑓+�̇�𝐾+ = �̇�𝑓+�̇�𝐾+   =  𝐶𝑂𝑃𝑓                                                                                                                                           (17𝑎) 

𝜀𝑓 =  1 −   �̇�𝑐− −  2 �̇�𝑓+ �̇�𝐾+                                                                                                                                                                    (17𝑎) 

This result could not be obtained with Eq. (5) for this process of refrigeration that take place at a temperature level below 

the atmospheric temperature and also for any energy conversion processes providing simultaneously energy services for 

both heating and cooling (for example with heat pumps in cogeneration). For such cogeneration applications, the energy 

balance based on Eq. (11) and Eq. (14) can be done as:  �̇�0𝑡 =  �̇�𝑘+ −  �̇�ℎ− − �̇�𝑓+ =  −2 �̇�𝑓+                                                                                                                                 (18a) 

Therefore, the effectiveness of the general Equation Eq. (10) corresponds to 𝜀 = 𝜀ℎ + 𝜀𝑓 according to: 

𝜀 =  1 −  �̇�𝑘+ −  �̇�ℎ− − �̇�𝑓+�̇�𝐾+ = �̇�ℎ− + �̇�𝑓+�̇�𝐾+   =  𝜀ℎ + 𝜀𝑓                                                                                                                 (18𝑏) 

𝜀 =  1 +   2 �̇�𝑓+ �̇�𝐾+  =   1 + 2 𝜀𝑓                                                                                                                                                          (18𝑐) 

Considering Eq. (18b) and Eq. (18c), we can deduce the well-known simple relation between the effectiveness for heating 

(𝜀ℎ) and cooling (𝜀𝑓):  𝜀ℎ = 𝜀𝑓  +  1                                                                                                                                                                                          (19) 

3.2. A general relationship between energy and exergy indicators 

From the equations of exergy efficiency (Eq.2) and effectiveness (Eq.10), a generic relationship can be deduced for the 

overall exergy losses and efficiencies of any energy conversion technologies as a function of the conventional 

performance indicators (engine efficiency, efficiency based on Lower Heating Value or on Higher Heating Value, heating 

coefficient of performance, cooling coefficient of performance) most commonly used by engineers to estimate various 

energy losses of a system: �̇��̇�0𝑡  =   1 − 𝜂1 − 𝜀  .  𝑅𝐸/𝑋                                                                                                                                                                          (20) 

Where 𝑅𝐸/𝑋 represents the ratio of exergy services received by the system (∑ [�̇�𝑢𝑡+ ]𝑡 ) to the energy services expanded for 

the system (∑ [�̇�𝑡+]𝑡 ). This ratio of exergy/energy is generally known for different sources and/or technologies. For electric 

vapor compression heat pumps, it is equal to the unity (𝑅𝐸/𝑋 = 1); for thermal power cycle units, it corresponds to the 

Carnot factor related to the temperature level of the source (𝑅𝐸/𝑋 = 1 − 𝑇𝑎 �̅�𝑔⁄ ); For industrial fuels in combustion boilers, 

it can be determined by the coefficients given in [6, 7]. 

Such a general formulation of Eq. (20) can be applied to develop explicit relations between the global exergy losses (�̇�) 

and the external energy exchanges (�̇�0𝑡) with the environment (taken from and/or released to environment) and for any 

energy conversion technologies.  

In fact, �̇�0𝑡 represents the difference between the inlet and the outlet energy services and can be determined or estimated 

in any case without any knowledge of the entropy. This can be very useful for practitioners to determine and know the 

exergy performance of any energy system based solely on energy balance terms and the effectiveness of the system. 



 

 

4. Explicit relations of exergy losses for cogeneration technologies  

4.1. Combined heat and power cogeneration systems  

Any energy conversion system receiving heat-energy services (�̇�𝑔+) from a hot source at a given temperature level (�̅�𝑔) 

to both produce mechanical or electrical energy services (�̇�𝑤−) and supply heat energy services (�̇�ℎ−) to a heating system 

at a lower temperature level (�̅�ℎ) is considered as a combined heat and power system. 

There are many types of power-heat cogeneration plants based on steam turbine (ST) or organic fluid turbine (ORC), gas 

turbine (GT) and combined gas-steam cycle power plant technologies (CC), which can be found in particular in the 

chemical or food industry, in household waste incineration plants and of course in district heating thermal power stations. 

Figure 3 shows an example of a cogeneration plant with a power plant combining electricity and heat using the thermal 

energy of combustion gases in a boiler to generate steam which drives a power generation turbine. Steam extraction at an 

intermediate enthalpy level is used to provide energy services for the production of superheated water for a district heating 

network. 

 

Figure 3: Schematic diagram of the example of steam turbine cycle cogeneration system 

 

Other more decentralized cogeneration systems based on internal combustion engine or fuel cell technologies are used 

for small scale applications, e.g. in building. 

For the example of the cogeneration system given in figure 3: the hot source is represented by the combustion gases (�̇�𝑔+) 

in the boiler, the output energy services are the net electricity production (�̇�𝑤− = �̇�𝑇− − �̇�𝑃+, meaning the balance between 

the production in the turbine and the consumption in the various pumps) and the heat energy (�̇�ℎ−) obtained from the vapor 

extraction is to supply the heating circuit in the network.  

Let us consider the general case of cogeneration where �̇�𝑎− represents the heat losses to the atmosphere because of non-

perfect insulated components, �̇�0− the quantity of energy released from the condenser and �̇�0− the exhaust energy out of 

the boiler. In this case, �̇�0𝑡 can be expressed by the following relations for steady state operation and based on Eq. (11) 

and Eq. (14): �̇�0𝑡 = �̇�𝑔+ − (�̇�𝑤− + �̇�ℎ−)                      �̇�0𝑡 = �̇�𝑎− + �̇�0− + �̇�0−                                                                                                      (21) 

Thus, the effectiveness for cogeneration (𝜀) based on Eq. (10) can be given by: 

𝜀 =  1 −  �̇�0𝑡�̇�𝑔+ = �̇�𝑤− + �̇�ℎ−�̇�𝑔+   =  𝜀𝑒 + 𝜀ℎ                                                                                                                                           (22) 

Where 𝜀𝑒 = �̇�𝑤− �̇�𝑔+⁄  represents the effectiveness for electricity production and 𝜀ℎ = �̇�ℎ− �̇�𝑔+⁄  represents the effectiveness 

for heating. A same result can be obtained by using Eq. 5 for this process of cogeneration which takes place above the 

atmospheric temperature. 

Same reasoning can be applied to determine the overall exergy efficiency (𝜂) by the general equation (Eq. 2): 

𝜂 =   �̇�𝑤− + �̇�𝑞ℎ−�̇�𝑞𝑔+                                                                                                                                                                                      (23) 

Where �̇�𝑞𝑔+  represents the heat-exergy received by the system from the hot source and �̇�𝑞ℎ−  represents the heat-exergy 

provided by the system to the user for heating. 

The exergy efficiency can then be determined by considering the Carnot factors related to the temperature levels of the 

hot source (�̅�𝑔) and of the heating system (�̅�ℎ): 



 

 

𝜂 =   �̇�𝑤−  +  (1 − 𝑇𝑎�̅�ℎ ) �̇�ℎ−(1 − 𝑇𝑎�̅�𝑔 ) �̇�𝑔+ =   𝜀𝑒 + (1 − 𝑇𝑎�̅�ℎ ) 𝜀ℎ1 − 𝑇𝑎�̅�𝑔                                                                                                                         (24) 

In general, these temperature levels of the source and the heating system are initially known. Thus, improving the exergy 

performance of a cogeneration system shall involve also improving the effectiveness (𝜀 = 𝜀𝑒 + 𝜀ℎ ) and therefore 

minimizing the total energy released to the environment Eq. (21). To illustrate this, we can apply the general expression 

for exergy losses Eq. (10) by replacing the exergy efficiency 𝜂 by its value defined in Eq. (24). We can thus express the 

exergy losses in the most general form by the following relations: 

�̇�𝑔 =  [ 1 + 𝑇𝑎1 − 𝜀  (𝜀ℎ�̅�ℎ − 1�̅�𝑔 ) ] �̇�0𝑡                                                                                                                                                 (25) 

Or on the basis of the system input energy: 

�̇�𝑔 =  [ 1 − 𝜀 + 𝑇𝑎  (𝜀ℎ�̅�ℎ − 1�̅�𝑔 ) ]  �̇�𝑔+                                                                                                                                               (26) 

Two components of exergy losses can be distinguished: external exergy losses that are exactly equal to the energy releases 

to the environment (and therefore become zero for a system without energy exchange with the atmosphere) and internal 

exergy losses (exergy destruction) that are related to the temperature difference between source and user. The exergy 

losses by destruction in the system increase not only with the temperature difference but are lower the higher the source 

and user temperature levels are. The lower the temperature levels, the higher the losses for the same temperature 

difference. 

Equation (24), Eq. (25) and Eq. (26) are general for any cogeneration system with or without combustion exhaust gases, 

using for example boiler, gas turbine or internal combustion engine technologies for which the overall effectiveness is 

less than unity (ε<1) taking into account the exhaust losses to the chimney (�̇�0−) as well as the possible heat losses to the 

atmosphere (�̇�𝑎−) because of the high gas temperature. They can also be used for various particular or supposed cases for 

power generation only (powerplants), for small organic ranking cycles with cogeneration effectiveness close to unity 

(ε<1) and/or for simple heating applications with boilers or network substations with a perfectly insulated heat exchanger. 

Case of a powerplant: Zero effectiveness for heating (𝜀ℎ=0) corresponds to a power system where the energy received 

from the hot source is only for producing mechanical or electrical energy and all energy that can be recovered from the 

cold source at lower temperature Th is destroyed to the atmosphere. This is the case for example for many power-plants. 

Thus, Eq. (24) and Eq. (26) become:  

𝜂 = 𝜀𝑒1 − 𝑇𝑎 �̅�𝑔⁄                            �̇�𝑔 = [ 1 − 𝜀𝑒 − 𝑇𝑎�̅�𝑔 ]  �̇�𝑔+                                                                                                             (27) 

This is a well-known and particular relationship between the exergy efficiency of a power system, the effectiveness and 

the ideal effectiveness based on the Carnot factor. 

Case of a cogeneration system based on Organic Rankine Cycle: Effectiveness of cogeneration equal to unity (𝜀=1) 

corresponds to a perfectly insulated–cogeneration system (�̇�𝑎− = 0) without any exhaust energy to the atmosphere (�̇�0− =0) and where the energy received from the hot source is totally used for producing mechanical or electrical energy and 

all residual and available energy of the cold source at lower temperature �̅�ℎ is recovered for cogeneration. The external 

energy losses are zero (�̇�0𝑡 = 0) and part of the exergy received is destroyed in the system.  It is the case for example for 

cogeneration systems using closed power-cycles e.g. with organic rankine cycles which are supposed to be perfectly 

insulated. Equations (24) and Eq. (26) become:  

𝜂 = 1 − 𝑇𝑎 �̅�ℎ⁄ (1 − 𝜀𝑒)1 − 𝑇𝑎 �̅�𝑔⁄                �̇�𝑔 = [ 𝑇𝑎  (1 − 𝜀𝑒�̅�ℎ − 1�̅�𝑔 ) ]  �̇�𝑔+                                                                                            (28) 

Case of a heating system with boiler or heat exchanger only: Zero effectiveness for electricity (𝜀𝑒=0) corresponds to 

a heating system where the energy received from the hot source is only for supplying heat energy services (�̇�ℎ−) to a 

heating system at a lower temperature level (�̅�ℎ). Losses to the atmosphere (�̇�0𝑡− ) can take place in different forms, due 

for example to a defect in the insulation of system components (�̇�𝑎− = 0) or for exhaust gases (�̇�0− = 0). This is the case 

for example for heat transfer process with boiler or heat exchanger. Thus, Eq. (26) and Eq. (28) become:  



 

 

𝜂 = 1 − 𝑇𝑎 �̅�ℎ⁄1 − 𝑇𝑎 �̅�𝑔⁄  𝜀ℎ                       �̇�𝑔 = [ 1 − 𝜀ℎ + 𝑇𝑎  (𝜀ℎ�̅�ℎ − 1�̅�𝑔 ) ]  �̇�𝑔+                                                                                     (29) 

For all these above applications, one can show the important role of the temperature in the assessment of the overall 

exergy losses or efficiencies. To illustrate this, let us consider for example Eq. (31) by using the temperature difference 

(∆𝑇 = �̅�𝑔 − �̅�ℎ) between the hot gases and the heating process. The following expressions are obtained: 

�̇�ℎ = [(1 − 𝜀ℎ) (1 − 𝑇𝑎�̅�𝑔) + 𝜀ℎ  𝑇𝑎�̅�𝑔  ∆𝑇�̅�ℎ  ] �̇�𝑔+                                                                                                                                   (30) 

𝜂ℎ  =  𝜀ℎ  [ 1 −  𝑇𝑎�̅�𝑔 − 𝑇𝑎   ∆𝑇�̅�ℎ  ]                                                                                                                                                          (31) 

Two components of exergy losses can be distinguished: external heat transfer exergy losses that are rather related to the 

temperature level of the source (and therefore become zero for a system without energy exchange with the atmosphere) 

and internal heat losses (devaluation of energy) that are related to the temperature difference between source and user. 

The exergy losses by external transfer do increase with the temperature level of the source while the exergy losses by 

internal heat devaluation increase not only with the temperature difference but are lower the higher the source and user 

temperature levels are. The lower the temperature levels, the higher the exergy losses for the same temperature difference. 

The temperature therefore plays an important role in the assessment of the overall exergy losses and irreversibilities. 

These expressions of exergy losses Eq. (30) and efficiency Eq. (31) for a heat transfer process not only classify but also 

define the qualities that any heat transfer system between a source and a user must have. Figures 4 show for a given 

effectiveness like in a heat exchanger (𝜀ℎ = 1) the influence of temperature difference between hot and cold streams on 

the specific exergy loss and efficiency in the heat transfer process, by considering respectively the parametric curves of 

the consumer's useful temperature (�̅�ℎ) and the temperature level of the hot source (�̅�𝑔).  The specific exergy loss is given 

by the following 𝛼𝐿 = �̇�𝑔 �̇�𝑔+⁄ . 

 

Fig. 5: The effect of the differential temperature on the exergy performance of a heat transfer process with parametric 

curves corresponding to the consumer's useful temperature (�̅�ℎ) 

Zero heating effectiveness (𝜀ℎ = 0) corresponds to a heat transfer system where all energy received from the hot stream 

is destroyed to the atmosphere. It is the case for example for an air-cooler. Thus, Eq. (24) and Eq. (26) become:  

 �̇�𝑔 = [(1 − 𝑇𝑎�̅�𝑔) ] �̇�𝑔+                         𝜂 = 0                                                                                                                                      (32) 

In the case of a perfectly insulated heat exchanger, the effectiveness is assumed to be equal to unity (𝜀ℎ = 1). The 

external heat transfer losses are zero and part of the exergy received is destroyed by internal heat devaluation. Equation 

(32) and Eq. (33) become:  

 �̇�𝑔 = 𝑇𝑎�̅�𝑔  ∆𝑇�̅�𝑔 − ∆𝑇 �̇�𝑔+                         𝜂𝑡 = 1 −   𝑇𝑎�̅�𝑔 − 𝑇𝑎   ∆𝑇�̅�𝑔 − ∆𝑇                                                                                              (33) 



 

 

For the same temperature difference between the hot source (hot gases) and user (heating system), the heat exchange is 

better for a hot source at higher temperature. This is why, for the same temperature difference, the exergy losses in a heat 

exchanger for domestic hot water production or for LT heating system are greater than those in a substation of a HT 

district heating system.  

This is also the case for example with heat exchangers for the production of domestic hot water, for heating in district 

heating substations between the superheated water and the water for heating or for heat production in water-cooled boilers. 

 

4.2. Heating and cooling with heat pump cogeneration systems 

Heating and/or cooling installations are often composed of many components that exchange energy with a thermodynamic 

circuit. These energy exchanges can take place in various forms, involving different processes, including vapor 

compression and absorption heat pump/refrigeration cycles most commonly investigated by engineers. Modern 

installations of heat pumps are used in cogeneration with combined heating and cooling. Figure 6 shows an example of 

such a system with a heat pump combining heating and cooling. It allows to capture low temperature energy from the 

environment �̇�𝑠+ (i.e. Lake or geothermal) at a certain temperature level (�̅�0), to transfer heat to a fluid (principal circuit) 

via a heat exchanger and to use it as a cold source in a heat pump to provide a heating service (�̇�ℎ−) necessary for hot 

water production (�̅�ℎ). The cold fluid out of the heat pump is transported through a network of pipes to supply cooling 

energy to the consumer and returns back to the heat exchanger. The cooling service are represented with the flow or 

transformation energy service (�̇�𝑓+) at temperature level (�̅�𝑓). 

 

Fig. 6 Example of a combined heating and cooling system 

The circulation of the heat transfer fluid is ensured by a circulating pump that overcomes the total pressure losses of the 

network. �̇�𝑃+ represents the electrical power consumed by the circulating pump and �̇�𝐾+ is the electrical power consumed 

by the heat pump. The input energy services are the net electricity consumption (�̇�𝑤+ = �̇�𝑃+ + �̇�𝐾+). There is no work or 

electric production for this application: 

- ∑ [�̇�𝑓+]𝑓  =  �̇�𝑓+ Cooling service, �̇�𝑓+ = �̇� (ℎ𝑐𝑧1 − ℎ𝑐𝑧2) 

- ∑ [�̇�ℎ−]ℎ  =  �̇�ℎ− Heating service for this application 

- ∑ [�̇�𝑤−]𝑤   =  0  No work or electrical production  

As the system is considered perfectly insulated (heat losses to the atmosphere are null) and there is no flow exchanged 

with environment (�̇�0− =  0), the heat exchanged with environment is represented by �̇�0− =  �̇�𝑠−. The energy balance based 

on the two equations of energy services Eq. (11) and energy exchange between the system and the environment Eq. (14) 

can be done as:  �̇�0𝑡 =  �̇�𝑤+ − �̇�ℎ− −  �̇�𝑓+                         �̇�0𝑡 = − (�̇�𝑠+ + 2 �̇�𝑓+)                                                                                        (34) 

Therefore, the effectiveness of the general Equation Eq. (10) corresponds to the total effectiveness according to: 

𝜀 =  1 −  �̇�0𝑡�̇�𝑤+ = �̇�ℎ− + �̇� (ℎ𝑐𝑧1 − ℎ𝑐𝑧2)�̇�𝑤+   =  𝜀ℎ + 𝜀𝑓                                                                                                                   (35) 

𝜀 =  1 +  �̇�𝑠+ + 2 �̇� (ℎ𝑐𝑧1 − ℎ𝑐𝑧2)�̇�𝑤+ = 𝜀0 + 2𝜀𝑓                                                                                                                           (36) 



 

 

Where 𝜀ℎ = �̇�ℎ− �̇�𝑤+⁄  and 𝜀𝑓 = �̇�𝑓+ �̇�𝑤+⁄  respectively represent the effectiveness for heating and cooling and the term given 

by the following 𝜀0 = 1 + �̇�𝑠+ �̇�𝑤+⁄  characterizes the amount of energy taken from the environment.  

When considering equation Eq. 34, one also can demonstrate that 𝜀0 represents the difference between the effectiveness 

for heating and cooling (𝜀0 = 𝜀ℎ − 𝜀𝑓). In the case of adiabatic components with no heat transfer losses and no energy 

withdrawal from the source (�̇�𝑠+ = 0, 𝜀0 = 1), we find the same relation Eq. (19) between the effectiveness of heating 

( 𝜀ℎ ) and cooling ( 𝜀𝑓 ) for a simple heat pump. This shows that the total effectiveness ( 𝜀 ) of such a combined 

heating/cooling cogeneration system also depends on this percentage of energy taken from the environment (1 − 𝜀0). 

These results based on Eq. (35) and Eq. (36) could not be obtained by using Eq. (5) for this process of cogeneration 

involving cooling services which take place at a temperature level below the atmospheric temperature. 

Same reasoning can be applied to demonstrate that, the exergy performance of the system not only depends on the 

effectiveness of heating (𝜀𝑓) and cooling (𝜀𝑓) but also on the energy exchanged the environment (1 − 𝜀0). To illustrate 

that, let us first apply the general expressions of exergy efficiency Eq. (2) by considering the Carnot factors related to the 

temperature level of heating (�̅�ℎ) and cooling (�̅�𝑓).  The overall exergy efficiency for heating/cooling cogeneration (𝜂) is: 

𝜂 =   �̇�𝑞ℎ− + �̇�𝑦𝑓−�̇�𝑤+ = (1 − 𝑇𝑎�̅�ℎ ) 𝜀ℎ + (𝑇𝑎�̅�𝑓 − 1) 𝜀𝑓                                                                                                                          (37) 

Or then: 

𝜂 =  𝜀0 − 𝑇𝑎  (𝜀ℎ�̅�ℎ − 𝜀𝑓�̅�𝑓  )                                                                                                                                                                  (38) 

Where �̇�𝑤+ represents the work-exergy received by the system, �̇�𝑞ℎ−  represents the heat-exergy provided by the system to 

the user for heating and �̇�𝑦𝑓−  represents the flow-exergy provided by the system to the user for cooling. 

By replacing the exergy efficiency 𝜂 by its value defined in Eq. (20). We can thus express the exergy losses in the most 

general form by the following relations: 

�̇�𝑔 =  [ 1 − 𝜀0 + 𝑇𝑎  (𝜀ℎ�̅�ℎ − 𝜀𝑓�̅�𝑓  ) ]  �̇�𝑤+                                                                                                                                              (39) 

Two components of exergy losses can be distinguished: external exergy losses that are exactly equal to the energy taken 

from the environment and internal exergy losses (with irreversibilities) that are related to the temperature difference 

between heating and cooling consumers. The internal exergy losses in the system increase not only with the temperature 

difference but are lower the higher the temperature levels.  

Equations (38) and (39) are general for any combined heating and cooling system using a heat pump technology with 

additional energy taken from the environment e.g. 𝜀0 ≠ 1. For a particular case of a simple heat pump cogeneration 

application without any energy captured from the environment (�̇�𝑠+ = 0, 𝜀0 = 1), Eq. (38) and Eq. (39) become:  

𝜂 =  1 − 𝑇𝑎  (𝜀ℎ�̅�ℎ − 𝜀𝑓�̅�𝑓 )                        �̇�𝑔 = [ 𝑇𝑎  (𝜀ℎ�̅�ℎ − 𝜀𝑓�̅�𝑓 ) ] �̇�𝑤+                                                                                            (40)  

Equations (38) and (39) can also be used for particular cases of a thermopump for heating only (𝜀0 = 1, �̅�𝑓 = 𝑇𝑎) or of a 

frigopump for cooling only (𝜀0 = 1, �̅�ℎ = 𝑇𝑎). For example, by combining Eq. (20) and Eq. (38), we found the well-

known and particular relationships between the exergy efficiency of a heat pump cycle, the coefficient of performance 

(effectiveness) and the ideal effectiveness based on the Carnot factor: 

For a thermopump (�̅�𝑓 = 𝑇𝑎): 

𝜂ℎ =  𝜀ℎ  (1 − 𝑇𝑎�̅�ℎ  )                               𝐶𝑂𝑃ℎ = 𝜂ℎ ∙  �̅�ℎ�̅�ℎ − 𝑇𝑎                                                                                                       (41) 

For a frigopump (�̅�ℎ = 𝑇𝑎):  

𝜂𝑓 =  𝜀𝑓  (𝑇𝑎�̅�𝑓 − 1)                              𝐶𝑂𝑃𝑓 = 𝜂𝑓 ∙  �̅�𝑓 𝑇𝑎 − �̅�𝑓                                                                                                         (42) 



 

 

 

5. Conclusion 

A general expression of the effectiveness applied to all technologies is proposed in this study. It is based on the First Law 

of thermodynamics by separating the energy service terms (inlet services in term of work, gas and/or biomass expended 

for a system and outlet services in term of work, heating and/or cooling delivered by the system) from the total energy 

exchanged with the environment. A clear difference between the heating and cooling processes is observed based on a 

general formula of energy services balance. In the case of a heating process, the difference between the inlet and outlet 

energy services is exactly equal to the total energy exchanged with the environment but it is not the case for a cooling 

application for which the energy exchanged with the refrigerant (cold utility) need properly to be considered in the balance 

by accounting for both the cooling services supplied by system to the user and the same quantity of energy received or 

captured by the system from the user.  

Based on this new approach of effectiveness and the existing exergy efficiency formulation, a generic relationship 

between energy and exergy losses has been proposed. It allows to provide simple and generic expressions of exergy losses 

and efficiencies of any energy systems in relation to the conventional performance indicators (thermal efficiency, heating 

coefficient of performance, cooling coefficient of performance) most commonly used by engineers to estimate the various 

losses of a system. Such a method has been applied for complex cogeneration systems (combining power, heating and/or 

cooling) but also for single energy components, e.g. boilers, heat exchangers and air-coolers to show the benefit. The 

overall exergy efficiency and losses of such systems explicitly are given in function of the effectiveness. 

Main results and advantages of such an approach are: Having a unique formula of effectiveness for both heating and 

cooling applications and creating the link between the known performance indicators; Providing a general relationship 

between exergy efficiency and effectiveness of any system; Performing the exergy analysis of common installations 

without any knowledge of entropy; Providing simple and generic relations of exergy efficiencies and losses and/or 

estimating the detailed distribution of the exergy losses of a system according to the different forms of energy losses (heat 

losses, exhaust gases, heat energies taken from or released to the environment, e.g. water, soil and air). 

These can be very useful for practitioners to determine and know the exergy performance of any energy system based 

solely on energy balance terms and thus the effectiveness of the system. 

Nomenclature 
 

Roman symbols 

E work energy, exergy, J 

k co-enthalpy, J 

L global exergy losses, J �̇� mass flow rate, kg/s 

Q heat energy, J 

Y flow or transformation energy, J 

T temperature, K 

U utility, energy service, J 

 

Greek symbols 

η exergy efficiency 𝜀 effectiveness 

 

Subscripts and superscripts 

a ambient, atmosphere 

f cooling service 

h heating service  

K compressor 
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Abstract: 
Efficiency of a gas turbine engine is directly impacted by the turbine inlet temperature and the corresponding 
pressure ratio.  A major strategy, aside from use of costly high-temperature blade materials, is increasing the 
turbine inlet temperature by internally cooling the blades using pressurized air from the engine compressor.  
Understanding the fluid mechanics and heat transfer of internal blade cooling is therefore, of paramount 
importance for increasing the temperature threshold, hence increasing engine efficiency.  This paper presents 
results of a novel cooling approach, i.e., the use of Ranque-Hilsch vortex flow for first row gas turbine blade 
cooling.  Test results clearly demonstrate the successful formation of continuous Ranque-Hilsch vortex flow 
by injecting compressed air into a cylindrical chamber equipped with seven air inlets.  Separated boundaries 
of the reversed flow with detectable boundaries were accompanied by a significant drop in temperature on the 
cold stream side.  At inlet pressure of 63 kPa, the outlet temperature from the vortex tube dropped below 0oC, 
which allowed blade temperature drop of about 200 °C. The thermal efficiency of the gas turbine increased 
from 40% to 43% by vortex-cooling the blades with 10% mass of compressed air extracted at about 910 kPa. 
For the tested scenario of a 17 MW engine, the partial extraction had a better efficiency increment than 
extraction at full compression which was 1200 kPa. 

Keywords: 
Thermodynamics; Gas turbine engine, internal blade cooling, thermal efficiency, power output, Ranque-Hilsch 
vortex flow, experiment. 

1. Introduction 
The life cycle of a gas turbine engine blade is most affected by high the operating temperature, constant 
centripetal loading, and thermally induced stresses, particularly during start-up and shutdown.  The thermal 
efficiency of the engine increases with the increase of the pressure ratio and the firing temperature which 
increases the turbine rotor inlet temperature (TRIT).  As the firing temperature increases, the heat transferred 
to the turbine also increases, rising above the material temperature threshold which requires mitigation 
measures of material failure if upholding the high temperature is desired to maintain high efficiency.  This 
requires internal cooling of the rotor blades. Significant research has been going on for decades to design an 
internal cooling system particularly for the first-stage blades, to achieve higher firing temperature.  Effective 
internal cooling of the rotating blades is a significant challenge, compounded by wake-induced turbulence and 
unfavorable area ratios between inner and outer surfaces [1] [2]. This can cause formidable challenges to 
turbine internal cooling.  
Various cooling techniques are applied on the turbine blade to keep the working temperature within a safety 
limit [3] [4] [5].  It is a common practice to cool high-pressure turbine blades using air from the compressor 
which is routed through the turbine blades thereby lowering its temperature.  Swirl cooling is one of the many 
techniques used for such cooling. The idea is to route swirling air from the compressor through the turbine 
blade’s internal passages [6]. The first rows of turbine blades typically operate at a temperature that exceeds 
1,200 oC [7] [8] [9], and therefore, may greatly benefit from internal cooling if higher firing temperature is to be 
entertained. 
Analytical and experimental modeling in the leading-edge area of the blade, with regard to internal swirl cooling 
systems, could result in optimization of turbine blade designs with respect to heat transfer, cost, and 
performance, as well as reduced downtime [10] [11] [12]. Adding complexity to the demanding task of 
managing high temperature without its accompanying penalties is the driving desire for a long-term life cycle 
without frequent inspections and overhauls.  Turbine blades withstanding high temperatures and constant 
mechanical stresses, which limit the turbine blade life cycle, may also cause permanent material deformation  
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[13] [14]. These can also cause local plastic yielding while contributing to material creep [15].  Some innovative 
techniques have been proposed to improve the convective heat transfer for internal cooling of gas turbine 
airfoils, including rib turbulators, pin fins, dimpled surfaces, impingement cooling, and swirl flow cooling [16] 
[17] [18] [19] [20].  
Of particular interest here, the topic of our research, is “swirl cooling” which induces a reverse flow.  One such 
innovative approach is discussed by Glezer et al. [14] who present experimental results comparing three 
separate studies. The research provided a better understanding of the screw-shaped swirl cooling technique 
for heat transfer in internal swirl flow, where heated walls were applied and a screw-shaped cooling swirl was 
generated, introducing flow through discrete tangential slots. The authors mention that the Coriolis forces play 
an important role in enhancing the internal heat transfer when their direction coincides with a tangential velocity 
vector of the swirl flow. 
Another paper on the same subject of swirl cooling, [21] states that the local surface Nusselt numbers increase 
when increasing the Re number (the range in this study was from 6,000 to about 20,000).  As a result, the 
local swirl chamber heat transfer and flow structure are linked to increased advection as well as notable 
alterations to vortex behavior near the concave surfaces of the swirl chamber. One key result was that, along 
with the Nusselt number, the changes of surface heat transfer downstream of each inlet increased sharply 
when compared to other locations.  Hedlund et al. [21] observe that as the turbulent flow becomes more 
pronounced, the axial and circumferential velocities get larger and intensify the turning of the flow from each 
inlet. 
Other studies show that blade internal swirl cooling is effective and can afford long term life to blades especially 
if employed in tandem with advanced blade alloys [22] [23]. Experiments conducted by Ligrani et al. [3], Moon 
et al. [1], and Glezer et al. [13] introduced an internal cooling structure as one way to attend to high temperature 
management in gas turbine cooling, Fig. 1. 

 
Figure 1: Turbine blade leading edge internal cooling design, [4]. 

The above summaries of recent developments in turbine blade internal cooling show advances in several 
fronts.  However, the idea of applying the Ranque-Hilsch vortex flow for internal blade cooling has never been 
investigated.  Thus, the focus of this study is to conclusively prove that sustained reverse flow with 
accompanying temperature drop can be produced, which allows the use of the cold stream for a gas turbine 
blade internal cooling.  The vortex flow is injected tangentially through holes to induce the vortices, as shown 
in Fig. 2. 

 
Figure 2: Cylindrical chamber geometry with seven air inlets, [24]. 
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2. Experimental setup 
The main piece of the lab setup for the vortex flow cooling experiment is LaVision Stereo-PIV system, which 
includes a LaVision PC, two ImagerproX cameras, two Nd-YAG lasers, and LaVision particle seeder as shown 
in Fig. 3. The cameras are mounted on a stand equipped with stepper motors, allowing it to travel freely along 
the chamber length. The fluid is seeded with olive oil particles that have diameters in the range of 1-3 m and 
specific gravity of 0.703. These oil tracer particles are chosen because they are small enough that they have 
little inertia; validating the tracer particle motion best reflects the actual flow path. The seeding particles in the 
fluid distribute the laser light, which is captured by the video acquisition system. The Nd-YAG laser is a 
Pegasus PIV with a wavelength of 527 nm and maximum energy of 20 mJ per pulse. The Nd-YAG laser serves 
as the illumination source for the PIV system and is manipulated through the appropriate use of optical 
instruments to produce a laser sheet of 2 mm thickness on the chamber’s bottom wall. This setup allows the 
illumination of planes parallel to the vertical axis. Two high-speed and high-resolution CCD cameras (Phantom 
v7.3. 800_600 pixels, 12 bit) capture images of the illuminated PIV particles at a rate of 100 frames per second. 
With that frame rate, 2000 images are acquired over a period of 10 seconds, similar to the measurement 
duration in the experiment conducted by others [12-13]. 

 
Figure 3: Hardware setup. 

DaVis is utilized to collect PIV data, all data points are taken and collected in one file set which exports time-
average velocity and is post-processed in DaVis to be transferred into MATLAB. MATLAB cleans up DaVis 
raw data and allows the calculation of crucial flow field variables. All velocity calculations are conducted in 
MATLAB, followed by a file structure that prepares data for visualization in Tecplot 360, which is used for data 
visualization. One advantage of using Tecplot 360 is that it provides powerful flow visualization options. 
Created some macros to automate visualization procedures. To create smooth transitions in between data 
points, a data interpolation scheme was employed. 

3. Generating a Ranque-Hilsch vortex flow 
Before committing to the use of the cold stream of the Ranque-Hilsch flow, it would behoove us to first 
scrutinize its occurrence within the theoretical scope presented above, with an accompanying temperature 
drop - significant enough to cool the gas turbine blades. 
3.1. Theoretical justification, Navier Stokes Eq. and CFD 
The Navier-Stokes, centrifugal force, and centrifugal velocity equations can be used to show prevalence of the 
reverse flow in the cylindrical chamber. Once preliminary values were entered, the results show a radial 
pressure drop of about 140 Pa, which spans from the gauge pressure at the inlet of approximately 340 Pa, as 
clearly illustrated in Fig. 4. 

 
Figure 4: Radial pressure drop estimate. 
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CFD simulations can further lay evidence to predict the loadings and flow distributions of blade rows, including 
for end-wall regions.  As a tool, CFD can produce valuable outputs, albeit its limitations in predicting turbine 
heat transfer, mainly because of constraints in modeling turbulence and vortices, uncertainty of boundary 
conditions, and the inherent flow unsteadiness in turbomachinery.  Here we simulate velocity, temperature, 
and pressure distributions to show if their profiles support the notion of existence of a reverse flow, and if the 
continuity equation is satisfied. 
Velocity: The velocity streamline for the entire fluid domain is presented in Error! Reference source not 
found.5. The largest velocity value is noticed at inlet 7 at 30.457 m/s. There are three reversed flow cases at 
the inlets 1, 2 and 3. The velocity is minimum near the end of the chamber. 

 
Figure 5: Velocity streamline of the fluid domain. 

Temperature and Pressure: The temperature and pressure distribution along the cylindrical chamber are 
given in Fig. 6. The highest pressure is observed in front of inlet seven reading 979 Pa. However, after air inlet 
seven the cross-section of the chamber, the pressure distribution shows significant drop resulting in -30.870 
Pa. The temperature contour indicates separated cold and hot streams. These temperature and pressure show 
existence of a reverse flow with a temperature drop. 

 
(a)                                                         (b) 

Figure 6: Temperature (a) and pressure (b) contour of the vortex chamber and tube 

Continuity Eq.:  To confirm the mass is balanced, we assess the mass flow rate at some distance “z” 
downstream of the flow. The goal here is to plot the mass flow rate at the three assumed Re numbers to 
confirm that the mass flow rate going into the cylindrical chamber matches the total mass flow rate going out 
of the chamber as cold and hot streams.  Figure 7 shows that the mass flow rate going into the chamber 
matches the sum of reversed and unreversed flows leaving the chamber, which proves the reverse vortex flow 
takes place inside the cylindrical chamber. 
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The total mass inflow rate through the system is 0.0535 kg/s.  This is also the sum of the flow rate through 
each inlet, which again is the same as the flow rate at the outlet, as shown in Tab 2.  
Table 2: Summary of mass flow rate at the inlets and outlets. 

Location Inlet 1 Inlet 2 Inlet 3 Inlet 4 Inlet 5 Inlet 6 Inlet 7 Outlet 
Flow Rate, kg/s -0.0085 -0.0088 -0.0075 0.0096 0.0033 0.0063 0.0343 0.0287 

 
 

 
Figure 7: Mass flow rate vs. z-Distance at all three Re numbers of cylindrical chamber. 
 

4. Evidence of prevalence of reverse flow 
4.1. Thermochromic Liquid Crystal (TLC) 
The cylindrical chamber is made of clear acrylic material, painted with TLC to allow visualization of color 
changes within the required time range. As the air enters the plenum, Fig. 8, it passes into a rectangular heating 
mesh, leading to rectangular cross-sectional air inlets with individual hydraulic diameters (DH) of 0.011 m. 
These inlets are connected to the principal vortex chamber so that one surface is tangent to the chamber inner 
circumference. 

 
Figure 8: TLC painted test stand with plenums attached. 
The surface area optics suitable for the spatial resolution are painted, first the cylindrical chamber is coated 
with liquid crystal paint, followed by black paint. A coupon is built, following the same process for calibration 
purposes, coated with liquid crystal paint, and followed by black paint. 
TLC Data Collection: An in-house software is used to synchronize the entire liquid crystal experiment. The 
data is collected by continuously polling after the system is heat-soaked to the required temperature. The data 
acquisition step size is 0.5 seconds and the VXI is set to a time interval of 0.2 seconds. The video file is 
converted to an AVI file, imported into the “Liquid Crystal Image Analyzer (LCIA),” as shown in Fig. 9.  Contact 
resistance and temperature drop through the wall are determined experimentally from the calibration process 
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and green time is measured simultaneously. Using seven calibrated thermocouples equally separated across 
the length of the cylindrical chamber, the temperature of the air entering the cylindrical chamber is measured. 
All measurements are collected when the cylindrical chamber is at steady state and when the heating mesh 
on the plenum reaches 35oC. 

 
Figure 9: heat transfer data collection by two cameras for the painted test stand. 

Once the green time image is calculated, then the probe locations are associated with columns of temperature 
readings in the temperature probe data file. Noise is edited out with an eraser image mask, followed by the 
region of interest definition using a polygon mask. These final images are then exported as JPEG image files. 
Cameras recording in DV format are set up to view the liquid crystal coated surface of the test stand, capturing 
10 samples per second. The air flow rate is set as the liquid crystal transitions at 35oC and regulator pressure 
at 6.89 KPa.  Once the system is heat soaked, cameras start recording. When the paint has fully transitioned 
to blue, the cameras and data acquisition system are stopped manually. 
The data points were taken at 33 locations at a distance of 19.81 mm from each other, as shown in Figure 10 
and Fig. 11. Data were collected at both locations, in between air inlets and at the middle of the air inlets (i.e., 
data point #2 and data point #4, respectively) to show the complicated flow and its variation. 

 
Figure 10: Data point locations in increments of 19.81 mm. 

 
Figure 11: Cross-sectional area of data points. 

4.1.1. Axial Velocity Distribution 
As the Re number increases, the axial velocity, VZ, intensifies, measuring higher on the outer wall region, as 
shown in Figure 12. From upstream to downstream, the VZ ranges from -2 to 7 m/s in all three Re numbers, 
as is expected in a cylindrical chamber. The outer wall region velocity increases across the length, reaching a 
maximum velocity at the second half of the vortex chamber. Another observation is the high VZ in the direction 
of the outer wall region. Between the core and the chamber wall in the outer wall region, an inertia-driven 
vortex was observed and measured a flow field pattern that is critically different between high to low Re 
numbers. 
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Figure 12: Axial velocity distribution of cylindrical chamber at all three Re numbers. 

4.1.2. Reverse Vortex Flow at the Center of the Cylindrical Chamber 
With this geometry, the vortex flow cooling has important axial and circumferential components of velocity, and 
the overall flow pattern through the cylindrical chamber behaves similar to a vortex tube, also known as the 
Ranque-Hilsch vortex tube, a mechanical device that separates a compressed air into hot and cold streams 
with temperature difference reaching over 250°C. Although unintended, the detailed flow behavior inside a 
Ranque-Hilsch vortex tube and flow reversal in the cylindrical chamber share similitudes. The velocity profile 
was measured for both air and water operated Ranque-Hilsch vortex tube. Based on this study, there was a 
remarkable agreement between theoretical estimation and experimental results. Furthermore, the unintended 
consequence of the vortex flow behavior needed more analysis; utilizing 3-D stereo-PIV at the nominal Re = 
13,639, three cross-sectional areas were chosen. Error! Reference source not found. 10 shows the three 
cross-sectional areas z/D = 3, 6, and 13 carefully studied looking for evidence of the reverse flow and captured 
it and all three cross-sectional areas to show reverse flow. Stereo-PIV is a powerful tool able to capture in 
great detail how each droplet behaves and map the axial velocity field flow. The discovery of this unintended 
behavior is so astronomically important that more research and analysis had to be completed to satisfy the 
minds of the experts.  The next step is to understand the vortex flow behavior where the reverse flow exists. 
 Figure 13 presents the normalized axial velocity against the cylindrical chamber length, downstream of the 
flow. The pressure decreases downstream on the outer chamber wall, the reverse flow at the centerline is 
increasingly visible. 

 
Figure 13: Normalized Vz at z/D = 11 of cylindrical chamber. 

4.2 Video Evidence 
In addition to the above listed techniques, the existence of a reverse flow was also validated using a video.  
For this purpose, we prepared a wire with a piece of light string, rag attached at the end of the wire. The wire 
is then inserted at three different locations to see its motion.  The string moved in the direction of the flow in 
all the three locations.  The string changes direction as it is moved across the internal boundary of the reversed 
flow. 
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Figure 14: Video evidence of the reverse vortex flow using a wire and a soft yarn attached. 

5. Conclusion 
The results show that for an incoming air of 100kPa, the temperature and pressure drops are significant. The 
exit temperature depends on the input pressure with a nearly linear relationship.  As the input pressure 
increases, the outlet temperature of the cold stream decreases. For validation purposes, the compressed air 
temperature at inlet was kept constant at a value of 28°C for the simulation. When the air at 1kPa was admitted 
to the vortex chamber, the exit temperature remained the same for both the simulation and the experimental 
test. However, at 63kPa inlet pressure, the stream temperature cooled to 0°C i.e., yielding a temperature drop 
of about 29°C. 
Experimental data collected from the cylindrical vortex chamber which models internal cooling passage of a 
blade located near the leading edge of a gas turbine blade, for Re range of 7,000 to 21,000 show outstanding 
accuracy and 3-D resolution obtained with the Stereo-PIV imaging techniques employed here. The 
combination of CFD and experimental data reveal distinct advantages of the vortex cooling concept introduced 
here, over other cooling methods. 
The versatility of the vortex cooling design to redistribute a different path of heat load profile without major 
casting changes was demonstrated by using seven air inlets.  The span of the outer-wall velocity flow fields 
increases, due to the enlargement of the vortex flow core. The TLC heat transfer test results exemplify how 
the Nu were measured favourably at the middle length of the chamber and values decline downstream. 
The primary objective of this research has been met by performing tests to prove prevalence of a reverse flow 
in the swirl chamber.  The channel served as a Ranque-Hilsch vortex tube.  As a result, the compressed air 
was separated into hot and cold streams with temperature difference reaching over 250°C. The detailed flow 
behaviour inside a Ranque-Hilsch vortex tube and flow reversal in the cylindrical chamber share similarities. 
Based on this study there was an impressive and conclusive presence of reverse axial flow at the core as 
illustrated in the experimental results.  Simulation results correlated the experiment results and validated the 
reverse flow with similar mass flow rate and pressure gradients of 0.0535 kg/s and 979 Pa, respectively.  The 
CFD recreated the reverse flow at Re = 14,000.  The results affirm that higher pressure input can contribute 
to lowering the temperature at the exit from the chamber, favouring the cooling process.  The thermal efficiency 
increased by about 3% when the blade is cooled by extracting 10% partially compressed air.  This is a 
significant gain. 

Nomenclature  
D   Circular chamber diameter, m 
DH   Hydraulic diameter of one swirl chamber inlet, m 
Q    Mass flow rate, kg/s 
H   Height, m 
k   Turbulent kinetic energy, m2/s2 
L   Cylindrical chamber length, m 
P   Pressure, Pa 
R   Radial distance measured from chamber centreline, m 
Re   Reynolds number 
r   Radial distance, m 
SN   Swirl number 
Vz   Axial velocity, m/s 
Vϕ   Circumferential velocity, rad/s 
W   Air inlet width, m 
r, θ, z  Cylindrical coordinates 
ρ   Density, kg/m3 
ν   Kinematic viscosity, m2/s 
δf = mf/ma Mass of fuel to mass of air ratio 
Pra   Pressure ratio at the point of extraction 
T   Temperature, K 
η   Efficiency  
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Subscripts and superscript 
a   Air  
f   Fuel  
CA   Cooling air fraction  
t   Turbine  
c   Compressor 
‘   Ideal compression/expansion process   
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Abstract: 

Several advanced energy systems include less standard fuel oxidation conditions. This is particularly true 
when partial oxy-combustion, post-combustion of anodic gases of SOFC or CO2 gas separation are 
considered. This paper reviews the theoretical basis for the determination of the heating values and of the 
exergy values of various fuels. As a reminder, the exergy value of fuels is developed using Gibbs free energies 
of formation and is illustrated with a van’t Hoff box with compressors and turbines. The paper also discusses 
the molar exergy of diffusion which is important when assessing various CO2 separation technologies as well 
as the relative importance of the reference environment. The concepts of fuel exergy for fuels and exergy of 
diffusion for inert species is clearly established. The choice of the value of the exergy of diffusion of liquid water 
is particularly sensitive when calculating the exergy value of hydrocarbon fuels in systems with gas 
condensation.  

Keywords: 

Thermodynamics; Fuel; Heating value; Exergy; Oxidation. 

1. Introduction 
In practice processes occurring within real energy system take place in a given surrounding environment (e.g. 
the atmosphere characterized by the pressure 𝑃𝑎, the ambient temperature 𝑇𝑎 and its chemical composition). 
The latter is considered large enough for its main features like the pressure, the temperature and the mass 
concentrations to remain constant. Whatever resources are considered in energy systems their ultimate fate 
will end up to be in equilibrium with the environment. 

Combustion gases from a fuel boiler will reach an equilibrium with the atmosphere after passing through the 
chimney exhaust. Energy and masses are conserved, but their potential to do work is ultimately degraded to 
be cancelled when the equilibrium with the atmosphere is reached, a thermodynamic state that is called the 
dead state. Therefore, every technical energy system, aim at exploiting at its best the potential of a resource 
from its original state to the ultimate state of the environment. For example, a fuel is interesting because its 
initial thermodynamic state is different from that of the one from the stable inert gasses of the atmosphere. The 
objective of the energy system designer is therefore to make the most of the chemical potential of the fuel for 
delivering energy services. The challenge lies on the manner that the fuel energy or the exergy potential can 
be coherently represented in the expressions of the Laws of thermodynamics.  

Most publications like [2] apply the terminology of chemical exergy for fuels as well as for inert gases like 
molecular N2. The objective of this paper is to reformulate a coherent and concise approach of the problem of 
the comparison between energy and exergy evaluation of fuels in modern energy systems. The paper 
advocates a clear differentiation between diffusion and reactive phenomena in the exergy analysis of fuel-
based energy systems. It also expresses the interest of having a symmetry between energy and exergy 
approaches of fuels. In so doing the paper also highlights the importance of an existing model of reversible 
combustion for a proper understanding of the main concepts. 

2. Combustion 
Combustion is an oxidation process, air oxygen (O) being the dominant oxidizer used. The input mixture (M) 
is made of fuel and oxidizer, called “reactants” in chemistry, while the output combustion or oxidation gases 
(G) are the reaction “products”, generally emitted directly to the atmosphere. When all fuel components are 
fully oxidized (reactants in stoichiometric proportions, see below) the combustion or oxidation is said to be 
complete and the reaction products are designated by Gc. 

For simplicity of analysis, the most common fuels are often reduced to their main component only, i.e. natural 
gas to methane CH4, gasoline to octane C8H18 and diesel fuel (or heating oil) to dodecane C12H26. More 



generally, a generic molecule 𝑪𝒂𝑯𝒃𝑶𝒄𝑵𝒅  can be used. The stoichiometric coefficients, stoichiometric air 
amount and volume ratio of the combustion products for such a generic molecule are given below. Note that 
for energy analyses a simple composition of air is assumed, with a molar fraction of O2 of 0.21, the rest being 
essentially nitrogen with a molar fraction of 0.79. 

2.1 Energy (heating value of fuel) 

A convenient way to assess the energy that can be obtained from a fuel in basic energy analyses is the concept 
of “Heating Value, HV”. Although there are several different heating value concepts that can be developed [1], 
heating and cooling systems are usually open systems, such as typical burners, and the combustion can be 
considered to take place at constant pressure (isobaric). Heating values are defined with respect to a given 
reference state (standard conditions) that is usually: 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑃0 = 1 𝑎𝑡𝑚 = 1.01325 𝑏𝑎𝑟 and 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑇0 = 25°𝐶 

However, most fuels include hydrogen atoms that oxidize to give H2O vapor in the combustion products. When 
cooling the combustion gases to recover their heat energy, this water vapor can condense - totally or partially- 
depending on its partial pressure in the gases 𝑃𝑣  and the lowest temperature of the cooling medium. In fact, 
water vapor starts to condense as soon as its partial pressure corresponds to the saturation pressure 𝑃𝑣′′ at 
what is called the dew point. In calorimeters, condensation takes place each time that the dew point 
temperature is higher than the standard temperature. This corresponds to: 𝑃𝑣𝑃 = �̃�𝐻2𝑂𝐺  with 𝑃𝑣 = 𝑃𝑣′′(𝑇) at the dew point                                                                                                                           (1) 

In which �̃�𝐻2𝑂𝐺   is the molar fraction of H2O in the combustion gases. 

The saturation pressure of water 𝑃𝑣′′(𝑇) can be calculated on the basis of the following approximation of the 
Clausius-Clapeyron Eq. (2) [1]: 𝑙𝑛 ( 𝑃𝑣′′140974) = −3928.5231.667+𝑇               (2)                     

Where 𝑃𝑣′′ is in bar and T in degree Celsius. Equation valid for the temperature range from 0°C and 150°C.  

2.1.1. Air factor and its influence on gas condensation 

A minimum proportion of oxygen, called stoichiometric, is required to achieve a complete combustion of the 
fuel. When air is the oxidant source the ratio between the input air amount (A) and the stoichiometric amount 
(Ast) is the air factor 𝜆 defined by: 𝜆 = 𝑁𝐴𝑁𝐴𝑠𝑡 = 𝑀𝐴𝑀𝐴𝑠𝑡                   (3)                         

Another parameter called equivalence ratio 𝜙 is also often used; it is defined by: 𝜙 = 1𝜆                         (4)                               

Note that the quantity of air corresponding to the stoichiometric quantity of oxygen is also called theoretical 
air [2]. 

Another ratio commonly used is the air-fuel ratio that is the ratio between the amount of air and the amount of 
fuel in mass (AF) or molar ( 𝐴�̃�)  units. The conversion between the mass and the molar air-fuel ratios 
corresponds to: 𝐴𝐹 = 𝐴�̃�  �̃�𝐴�̃�𝐹                                       (5) 

2.1.2. Isobaric heating values 

Heating values are typically measured in calorimeter at constant volume or at constant pressure [1]. In order 
to simplify the discussion in this paper and since the majority of oxidation-based energy systems are open 
systems in quasi-steady operation this paper focusses on constant pressure (isobaric conditions). 

For hydrocarbons the dew point is higher if the hydrogen/carbon ratio is higher and lower if the degree of 
dilution of water vapor is high in combustion gases (high air factor 𝜆). This is the reason why there is a need 
to introduce two different isobaric heating values: 

• higher heating value HHV when all H2O formed during combustion is condensed; 
• lower heating value LHV when none of H2O formed during combustion is condensed 

 

Those are defined by the following equations: 

Specific isobaric Heating Value. 𝐻𝐻𝑉(𝑜𝑟 𝐿𝐻𝑉) = ∆ℎ0 = 𝐻𝑀0 −𝐻𝐺𝑐0𝑀𝐹   [ 𝐽𝑘𝑔𝐹]                                                                      (6) 

Molar isobaric Heating Value. 𝐻𝐻𝑉𝑚 (𝑜𝑟 𝐿𝐻𝑉𝑚) = ∆ℎ̃0 = 𝐻𝑀0 −𝐻𝐺𝑐0𝑁𝐹   [ 𝐽𝑘𝑚𝑜𝑙𝐹]                                           (7) 

 



The exponent ()0 reminds that those values are determined at a given reference state and 𝐻𝐺𝑐0  varies 
depending on whether there is full or no condensation of the formed vapor from hydrogen. The following 
relation links the higher and lower heating values: 𝐻𝐻𝑉 = 𝐿𝐻𝑉 + �̇�𝐻2𝑂𝑝 𝑞𝑣𝑎𝑝0 /�̇�𝐹                                                (8) 

In which: 

• �̇�𝐻2𝑂𝑝 is the total mass flow of H2O produced during combustion, 
• 𝑞𝑣𝑎𝑝0  is the latent heat of H2O at the standard temperature. 
The heating values of most common fuels can be found in the literature with specific or molar values. 

The energy balance with all terms numerically positive can be expressed by: ∑ �̇�𝑘+𝑘 + ∑ �̇�𝑖+𝑖 + �̇�𝒄𝒐𝒎𝒃+ + ∑ �̇�𝑛+𝑛 − 𝑄𝑎− = ∑ �̇�𝑘−𝑘 + ∑ �̇�𝑖−𝑖 + ∑ �̇�𝑛−𝑛                                                                       (9) 

Considering separately the network denominated with the subscript ()comb in which combustion takes place: �̇�𝒄𝒐𝒎𝒃+ = �̇�𝐹(𝐻𝐻𝑉 + ℎ̂𝐹) + �̇�𝐴ℎ̂𝐴 − �̇�𝐺ℎ̂𝐺 − ∑(�̇�𝐼  𝐻𝐻𝑉𝐼)−(�̇�𝐻2𝑂𝑝 − �̇�𝑐𝑜𝑛𝑑)𝑞𝑣𝑎𝑝0                    (10) 

Where: 

• ℎ̂𝐹 = ∫ 𝑑ℎ𝐹𝑇𝐹𝑇0  (11) and ℎ̂𝐴 = ∫ 𝑑ℎ𝐴𝑇𝐴𝑇0  (12) and ℎ̂𝐺 = ∫ 𝑑ℎ𝐺𝑇𝐺𝑇0  (13) are accounting for the fact that the entering 
reactants and exiting products in practice have a temperature different from that of the reference standard 
state, 

• �̇�𝐼 and 𝐻𝐻𝑉𝐼 are the mass-flows of unburned hydrocarbons and their higher heating value, in the case of 
incomplete combustion, 

• �̇�𝐻2𝑂𝑝 is the total mass-flow of H2O produced during combustion, 
• �̇�𝑐𝑜𝑛𝑑  is the mass-flow of H2O effectively condensed. 

Figure 1 illustrates the heat gains that can be obtained by condensing the combustion gases in a condensing 
boiler for various fuels. The same applies to the exhaust gases of cogeneration units (engines or gas fed fuel 
cells) and gas fired heat pumps. The more diluted the resulting water vapor is (high 𝜆 ), the less heat can be 
recovered from condensation and the lower is the dew point temperature. The higher the H/C ratio, the higher 
the dew point temperature. We can see, for example, that stoichiometric gas engines (𝜆 = 1) allow to 
potentially recover more condensation heat and at a higher temperature than lean burn gas engines (𝜆 ≅ 1.6). 

 

Figure. 1. Parts of the higher heating value recoverable when cooling the combustion gases from a 
condensing  boiler down to 25°C with 𝝀 = 𝟏 (blue &green) or 𝟏. 𝟔 (red & brown) for methane CH4 (close to 
natural gas) and C12H26 (close to fuel oil). Here Q is the heat rate obtained, MF is the mass flow rate of fuel 
and ∆ℎ𝑟0 is the isobaric higher heating value. 

2.1.3. Enthalpies of formation and absolute entropies 

In processes that do not involve chemical reactions, no species is modified and therefore all are considered 
inert, thus the reference of each of their thermodynamic state properties cancels out between inlet et outlet in 
energy or exergy balances. This is not the case anymore when reactions take place and new species are 
formed. In such conditions it becomes important to define coherent references. Hence the use of the definition 
of standard enthalpies of formation, given per molar units in thermodynamic tables. Since entropy is also 



essential in the Second Law and exergy analyses, the use of absolute entropies for all species is also of 
prime importance. 

The values of enthalpies of formation of species that can be considered stable in the environment are arbitrarily 
assigned a zero value at the standard state. When this is not the case, they are determined either from 
calorimetric experiments or based on methods of statistical thermodynamics using spectroscopic measures. 
The fact that the reactions are exo- or endo-thermic influences the sign of the enthalpies of formation. For 
example, the reaction 2𝐻2 + 𝑂2 → 2𝐻2𝑂 is exothermic, which implies that heat needs to be extracted to come 
down to the standard temperature after reaction. Therefore, the enthalpy of formation of H2O is negative, which 
is coherent with the convention of “positive entering” in a calorimeter for example. 
The isobaric molar Δℎ̃0 and specific heating value Δℎ0 can then be determined by the following generic 
equations: Δℎ̃0 = ∑ [𝑁𝑖  ℎ̃𝑓𝑖0𝑁𝐹 ]𝑖 − ∑ [𝑁𝑗  ℎ̃𝑓𝑗0𝑁𝐹 ]𝑗                    [ 𝐽𝑘𝑚𝑜𝑙𝐹]                                                                                (14) HHV = Δℎ0 = ∑ [𝑁𝑖  ℎ̃𝑓𝑖0𝑀𝐹 ]𝑖 − ∑ [𝑁𝑗  ℎ̃𝑓𝑗0𝑀𝐹 ]𝑗               [ 𝐽𝑘𝑔𝐹]                                                                                (15) 

In which all the H2O formed during combustion is condensed and, as before: 

• subscript i refers to all compounds of the reactants (fuel and air) 

• subscript j refers to all compounds of the reaction products (combustion gases) 

3. Exergy value and exergy of diffusion (also called chemical exergy) 
The advantage of the heating values based on the First Law of thermodynamics is that they are 
independent from the presence of inert gases as long as enough oxygen is provided to allow for a 
complete combustion. As such they do not account for the level of purity of the oxygen (pure or mixed with 
air) or for the concentration of CO2 in the combustion gases. These parameters however play an increasing 
role in all energy systems that include CO2 separation or oxy-combustion for example. Then the Second Law 
starts to be of primary importance and exergy analyses can provide a more coherent framework to evaluate 
advanced systems.  

3.1 Convention regarding the exergy value 

The objective is not only to consider thermomechanical equilibrium with the environment (𝑃0, 𝑇0) (thermo-
mechanical dead state) but also physico-chemical equilibrium ( 𝑃00, 𝑇0, 𝑠00) (dead states of each species) . 
Hence, the need to precise a more complete reference of the environment considered, as described in Table1. 

Table 1. Partial pressure and molar fractions of the main gaseous constituents of the standard atmosphere 
(at the standard conditions with 𝑃0 = 1.01325 𝑏𝑎𝑟 and 𝑇0 = 25°𝐶) 

Substance 𝑃𝑖  [𝑏𝑎𝑟] �̃�𝑖𝐴  [𝑘𝑚𝑜𝑙𝑖 𝑘𝑚𝑜𝑙𝐴⁄ ] 𝑁2 0.7665 0.7565 𝑂2 0.2056 0.2030 𝐴𝑟 0.0091 0.0090 𝐻2𝑂(𝑔) 0.0316 0.0312 𝐶𝑂2 0.0003 0.0003 
 

One further component to account for is liquid water resulting for example from condensation of combustion 
gases. It will be discussed later. 

Furthermore, a convention is established to clarify the following conditions for the evaluation of the exergy 
value resulting from reactive processes: 

• The fuel F and the air A enter separately (no premixing with the fuel) 

• Each constituent of the reaction products Gc (combustion gases) ends up physically mixed with the 
standard atmosphere, i.e. at its partial pressure 𝑃𝑖00  

• Water exists in the final combustion products Gc either in liquid or vapor form at the limit of saturation, i.e. 
at the partial pressure of saturation in the standard atmosphere. 

These conditions being set, the corresponding values for the exergy value of a fuel are the following: 𝐸𝑋�̃� = Δ�̃�0 = ∑ [𝑁𝑖  �̃�𝑓𝑖00𝑁𝐹 ]𝑖 − ∑ [𝑁𝑗  �̃�𝑓𝑗00𝑁𝐹 ]𝑗           [ 𝐽𝑘𝑚𝑜𝑙𝐹]                                                             (16)                       EXV = Δ𝑘0 = ∑ [𝑁𝑖  �̃�𝑓𝑖00𝑀𝐹 ]𝑖 − ∑ [𝑁𝑗  �̃�𝑓𝑗00𝑀𝐹 ]𝑗             [ 𝐽𝑘𝑔𝐹]                                                                             (17) 



In accordance with the basic definition of exergy, the specific exergy value Δ𝑘0 corresponds to the maximum 
work 𝑒𝑚𝑎𝑥𝐹  that can be recovered from a fuel in an open reversible combustion in steady state, like in Figure 2. 

In principle, we should also consider whether or not there is condensation of the water formed during 
combustion. However as shown in [1] the difference between a higher and a lower exergy value is negligible, 

in particular when 𝑇𝑎 = 𝑇0. This is logical since the Carnot factor (1 − 𝑇𝑎 𝑇0⁄ ) is zero. Hence the advantage of 

the exergy analysis of systems including oxidation processes is that a single exergy value can be 
considered in first approximation for fuels. 

Table 2. Features of the main species involved in combustion [5] 

Species Symbol State Molar 
mass 
[kg/kmol] 

Enthalpy of 
formation 
[kJ/kmol]  

Absolute 
entropy 
[kJ/(kmol K)] 

Standard 
free 
enthalpy* 
[kJ/kmol] 

Exergy 
value or 
Exergy of 
diffusion 
[kJ/kmol] Graphite C Solid 12.01 0 5.6944 0 410545 

Molecular 
hydrogen 

H2 Gas 2.02 0 130.586824 0 235210 

Molecular 
nitrogen 

N2 Gas 28.01 0 191.50168 0 691.066 

Molecular 
oxygen 

O2 Gas 32 0 205.028552 0 3946.5 

Carbon 
monoxide 

CO Gas 28.01 -110541 197.9032 -137277 275241 

Carbon 
dioxide 

CO2 Gas 44.01 -393505 213.67688 -394383.8 20107.5 

Water liq. H2O Liquid 18.02 -285830 69.91464 -237178.4 5.10164 

Water vap. H2O Gas 18.02 -241818 188.715136 -228588.6 8594.9 

Methane CH4 Gas 16.04 -74851.76 186.27168 -50835.6 830130 

Ethane C2H6 Gas 30.07 -84684.16 229.11584 -32802.6 1493918 

Propane C3H8 Gas 44.1 -103846.9 270.20272 -23555.9 2148920 

n-butane n-C4H10 Gas 58.12 -126147.6 310.11808 -17.1544 2818213 

Heptane C7H16 Liquid 100.2 -224387.9 326.01728 1757.28 4757253 

n-octane C8H16 Gas 114.2 -208446.9 466.7252 16401.28 5417652  

n-octane C8H16 Liquid 114.2 -249952.2 357.732 7405.68 5408656 

dodecane C12H26 Liquid 170.33 -352100 490.66 50160 8034431 

Methanol CH3OH Gas 32.04 -201083 239.70136 -162422.9 720516 

Methanol CH3OH Liquid 32.04 -239031.9 127.23544 -166816.1 716122 

Ethanol C2H5OH Gas 46.07 -234429.5 282.58736 -167903.9 1360790 

Ethanol C2H5OH Liquid 46.07 -276980.8 161.04216 -174179.92 1354514 

Ammonia NH3 Gas 17.03 -46107.7 192.33848 -16484.96 336676 

*also called Gibbs function of formation or Gibbs free energy of formation 

Table 2 provides the molar masses �̃� , the enthalpies of formation ℎ̃𝑓0 ,the absolute entropies �̃�0 , the standard 

free enthalpies �̃�𝑓0 , the exergy values 𝐸𝑋�̃�(= ∆�̃�0) , resp. the exergies of diffusion �̃�𝑑0 of a number of 
compounds considered in practice. For reference, the calculator [12] provides slightly different values with a 
fairly high value for the entropy of diffusion of H2O liquid, reason why we kept here the original values of [5]. 



 

Figure. 2. Example of combustion in steady-state operation at constant pressure 

3.2 Model of reversible combustion or oxidation 

According to the definition of exergy the maximum work to be considered is the ideal work that could be 
recovered from reversible processes. In this context the idea of a reversible combustion is not obvious but 
can be explained with the use of a so-called van’t Hoff  box (cited in [3]) with compressors and turbines and 
semi-permeable membranes (Figure 3). Semi-permeable membranes are membranes that let only one 
species go through when the partial pressure of that species is not balanced on both sides of the membrane. 
One practical example of semi-permeable membrane is the solid electrolyte of a Solid Oxide Fuel Cell (ionic 
conductor) that, in certain conditions of temperatures, let only oxygen go through. The principle of a van’t Hoff 
box is that the species inside the box are near the chemical equilibrium when reactions occur in the direction 
of the arrows shown in Figure 3, but the process can be reversed with only a slight change in the pressure 
between inlet and outlet with in this case arrows being reversed. For example, the species i2 in Figure 3 could 
be oxygen taken from the atmosphere and i1 a gaseous fuel like CH4. Then j2 could be CO2 and j1 would be 
H2O according to the well-known reaction: 𝐶𝐻4 + 2𝑂2 ⇄ 𝐶𝑂2 + 2𝐻2𝑂                                                                                                        (18) 

 

Figure. 3. Schematic representation of the reversible combustion of a fuel 

The double arrow in the above equation indicates that the reaction is reversible close to equilibrium. 
Mechanically the first compressor is used to suck O2 from its partial pressure 𝑃𝑖200 in the atmosphere to a 
dedicated storage at pressure 𝑃0, and the second compressor is pushing O2 into the box at pressure P. The 
third compressor is pushing CH4 from pressure 𝑃0 to pressure P in the box. Then, on the same shaft one could 
imagine 4 turbines, 2 for CO2 and 2 for H2O, all gases ending up at their partial pressure in the atmosphere. 
All these machines are supposed to be isothermal, exchanging heat only with the atmosphere. Reversing the 
processes would mean that the turbines become compressors and the compressors become turbines. The net 



mechanical power �̇�𝑚𝑎𝑥−  that can be obtained from the process corresponds to an exergy rate equal to the 
specific exergy value of the fuel multiplied by the mass flow of fuel. 

Through this representation one sees that if the oxidant is pure oxygen, more work can be obtained since the 
work required by the first compressor is not needed. On the other end if the concentrated CO2 or H2O exiting 
the system are just mixed with the atmosphere, then an opportunity to recover more work is lost. It is interesting 
to note that the theoretical work delivered by the second CO2 turbine is equivalent to the minimum amount of 
work required to separate the same amount of CO2 from the atmosphere for separate storage. 

Let us first calculate the work recovered in steady-state operation for the simple case without the first 
compressor and the two turbines adapting the state of the exhaust gases to the atmospheric conditions: �̇�− =  �̇�𝑎+ + ∑ [�̇�𝑖  ℎ𝑓𝑖0 ]𝑖 − ∑ [�̇�𝑗  ℎ𝑓𝑗0 ]𝑗                                                                                               (19) 

Assuming that the processes are reversible, then the Second Law gives: �̇�𝑎+ = 𝑇0 (∑ [�̇�𝑗  𝑠𝑗0]𝑗 − ∑ [�̇�𝑖  𝑠𝑖0])𝑖                                                                                                                (20) 

Therefore: �̇�− =  �̇�𝑚𝑎𝑥− =  ∑ [�̇�𝑖  (ℎ𝑓𝑖0 − 𝑇0𝑠𝑖0)]𝑖 − ∑ [�̇�𝑗  (ℎ𝑓𝑗0 − 𝑇0𝑠𝑗0)]𝑗                                                        (21) �̇�− =  �̇�𝑚𝑎𝑥− =  ∑ [�̇�𝑖  𝑔𝑓𝑖0 ]𝑖 − ∑ [�̇�𝑗  𝑔𝑓𝑗0 ]𝑗                                                                                      (22) 

Where 𝑔𝑓0 is the Gibbs free energy (also called free enthalpy) of formation. 

For ideal gases the reversible mechanical power of an isothermal compressor is known to be: �̇�+ = �̇� ∫ �̃�𝑑𝑃𝑃𝑜𝑢𝑡𝑃𝑖𝑛 = �̇� ∫ �̃�𝑇0 𝑑𝑃𝑃𝑃𝑜𝑢𝑡𝑃𝑖𝑛 = �̇��̃�𝑇0𝑙𝑛 (𝑃𝑜𝑢𝑡𝑃𝑖𝑛 )                                                                  (23) 

Where �̃� is the molar universal gas constant and the species behave like an ideal gas. 

Inversing the integral limits give the equivalent equation for turbine. 

Therefore, the net maximum work of the case of Figure 3 corresponds to: �̇�𝑚𝑎𝑥− =  ∑ [�̇�𝑖  �̃�𝑓𝑖0 ]𝑖 − ∑ [�̇�𝑗  �̃�𝑓𝑗0 ]𝑗 + �̇�𝑗1�̃�𝑇0𝑙𝑛 ( 𝑃0𝑃𝑗100) +�̇�𝑗2�̃�𝑇0𝑙𝑛 ( 𝑃0𝑃𝑗200) -�̇�𝑖2�̃�𝑇0𝑙𝑛 ( 𝑃0𝑃𝑖200)                           (24) 

Let us also introduce the molar exergy of diffusion �̃�𝑑𝑘0 for a species k: �̃�𝑑𝑘0 =  �̇�𝑘�̇�𝐹 �̃�𝑇0𝑙𝑛 ( 𝑃0𝑃𝑘00)                                                                                                                                      (25) 

The ratio 
�̇�𝑘�̇�𝐹 =  𝜈𝑘 is called stoichiometric coefficient and the molar exergy value of a fuel can be written in 

the following compact form: �̇�𝑚𝑎𝑥−�̇�𝐹 =  Δ�̃�0 = ∑ [𝜈𝑖  �̃�𝑓𝑖0 ]𝑖 − ∑ [𝜈𝑗  �̃�𝑓𝑗0 ]𝑗 + ∑ [ �̃�𝑑𝑗0 ]𝑗 − ∑ [ �̃�𝑑𝑖0 ]𝑖                                                                    (26) 𝐸𝑋�̃� = Δ�̃�0 = Δ�̃�𝑓0 + ∑ [ �̃�𝑑𝑗0 ]𝑗 − ∑ [ �̃�𝑑𝑖0 ]𝑖                                                                                                (27) 

The absolute free enthalpy �̃�𝑓0 can be calculated from the absolute enthalpies and the absolute entropies 
according to the following relation: �̃�𝑓0 = ∆ℎ̃𝑓0 − 𝑇0 ∑(�̃�𝑃0 − �̃�𝑅0)                                                                                                                          (28) 

Note that in the literature [4], [2] all terms of the equation (3.114) are called standard chemical exergies 
although they refer to chemically stable substances and their exergy potential only lies in their partial pressure 
relative to the environment. Hence our terminology of exergy value 𝐸𝑋�̃� = ∆�̃�0of the fuels and exergy of 
diffusion for the other terms like the oxidants (i.e. O2 ) or the stable combustion products like CO2 or H2O(g). 
In that way the symmetry between the heating values of fuels and their exergy value is kept, since the 
expression “heating value” is not to be used for inert components. 

We also have the relation [2]:  �̃�𝑖00(𝑇, 𝑃𝑖) = �̃�𝑖0(𝑇) − �̃�𝑙𝑛 (𝑃𝑖𝑃0) = �̃�𝑖0(𝑇) − �̃�𝑙𝑛 (�̃�𝑖𝐴𝑃𝑃0 )                                                                                          (29) 

Note that, in practice, real fuels are often mixtures of monomolecular fuels. Natural gas being the most common 
example. Since mixing implies diffusion losses, the exergy value of such a real fuel cannot be the simple 
addition of the relative exergy values of the n fuel components but corresponds to: Δ�̃�0 = ∑ �̃�𝑖𝑛1 Δ�̃�𝑖0 + �̃�𝑇𝑎 ∑ �̃�𝑖𝑛1 ln �̃�𝑖                                                                                                                     (30) 

3.3 Exergy values of more complex technical fuels 

However, the exergy value of most solid or liquid technical fuels, which are complex mixtures of chemical 
compounds, is often difficult to determine. Various evaluations have been made on the basis of statistical 



methods [4] using the concentration of basic components in the fuel like C, H, O, N and S as well as their LHV 
or HHV.  

Table 3.  Energy (heating) and exergy values of common fuels at the standard conditions of 1 atm and 25°C  
[5] 

Fuel State LHV = Δℎ𝑖0 
[kJ/kg] 

HHV = Δℎ𝑠0 
[kJ/kg] 

𝐿𝐻�̃� = Δℎ̃𝑖0 
[kJ/kmol] 

𝐻𝐻�̃� = Δℎ̃𝑠0 
[kJ/kmol] 

EXV = Δ𝑘0 
[kJ/kg] 

𝐸𝑋�̃� = Δ�̃�0  
[kJ/kmol] 

C Solid 32765 32765 393510 393510 34183 410545 
CO Gas 10103 10103 282980 282980 9831 275241 
H2 Gas 119716 141500 241826 285830 116441 235210 
S Solid 9250 9250 296600 296600 19011 609600 
CH4 Gas 50018 55505 802292 890300 51757 830130 
C2H6 Gas 47512 51903 1428698 1560710 49678 1493418 
C7H16 Liquid 44559 48072 4464778 4816810 47460 4757253 
C2H6 Gas 47512 51903 1428698 1560710 49678 1493418 
C8H18 Liquid 44788 48255 5116144 5512150 47435 5408656 
C12H26 liquid 44574 47838 7592289 8148246 47169 8034431 
CH3OH  Gas 21110 23850 676364 764154 22544 720516 
CH3OH  Liquid 19936 22683 638762 726770 22367 716122 
C2H5OH Gas 27720 30590 1277060 1409281 29605 1360790 
C2H5OH Liquid 26818 29683 1235498 1367510 29386 1354514 

 

However, a simplified approach to evaluate the chemical exergy of common combustible raw materials has 
been also proposed by [4]. Δ𝑘0 = 𝛼(𝐿𝐻𝑉)    𝑜𝑟   Δ𝑘0 =  𝛽(HHV)                                                                                  (31) 

Table 4. Coefficients to evaluate the exergy value of fuels [4] 

Fuel                                            Coefficient 
 𝜶 𝜷 
Wood 1.15 1.05 
Fuel oil 1.07 0.99 
Natural gas (high methane) 1.04 0.99 
Hard coal 1.09 1.03 
Coke 1.06 1.04 
Lignite 1.17 1.04 
Coke-oven gas 1 0.89 
Blast furnace gas 0.98 0.97 

 

The following more detailed approach is also proposed for wood by [4]. 

𝛽 = 1.0412+0.2160(𝑐𝐻2𝐹 𝑐𝐶𝐹⁄ )−0.2499(𝑐𝑂2𝐹 𝑐𝐶𝐹⁄ )[1+0.7884(𝑐𝐻2𝐹 𝑐𝐶𝐹⁄ )]+0.0450(𝑐𝑁2𝐹 𝑐𝐶𝐹⁄ )
1−0.3035(𝑐𝑂2𝐹 𝑐𝐶𝐹⁄ )             valid for 

𝑐𝑂2𝐹𝑐𝐶𝐹 ≤ 2.67            (32) 

3.4 Exergy balance for a generic fuel molecule 𝐶𝑎𝐻𝑏𝑂𝑐𝑁𝑑 𝐶𝑎𝐻𝑏𝑂𝑐𝑁𝑑 + [𝑎 + 𝑏4 − 𝑐2] 𝑂2 → 𝑎  𝐶𝑂2 + 𝑏2 𝐻2𝑂(𝑔)+ 𝑑2 𝑁2                                                         (33) �̇�−�̇�𝐹 = �̇�+�̇�𝐹 + ℎ̃𝐹0 + [𝑎 + 𝑏4 − 𝑐2] ℎ̃𝑂20 − 𝑎ℎ̃𝐶𝑂20 − 𝑏2 ℎ̃𝐻2𝑂0 − 𝑑2 ℎ̃𝑁20                                                          (34) 

Second Law for steady-state operation: 0 = �̇�+�̇�𝐹𝑇0 + �̃�𝐹00 + [𝑎 + 𝑏4 − 𝑐2] �̃�𝑂200 − 𝑎�̃�𝐶𝑂200 − 𝑏2 �̃�𝐻2𝑂00 − 𝑑2 �̃�𝑁200 + �̇�𝑖�̇�𝐹                                                       (35) 

By substituting the value 
�̇�+�̇�𝐹 in Equation (34) one gets: �̇�−�̇�𝐹 = ℎ̃𝐹0 + (𝑎 + 𝑏4 − 𝑐2) ℎ̃𝑂20 − 𝑎ℎ̃𝐶𝑂20 − 𝑏2 ℎ̃𝐻2𝑂0 − 𝑑2 ℎ̃𝑁20 − 𝑇0 [�̃�𝐹00 + (𝑎 + 𝑏4 − 𝑐2) �̃�𝑂200 − 𝑎�̃�𝐶𝑂200 − 𝑏2 �̃�𝐻2𝑂00 − 𝑑2 �̃�𝑁200] − 𝑇0 �̇�𝑖�̇�𝐹   

(36) 

The transition of the absolute entropy from the thermomechanical dead state to the global dead state is given 
by Equ.(34). 



For a generic molecule, Equ. (36) can also be written as: 

Δ�̃�0(𝑜𝑟 �̃�𝑑0) =  [�̃�𝑓 𝐶𝑎𝐻𝑏𝑂𝑐𝑁𝑑0 + (𝑎 + 𝑏4 − 𝑐2) �̃�𝑓 𝑂20 − 𝑎�̃�𝑓 𝐶𝑂20 − 𝑏2 �̃�𝑓 𝐻2𝑂0 − 𝑑2 �̃�𝑓 𝑁20 ] + �̃�𝑇0𝑙𝑛 [ (�̃�𝑂2𝐴 (𝑎+𝑏4−𝑐2))
(�̃�𝐶𝑂2𝐴 )𝑎(�̃�𝐻2𝑂𝐴 )𝑏2(�̃�𝑁2𝐴 )𝑑2]    (37) 

All data from species involved in combustion (Table 2), either exergy values for fuels or exergies of diffusion 
for inert species can typically be generated by Eq. (37). 

3.5 Liquid water as a special case 

Table 1 provides the values for a standard gaseous environment. We all know, however, that the environment 
consists of various equilibria like the equilibrium between surface water and the local gaseous atmosphere 
that usually shows a temperature difference. When dealing in particular with heating and cooling services, but 
also with power plants, the gaseous atmosphere is the most important environment since heat losses or gains 
as well as oxidant input and gas exhausts take place with the atmosphere. Because of that practical choice it 
is logical to also define the exergy of diffusion of liquid water by the exergy required for its release to the 
standard atmosphere.  

Equation (37) can also be used to calculate the exergy of diffusion of liquid water. Even though there is no 
chemical change involved, the expression of the generic molecule can be used. Note that various attempts 
have been made in the literature [10], [4], [2] to find a global equilibrium between gaseous, liquid and solid 
species on Earth even going as far as considering various depth in the Earth crust1.  

Song et al. [9] developed new correlations based on a broad range of data bases. As a result of these various 
analyses the exergy of diffusion of liquid water varies between 5 et 950 kJ/kmol. Using the higher values results 
in a variation of the exergy values of fuels like hydrocarbons. From a practical standpoint this introduces 
complications that are not worth the efforts and we propose to limit the exergy of diffusion (chemical exergy in 
the literature) to the lower bound following the calculation shown below. 

Example: Calculation of the exergy of diffusion of liquid water 

We consider a system in which the water is evaporated and expanded in an isothermal turbine. For liquid 
water, a=0, b=2, c=1 and d=0. Equ. (37) becomes: �̃�𝑑,𝐻2𝑂𝑙𝑖𝑞 =  [�̃�𝑓 𝐻2𝑂𝑙𝑖𝑞0 − 𝑏2 �̃�𝑓 𝐻2𝑂𝑔0 ] + �̃�𝑇0𝑙𝑛 [ 1(�̃�𝐻2𝑂𝐴 )1]= 5.1 [kJ/kmol] 

Conclusions 
The concepts of fuel lower and higher heating values are compared with the fuel exergy value that has the 
advantage of being independent from the amount of condensation taking place in combustion or oxidation 
gases. The mechanistic model of reversible combustion presented allows a better interpretation of phenomena 
than a blind application of the concept of fuel exergy. Furthermore, and by coherence with First Law 
approaches it is recommended to separate the notions of exergy values for fuels from the concept of exergy 
of diffusion for chemically stable substances. In these definitions, one uncertainty remains that is linked to the 
broad range of exergy of diffusion of liquid water found in the literature. 
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Abstract: 
The use of natural gas in the energy matrix has been gaining prominence on the world scenery, due to being 
a fuel with available reserves and being less pollutant than other fossil fuels. Gas pipelines can be hard to 
build when oil and gas production takes place in deep waters and at a great distance from the coast. An 
alternative is to liquefy natural gas at the production site (LNG). The LNG can then be transferred to land by 
methane tankers. Offshore natural gas liquefaction is strongly limited by weight and available space on 
vessels. In this work, three natural gas liquefaction processes are evaluated (Joule-Thomson cycle, reverse 
Brayton cycle and Claude cycle). The main objective is to evaluate the sensitivity of each type of technology 
to the main irreversibilities present: isentropic efficiencies, pressure drop and minimum temperature 
differences in heat exchangers. Each system is modeled in the ASPEN-Hysys environment, with Peng-
Robinson equations of state. After validating the modeled systems, sensitivity studies are performed on the 
main sources of irreversibility for each system. The effect of the composition of the natural gas to be liquefied 
on the performance of the systems was also analyzed. The obtained results showed that design parameters 
(and the irreversibilities associated with them) produce enormous effects on the performance of the 
liquefaction systems, indicating that compromises between weight and space available in the FPSO may 
imply the adoption of non-optimized systems in terms of exergy efficiency. 

Keywords: 
Offshore oil and gas production; Natural gas liquefaction systems; LNG; Exergy efficiency. 

1. Introduction 
Natural gas (NG) is increasing it’s participation in the world energy matrix. Among the fossil fuel, NG is the 
less pollutant and have the smaller CO2 footprint. Although the COVID-19 pandemic decreased the 
economic activities in the world, the war among Russia and Ucrania introduced large concerns on NG 
availability and energy security. The international trade of NG was greatly affected, specially in Europe.  
As any gaseous fuel, NG presents difficulties concerning its transport and distribution. The most used form of 
transport today is the use of gas pipelines as a link between producers, intermediaries and consumers. 
However, this solution has as its main disadvantage the fact that when the distances involved are large, the 
risks involving gas pipelines, such as leaks, increase significantly [1]. This problem is amplified when the 
production is made offshore, due to the difficulties associated with the launching pipelines at deep water and 
at long distances from the coastline. This is the case for NG produced in the Brazilian Pre-Salt oil and gas 
fields. Today, most of the gas produced (associated gas) is re-injected in the oil field. Although this is 
positive to maintain the pressure in the oil field, the gas is not delivered to the market and is not monetized. 
There are a considerable international experience in the transport and trade of NG in liquefied form (LNG) 
using specialized ships. Various LNG production and export facilities are distributed in producing countries 
and various re-gasification facilities exists in importing countries. This is the only viable form to deliver natural 
gas for long distances. LNG production facilities are positioned aside the production fields, onshore. 
However, when the gas field is offshore, some specialized floating production units (FLNG) were proposed 
and constructed. An analysis presented by [2] points to this option as a “game changer” in the same way that 
FPSO enabled oil production in deep water. However, this will depend on the performance and economics of 
the few pioneer FLNG in operation. There are great challenges to be overcome: weight, topside deck 
available space, meteorologic and oceanographic conditions. Figure 1 shows preliminary CAPEX and 
capacity figures of some FLNG units. As for 2022, there are six units in operation: Prelude (Australia), Satu 
and Dua (Malaysia), Hilli Episeyo (Cameroon), Coral Sul (Mozambique) and Tango (Congo Brazzaville - a 
barge).  
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Figure 1. CAPEX and capacity for FLNG in operation or construction. Source: [3] 

 
The heart of a FLNG is the cryogenic system. There are many different cryogenic cycles being proposed to 
LNG production, both for land or offshore units. The cycles can be classified by the type of refrigerating fluid 
(pure substances, or mixed substances) and by the type of expansion adopted: Joule-Thomson effect 
obtained by expansion valves, or adiabatic expansion obtained by turbo-expanders. There is also the 
possibility to use both effects, like in the Claude cycle. 
For land systems, weight, size and complexity are not great concerns, and various researchers presented 
comparison among different system [4], or optimization of systems [5,6]. A comprehensive review for 
cryogenic cycles can be found in [7]. Due to the restrictions posed by floating production, specific FLNG 
systems have been explored. A simplified mixed refrigerant cycle (N2, CH4, C2H6 and C3H8) with dual 
pressure is proposed in [8] and a good specific power consumption of 1150 kJ / kg of LNG was obtained. A 
cryogenic cycle based on a reverse Brayton cycle is presented and analyzed in [9]. This cycle uses N2 as 
working fluid.  
Usually the NG to be liquefied is also pressurized, to reduce the size of the equipment. Using this 
characteristic, [10] proposes that the last stage for LNG production uses of an expansion valve in the NG line 
to obtain the final product, LNG at  near atmospheric pressure.  
Looking for small systems, [11] compares three cycles: one with  mixed refrigerant and dual expansion, and 
two reverse Brayton cycles also with dual expansion, one of them with N2 and another with CH4 as working 
fluids. Based on the hypothesis adopted, the mixed refrigerant presents a better performance:  ~1500 kJ / kg 
of LNG versus 2500 and 2100 kJ / kg of LNG for mixed refrigerant, dual expansion with N2 and dual 
expansion with CH4. Another work [12] uses data from a Brazilian FPSO gas production and composition, 
and obtains similar results.  
It is difficult to compare the performance of the various systems due to different hypothesis adopted by each 
author. Some papers does not present all hypothesis adopted, specially those associated with the main 
irreversibilities: compressors and expanders isentropic efficiencies, pressure losses in the heat exchangers 
and pipes, approach temperatures in heat exchangers. This work intends to evaluate the effect of 
irreversibilities and the effect of NG composition on the performance of three cryogenic cycles. 

 
2. Methodology 
The cryogenic systems analyzed in this work are described in the next section. All equipment are supposed 
to operate in the steady-state. Mass and energy conservation was the first step in the simulation of each 
control volume identified in the flowsheets. Using the entropy balance, entropy generation was calculated to 
avoid thermodynamic pitfalls in heat exchangers. The exergy balance was used to calculate the 
irreversibilities and exergy components to obtain performance parameters. 
Aspen-Hysys software was adopted to calculate thermodynamic properties of the different flows, using the 
Peng-Robinson equation of state. All simulated cycles were validated using the same cycles, hypothesis and 
values of parameters present in [7].    
Equation (1) shows the exergy balance for a control volume in the steady-state 
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  0 = 𝐸�̇� − 𝐸�̇� + ∑ (𝐸𝑥)̇ − ∑ (𝐸𝑥̇ ) − 𝐸𝑥𝐷̇ ,                                                                                         (1) 

where  𝐸�̇�  is the exergy associated with a heat flow, 𝐸�̇�  is the available power, (𝐸𝑥)̇  are the exergy flow 
associated with the masses crossing the control surface and  𝐸𝑥𝐷̇  is the destroyed exergy inside the control 
volume, also known as irreversibility. The exergy flow (𝐸𝑥)̇  is determined by the Eq.(2):  𝐸�̇� = �̇�[ℎ − ℎ − 𝑇 (𝑠 − 𝑠 ) + 𝑒𝑥 ],                                                                                                                  (2) 

where  𝑒𝑥   is the chemical exergy per mass unit. The environment is supposed at 25oC and 1 atm and the 
chemical exergy, when needed, was obtained according to [13] methodology. 
Three performance parameters were calculated: the exergy efficiency, shown in the Eq. (3), the liquid power 
needed to produce 1 kg of LNG in the Eq.(4), and the energy needed to produce LNG as a percentual of the 
Lower Heating Value (LHV) of LNG, Eq. (5):    𝜂 = ̇ ̇  | ̇ |                                                                                                                                       (3) 

= ̇ ̇ = ̇ ̇̇                                                                                                (4)  

%LHV = ̇̇ ∗   .                                                                                                                                    (5) 

3. Simulated cycles and its validation 
Three cycles were selected in this study: one based in the Joule-Thomson effect, one reverse Brayton cycle 
and one Claude cycle. All cycles chosen were compatible with [7], which was the reference for model 
validation. 
 
3.1. Joule-Thomson cycle  
The J-T cycle flowsheet in presented in the Fig. 2. The working fluid is compressed in three stages K- , with 
water cooling E- , and the expansion valve VLV-100 produces the final cooling effect. The working fluid in the 
cycle is a mixture of components, with the composition given in the Table 1. The composition of the mixture 
can be changed if desired, to obtain a better match with the NG cooling temperature path. The NG to be 
liquefied enters the cold box LNG-100 in the state 10 at 5 MPa and 298 K and exits in state 11 at 5 MPa and 
113 K.       

 
Figure 2. Joule-Thomson cycle. 

 
Table 1. Mixed refrigerant composition for the J-T cycle 

Substance Molar fraction (%) 𝑁  8.6 𝐶𝐻  30.1 𝐶 𝐻  24.3 𝐶 𝐻  37.0 
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3.2. The reverse Brayton cycle 
The flowsheet of this cycle is presented in the Fig.3. In the reverse Brayton cycle, the working fluid is N2. The 
refrigerant in compressed in three stages, with water cooling. The expansion is done by a turbo-expander (K-
103). The NG to be liquefied enters the first heat exchanger  LNG-100 and is pre-cooled. The final 
liquefaction occurs in the heat exchanger LNG-101. Again, the NG is at a constant pressure of 5 MPa, enter 
the system at 298 K and exits at 113K.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Reverse Brayton cycle 

 
3.3. The Claude cycle 
The Claude cycle is shown in the Fig.4. The NG to be liquefied is cooled through the heat exchangers LNG-
100 to LNG103. The inlet and outlet conditions of the NG is the same as the two previously presented 
cycles: 5 MPa, constant, 298 K at inlet and 113 K at outlet. The cooling cycle is somewhat more complex, 
with four stages of compression, with water cooling, and the expansion process is made by expansion valves 
and turbo-expanders. The working fluid is pre-cooled in the heat exchanger LNG-100 and then is splitted in 
two streams. One of them goes to the turbo-expander K-104, mixes with the return stream in the MIX-100 
and then passes in the heat exchanger LNG-101. The second stream passes LNG-101, LNG-102 where is 
cooled, goes to the expansion valve VLV-100 and finally enters the heat exchanger LNG-103. The return 
stream goes to LNG-102, LNG-101 and LNG-100 to close the cycle. 
This cycle uses a NG as the working fluid, with composition given in the Table 2, which is the same adopted 
for the NG to be liquefied. 

 
Table 2. Natural gas composition adopted for model validation. 

Substance 𝑁  𝐶𝐻  𝐶 𝐻  𝐶 𝐻  𝑛 − 𝐶 𝐻  𝑖 − 𝐶 𝐻  

Molar composition  (%) 1.0 91.0 5.0 2.0 0.6 0.4 
 
3.4. Validation of the simulation 
It is important to mention that [7] presents results for a great number of ideal cycles, always considering the 
production of 1 kg/s of LNG. Pressure losses, minimum approach temperatures and isentropic efficiencies 
for compressors and expanders are not considered. The cycles simulated in this work were validated against 
the values presented in [7] for the simplest cycle of each type (J-T, Brayton, Claude) using the same data, 
and good results were obtained. The relative deviations on exergy efficiency, Eq. (3), were -1.2% for the J-T 
cycle, +0.2% for the reverse Brayton cycle and 0,0% for the Claude cycle. Main results of the validation of 
this work are presented in the Table 3, showing also the exergy efficiency of [7]. 
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Figure 4. The Claude cycle 

 
The obtained results are overestimated, since important sources of irreversibility were not considered. The 
use of exergy efficiency is not usual outside academic circles. The most usual parameter to define a good 
performance for LNG production is presented in the third column in the Table 4: energy expressed in kWh 
needed to produce 1 kg of LNG. The best practical systems developed for onshore complex installations are 
in the range of 0.2545 - 0.3572 [4] and for offshore values in the range of 0.400 to 0.474 according to one 
equipment provider [14].  
 

Table 3. Main results from the validation process 

Parameter W/m 
[kJ / kg LNG] 

W/m 
[kWh / kg LNG] 

Energy/ LHV 
% 

𝜂  
% 

𝜂  %  
[7] Cycle 

J-T 795.9 0.2211 1.64 56.4 57.1 

Reverse Brayton 743.4 0.2065 1.53 60.4 60.3 

Claude 752.8 0,2091 1.56 59.7 59.7 

 

4. Results and discussion 
This section shows the effects of irreversibilities as well as the effects of the NG composition on the 
performance of the basic cryogenic cycles presented.   
 
4.1.  Influence of the irreversibilities on cycle performance  
This work evaluates three types of irreversibilities: isentropic efficiencies of compressors and expanders, 
pressure losses in heat exchangers, and minimum approach temperatures in heat exchangers. To evaluate 
the isolated effect of each irreversibility source, a parametric study was made. The isentropic efficiency was 
varied in the range from 80-100%; pressure losses were evaluated in the range 0-5% as a percentage of 
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inlet pressure of each stream; minimum approach temperatures in the heat exchangers were evaluated in 
the range 0-10oC. Ideal cycles have 100% isentropic efficiencies, 0% pressure losses and minimum 
approach temperatures of 0oC. To analyze each parameter, the other ones were maintained at the ideal 
values. 
It is important to note that the results for exergy efficiency presented in this section for ideal (base) cycles are 
different from the results presented for the same ideal cycles presented in the Table 3. This is due the fact 
that the NG composition is different from the one adopted in [7] and presented in Table 2. To this study, a 
typical composition of the NG produced in the Brazilian Pre-Salt was adopted. So, to obtain the maximum 
exergy efficiency a new optimization should be made. This is a clear proof of the dependency of the 
performance of each cycle to the NG composition, effect which will be analyzed in the next section.  
Table 4 presents the results of the parametric analysis for the Joule-Thomson cycle. This cycle uses mixed 
refrigerant with the composition given in Table 1 and reaches a maximum pressure of 5,0 MPa. From the 
results, it is clear that the minimum approach temperature is the main irreversibility effect, followed by the 
isentropic efficiency of the compressors. Pressure losses are also relevant, although less important than the 
other effects. The importance of the minimum approach temperature is due to the mismatch among the NG 
composition and the composition of the mixed refrigerant, and emphasize the importance of the adjustment 
of the working fluid composition to each NG composition. 
 

Table 4. Parametric analysis for the Joule-Thomson cycle. 

Parameter Value Exergy 
Efficiency 

W/m              
[kJ/kg LNG] 

W/m         
[kWh/kg LNG) 

Energy / LHV 
%                 

Isentropic efficiency 
100% 49.5 720.1 0.2000 1.49 
90% 44.6 800.1 0.2223 1.65 
80% 39.6 900.1 0.2500 1.86 

Pressure loss 
0% 49.5 720.1 0.2000 1.49 
2% 48.0 738.7 0.2052 1.53 
5% 45.9 766.9 0.2130 1.58 

Approach  T (°C) 
0.0 49.5 720.1 0.2000 1.49 
 5.0  30.1 1185.3 0.3293 2.45 
 10.0  22.2 1604.0 0.4455 3.31 

 
The results obtained for the reverse Brayton cycle are presented in the Table 5. This cycle operates with N2 
as working fluid and its maximum pressure is very high: 10 MPa. The cycle adopts a turbo-expander to 
obtain the desired minimum temperature. Due to the high pressure needed from compressors and the use of 
the turbo-expander, the main irreversibility in this cycle is the isentropic efficiency of the rotating machines. 
Minimum approach temperatures and pressure losses are clearly secondary effects, although important. 
 

Table 5. Parametric analysis for the reverse Brayton cycle. 

Parameter Value Exergy 
Efficiency 

W/m              
[kJ/kg LNG] 

W/m         
[kWh/kg LNG) 

Energy / LHV 
%  

Isentropic efficiency 
100% 52.2 683.4 0.1898 1.41 
90% 31.7 1124.0 0.3122 2.32 
80% 19.2 1859.6 0.5165 3.84 

Pressure loss 
0% 52.2 683.4 0.1898 1.41 
2% 47.5 742.9 0.2064 1.53 
5% 41.7 833.9 0.2316 1.72 

Approach  T (°C) 
0.0 52.2 683.4 0.1898 1.41 
 5.0  48.4 736.8 0.2047 1.52 
 10.0  44.9 794.6 0.2207 1.64 
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Table 6 presents the results obtained for the Claude cycle. The working fluid for the Claude cycle is NG, but 
with composition as given by Table 2. There is a mismatch among composition of the NG as working fluid 
and the NG to be liquefied. This cycle also operates with very high pressure (10 MPa) and uses a turbo-
expander as well as a expansion valve to obtain the needed minimum temperature. Since there are rotating 
machines, mismatch among the working fluid and NG to be liquefied, and a great number of heat 
exchangers, all irreversibilities are important, including pressure losses.  
As seen in Tables 4 to 6, the irreversibilities can have a huge effect on the performance of the cycles.   
 

Table 6. Parametric analysis for the Claude cycle. 

Parameter Value Exergy 
Efficiency 

W/m              
[kJ/kg LNG] 

W/m         
[kWh/kg 

LNG) 

Energy / LHV 
% 

Isentropic efficiency 
100% 44.3 805.1 0.2236 1.66 
90% 30.9 1154.4 0.3207 2.39 
80% 21.4 1662.2 0.4617 3.43 

Pressure loss 
0% 44.3 805.1 0.2236 1.66 
2% 41.6 839.6 0.2332 1.73 
5% 37.9 893.8 0.2483 1.85 

Approach  T (°C) 
0.0  44.3 805.1 0.2236 1.66 
5.0 41.9 851.9 0.2366 1.76 
10.0 39.5 903.7 0.2510 1.87 

 

 
Figure 5. Effects of irreversibilities on the exergy efficiency for the three cycles. 

 
Figure 5 shows the effects of irreversibilities on the exergy for the three cycles. As can be observed, each 
cycle presents different impacts from each parameter. Since all cycles use compressors, the isentropic 
efficiency is relevant for all of them. The mismatch of working fluid and NG properties can induce a great 
impact on performance due to high values of minimum approach temperatures.  
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4.2.  Influence of the natural gas composition  
The operation of a FLNG is foreseen to 20 to 25 years in a given gas oil and gas field. The composition of 
the NG to be liquefied varies during the field operation, even after the needed treatment before liquefaction. 
As became clear in the previous section, NG composition impacts the performance of the cryogenic cycles.     
To evaluate the effect of NG composition, five NG compositions were adopted. These compositions are 
presented in the Table 7 and are associated to different years of a typical production curve. The first one 
corresponds to the third year, when occurs the maximum production of oil and gas. The second composition 
is for the production year 12. The third composition corresponds to the year 15, when the oil and gas 
production begins to fall and water content increases. The fourth composition occurs at the 50% BSW (Basic 
Sediment and Water) condition. Finally, the fifth composition corresponds to year 21, in a condition with 
maximum water and CO2 in the oil field. It must be said that all compositions are obtained after the 
pretreatment phase.  

Table 7. NG composition for five field operation conditions. 

 NG molar Composition  (%) 
Substance 1 2 3 4 5 

H20 0.0000 0.0000 0.0000 0.0000 0.0000 
N2 0.7288 0.7370 0.7516 0.6706 0.7092 

CO2 2.6845 2.8480 2.9941 2.9861 3.2325 
C1 75.0549 75.5498 75.9309 75.7151 78.3747 
C2 10.8992 10.6941 10.6156 10.0091 9.3585 
C3 7.1086 6.7848 6.4926 6.9561 5.5985 
i-C4 0.9802 0.9244 0.8666 1.0153 0.7384 
n-C4 1.6498 1.5593 1.4594 1.7246 1.2269 
i-C5 0.2859 0.2763 0.2620 0.3035 0.2189 
n-C5 0.4886 0.4795 0.4590 0.5156 0.3830 
C6 0.0616 0.0697 0.0733 0.0592 0.0648 
C7 0.0481 0.0632 0.0767 0.0383 0.0760 
C8 0.0084 0.0119 0.0155 0.0057 0.0160 
C9 0.0012 0.0017 0.0023 0.0007 0.0023 

C10+ 0.0002 0.0003 0.0004 0.0001 0.0004 
 
Three scenarios for irreversibilities effects were explored. The Base Case is the ideal condition: isentropic 
efficiencies of 100% for all rotating machines, no pressure loss, and minimum approach temperature of 0oC 
whenever possible. For the Case 1, irreversibility parameters are in an intermediate value. Isentropic 
efficiencies are 90%, pressure losses are 2% of the inlet pressure for each heat exchanger, and minimum 
approach temperature is 5oC. Case 2 represents the worst condition for all parameters: isentropic 
efficiencies are 80%, pressure losses are 5% of the inlet pressure for each heat exchanger, and minimum 
approach temperature is 10oC.  
As an example of the thermodynamic states for each stream, Table 8 presents the results for condition 1 
(NG composition for the third year of field operation) for the three scenarios using Joule-Thomsom cycle. The 
streams are numbered according to Fig.2. 
The thermodynamic states for the reverse Brayton and Claude cycle are not presented here due to space 
limitation for the paper.  
The effect of NG composition and degree of irreversibilities on the performance of the Joule-Thomson cycle 
is presented in the Table 9. The degree of irreversibility is the dominant effect, causing huge reductions on 
the exergy efficiency, whatever is the NG composition. As an example, for NG composition 2, the exergy 
efficiency falls from 52.5% (base case) to 27.6% for case 1 and to 14.4% to case 2. The effect of NG 
composition, however, for the same level of irreversibility (case), is also relevant. In the example, the exergy 
efficiency vary in the range from 5 to 17% depending on the NG composition. And it must be remembered 
that the NG composition didn’t vary so much, as can be seen in the Table 7. The J-T cycle uses mixed 
refrigerant. To improve the performance of the cycle, the molar percentage of the constituents of the working 
fluid should be optimized for each NG composition, bringing operational complexity for the FLNG. 
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Table 8. Thermodynamic conditions of the streams. Joule-Thomson cycle, NG composition 1 

 Stream 1 2 3 4 5 6 7 8 9 10 11 
 vapor fraction 0.045  1.000  1.000  1.000  1.000  1.000  1.000  0.564  0.000  1.000  0.000  

Base 
case 

Temperature 
(C) -160.2 24.9 67.4 24.9 70.3 24.9 77.2 24.9 -160.2 24.9 -160.2 

 
Pressure 

(kPa) 402.3  402.3  949.5  949.5  2241  2241  5300  5300  5300  5000  5000  

 vapor fraction 0.101  1.000  1.000  1.000  1.000  1.000  1.000  0.564  0.000  1.000  0.000  

Case 
1 

Temperature 
(C) -165.2 19.9 89.3 24.9 97 24.9 106.2 24.9 -160.2 24.9 -160.2 

 
Pressure 

(kPa) 111.8  109.8  406.1  398.1  1473  1443  5410  5300  5194  5102  5000  

 vapor fraction 0.139  1.000  1.000  1.000  1.000  1.000  1.000  0.564  0.000  1.000  0.000  

Case 
2 

Temperature 
(C) -170.2 14.9 112.7 24.9 125.4 24.9 135.8 24.9 -160.2 24.9 -160.2 

 
Pressure 

(kPa) 41.9  39.9  211.6  200.6  1063  1010  5570  5300  5035  5236  5000  
 

 

Table 9. Performance of the Joule-Thomson cycle. Different NG compositions and degrees of irreversibilities 

NG 
Composition 

Degree of 
irreversibility 

Exergy efficiency 
 

W/m  [kJ /kg LNG] W/m  [kWh/kg 
LNG] 

Energy / LHV 
              %  

 Ideal 49.52% 720.1 0.200 1.49 
1 Case 1 26.48% 1339.9 0.372 2.77 
 Case 2 16.90% 2082.4 0.579 4.30 
 Ideal 52.48% 684.2 0.190 1.41 

2 Case 1 27.59% 128.1 0.358 2.66 
 Case 2 14.41% 2426.8 0.674 5.01 
 Ideal 50.09% 721.6 0.200 1.49 

3 Case 1 26.78% 1342.8 0.373 2.77 
 Case 2 17.10% 2086.6 0.580 4.31 
 Ideal 49.71% 719.3 0.200 1.49 

4 Case 1 26.58% 1338.5 0.372 2.77 
 Case 2 16.96% 2080.4 0.578 4.30 
 Ideal 51.31% 727.5 0.202 1.50 

5 Case 1 27.42% 1354.0 0.376 2.80 
 Case 2 17.50% 2105.0 0.585 4.35 

 
Table 10 shows the performance for the reverse Brayton cycle. The overall tendencies are similar to J-T 
cycle - that is, the degree of irreversibility is the main effect. Since the working fluid for this cycle is N2, the 
effects of NG composition is near 3.5%, not so great as for J-T cycle. Since this cycle operates with very high 
pressures and uses various rotating machines, the effects of irreversibilities on exergy efficiencies are even 
greater than for the J-T cycle: from 54% (base case) to 28% in case 1 and 14% in the case 2.    
The performance of the Claude cycle is presented in the Table 11. The effect of irreversibilities on 
performance is again the predominant: the exergy efficiency drops from 45% in the base case to 31.5% in 
case 1 and to 20.3% for case 2. The effect of the NG composition for a given level of irreversibility is in the 
range of 3.7 to 6.0%.   
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Table 10. Performance of the reverse Brayton cycle for different NG compositions and different degrees of 

irreversibilities 
NG 

Composition 
Degree of 

irreversibility Exergy eff 
W/m  [kJ /kg LNG] W/m  [kWh/kg 

LNG] 
Energy / 

LHV              %  
 Ideal 52.2% 683.4 0.190 1.41 

1 Case 1 27.4% 1286.6 0.357 2.66 
 Case 2 14.3% 2423.7 0.673 5.01 
 Ideal 52.5% 684.2 0.190 1.41 

2 Case 1 27.6% 1288.1 0.358 2.66 
 Case 2 14.4% 2426.8 0.674 5.01 
 Ideal 52.7% 685.5 0.190 1.42 

3 Case 1 27.7% 1289.7 0.358 2.66 
 Case 2 14.5% 2430.0 0.675 5.02 
 Ideal 52.4% 682.7 0.190 1.41 

4 Case 1 27.5% 1285.3 0.357 2.66 
 Case 2 14.4% 2421.4 0.673 5.00 
 Ideal 54.1% 690.6 0.192 1.43 

5 Case 1 28.4% 1300.6 0.361 2.69 
 Case 2 14.8% 2451.7 0.681 5.07 

 
 

Table 11. Performance of the Claude cycle for different NG compositions and different degrees of 
irreversibilities 

NG 
Composition 

Degree of 
irreversibility Exergy eff W/m  [kJ /kg LNG] W/m  [kWh/kg 

LNG] 
Energy / 

LHV              %  
 Ideal 44.3% 804.6 0.224 1.66 

1 Case 1 31.2% 1118.9 0.311 2.31 
 Case 2 20.3% 1669.8 0.464 3.45 
 Ideal 44.3% 809.6 0.225 1.67 

2 Case 1 31.3% 1124.2 0.312 2.32 
 Case 2 21.3% 1596.6 0.444 3.30 
 Ideal 44.6% 810.7 0.225 1.68 

3 Case 1 31.6% 1120.7 0.311 2.32 
 Case 2 20.2% 1694.3 0.471 3.50 
 Ideal 44.7% 799.4 0.222 1.65 

4 Case 1 31.3% 1117.9 0.311 2.31 
 Case 2 20.0% 1695.7 0.471 3.50 
 Ideal 46.4% 803.8 0.223 1.66 

5 Case 1 32.4% 1126.7 0.313 2.33 
 Case 2 20.6% 1714.9 0.476 3.54 

 
Figures 6 and 7 present comparisons among the three cycles, focusing on exergy efficiency and work to 
produce 1 kg of LNG respectively. As expected, the work needed increases (and the exergy efficiency 
decreases) when the irreversibilities increases. It is interesting to note, however, that for a given cycle and a 
given level of irreversibility, the NG composition can produce a higher exergy efficiency associated with a 
smaller work to produce 1 kg of LNG. Mass, energy and approach temperatures details can explain this.     
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Figure 6. Performance comparisons among the three cycles: exergy efficiency. 

 

 
Figure 7. Performance comparisons among the three cycles: work to produce 1 kg of LNG. 

 

5. Concluding remarks 
The analysis developed in this work showed the huge influence of the irreversibility level on the performance 
of three cycles proposed to produce LNG offshore. The limitation of weight and size induces a design which 
uses as few components as possible. Then, the three cycles studied were the simplest of each class. The 
influence of the NG composition, although smaller, is also relevant.  
The use of mixed refrigerants is interesting to reduce the internal heat transfer irreversibilities in heat 
exchangers, but requires an optimization of the working fluid composition (molar fractions of the 
components) associated with the NG composition. This is the case for the analyzed J-T and Claude cycles. 
The use of N2 in a reverse Brayton cycle presented less dependency of the NG composition. However, this 
cycle proved to be the most sensitive to the isentropic efficiencies of the rotating machines - that is, the 
design of highly efficient compressors and turbo-expanders must be the focus for a better performance of 
this cycle.  
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The prime movers to run the compressors can be electrical motors, or thermal machines as gas turbines. 
The work needed to produce 1 kg of LNG didn’t take into account the use of fuel to run the prime mover or to 
generate the electricity. As an example, if a gas turbine fueled by NG, with 35% of efficiency, is used as 
mechanical drive, the use of fuel can be in the range of 5-15% of the available NG, depending on the cycle 
and level of irreversibilities. 
To reduce the volume of the equipment, the NG to be liquefied was assumed at 5 Mpa to increase its 
density. The power needed to compress the NG to this pressure was not taken into account. Depending on 
details of the FLNG design and pretreatment processes, the NG can be at some pressure grater than 
atmospheric. 
For the cycles analyzed, in the conditions specified in this work, the exergy efficiency varied from 43 to 52% 
for the ideal cycles, to 14 to 17% for cycles with high level of irreversibilities. This indicates that the feasibility 
of FLNG is quite sensible to a balance among high efficiency and cycles as simple as possible to save size, 
weight and economic costs.    
 

Nomenclature 
h - Enthapy [kJ/kg] LHV - Lower heating value  [kJ/kg] 𝐸�̇� Exergy flow [kJ/s] �̇� - Mass flow [kg/s] 𝐸�̇�  - Exergy flow -heat transfer [kJ/s] 𝜂  Exergy efficiency 
s - Entropy [kJ/(kg.K)] 𝐸�̇�  - Exergy of power  [kJ/s] NG Natural gas 
T - Temperature [K] 𝐸𝑥𝐷̇  - Destryed exergy [kJ/s] LNG Liquified natural gas �̇� - Power [kW] 𝑒𝑥  - Chemical exergy [kJ/kg] FPSO Oil and gas platform 
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Abstract: 
In this work, the annual performance of a solar thermal power system in Greece is numerically studied. The 
system consists of a field of Evacuated Tube Collectors and a Trilateral Flash Cycle engine. The main target 
of this study is to assess the potential of the Trilateral Flash Cycle, a promising higher efficiency alternative to 
the Organic Rankine Cycle, for solar energy exploitation. The effects of the solar irradiance, the temperature 
of the heat source, and the flashing efficiency on the total solar energy conversion efficiency are monitored. 
The economics of the system is preliminarily studied taking into account its scale and the anticipated annual 
power output. Simulations indicate that the combined Solar-Trilateral Flash Cycle system can achieve an 
average annual total solar energy conversion efficiency of 5%, outperforming a Solar-Organic Rankine Cycle 
system of similar architecture at the examined location. It is demonstrated that the efficiency of the Trilateral 
Flash Cycle engine is highly dependent on the quality of the Working Fluid at the onset of expansion, and the 
operating pressure ratio. Moreover, the Trilateral Flash Cycle can achieve a thermal efficiency of up to 11%. 
The Levelized Cost of Electricity of the power system is estimated to lie in the region of 0.26 - 0.32 €/kWh, 
based on its scale, indicating that it may be a competitive solution for solar energy exploitation. 

Keywords: 
Solar Energy; Trilateral Flash Cycle; Two-Phase Expansion; Evacuated Tube Collectors; Solar Efficiency; 
Thermal Efficiency. 

1. Introduction 
Solar energy presents a huge potential for green power generation, especially in locations with low to middle 
latitudes, and it may be efficiently exploited by solar thermal power systems. In these systems, solar thermal 
collectors generate heat that is utilized for power production by a heat-to-power conversion technology. 
Several types of solar thermal collectors, with different ranges of applications each, have been developed [1], 
and they are currently considered to be at a mature technological level [2]. These collectors provide heat at 
rather low temperatures (<400oC), a range where the traditional water-steam Rankine power cycles of 
centralized power stations cannot operate efficiently. The overall solar energy conversion efficiency of solar 
thermal power systems depends on the collectors’ efficiency and the thermal efficiency (heat-to-power ratio) 
of the power generation technology. Bottoming power cycles are a widely applied solution for the efficient 
exploitation of low-temperature heat, with the Organic Rankine Cycle (ORC) indicated as a robust solution 
because of its flexible design, low maintenance cost, and nearly unsupervised operation [3]. 
Many works have been published in the literature (e.g. [4–7]) assessing the potential and efficiency of the 
ORC, both numerically and experimentally, with different heat sources. The main drawback of the ORC is the 
drop in its thermal efficiency at lower heat source temperatures. Several studies have been published in the 
literature (e.g. [8]) aiming to identify the causes for this efficiency drop. The consensus is that the energy losses 
in the ORC are mainly ought to the isothermal vaporization process of the Working Fluid (WF) at the evaporator 
of the cycle. During this process, the temperature of the WF remains constant while the temperature of the 
Heat Transfer Fluid (HTF) drops, leading to a sub-optimal match between the finite heat source and the WF. 
The optimal match between the heat source and the WF may be accomplished when the power cycle obtains 



 

 

a trilateral shape [8], where the vaporization of the WF is omitted. One such possible high-efficiency power 
cycle variant is the Trilateral Flash Cycle (TFC), initially conceptualized by Smith et al. [9]. 
The TFC consists of the same components as the ORC but the WF enters the power generator in the saturated 
liquid state, or partially evaporated in the generalized version of the TFC, where it undergoes two-phase 
expansion, also known as flashing. The TFC is not technologically mature, mainly because of the lack of 
fundamental knowledge about the complex flashing phenomenon in the expander. Only a few experimental 
works  ([10–12]) have been performed in two-phase expansion until now, with the quality of the WF at the 
onset of expansion identified as the most significant factor affecting the efficiency of the two-phase expander. 
Higher vapor qualities result in increased efficiencies of the two-phase expansion, which can reach 80% [11]. 
Furthermore, only a few numerical models [13–16] have been developed to simulate two-phase expansion, all 
of which simulate flashing in twin-screw expanders. In the work of Skiadopoulos et al. [16], a semi-empirical 
thermodynamic low-order model was developed to simulate two-phase expansion in twin-screw expanders. In 
this model, a segmental approach is applied to monitor the evolution of flashing in the expansion chamber. 
Moreover, the liquid and vapor phases are assumed to be in thermal non-equilibrium and a two-fluid model 
approach is followed for the formulation of the governing equations.  
The purpose of this work is to assess the performance of a small-scale solar thermal power system in Athens, 
Greece, driven by low-temperature solar heat, which is provided by a field of Evacuated Tube Collectors 
(ETCs), and exploited by a TFC bottoming power cycle. To the best of the authors’ knowledge, this is the first 
work in the literature systematically investigating the promising TFC  power cycle for solar heat exploitation. 
The ETCs are selected for the system, because of their increased efficiency in comparison to Flat Plate 
Collectors, which are typically preferred for small-scale systems because of their lower cost. An integrated 
numerical tool simulating the annual performance of the combined Solar-TFC system is developed, in the 
software environment of Matlab (R2022b). The numerical model utilizes meteorological data for the installation 
site, provided by the National Observatory of Athens. Another novel feature of this work is that in TFC modeling, 
the performance of the two-phase expander, under varying operating conditions, is accurately monitored, by 
applying the novel thermodynamic low-oder model developed by Skiadopoulos et al. [16]. This approach in 
two-phase expansion modeling comes to fill a gap in the relevant literature since several theoretical works 
studying the performance of the TFC have been published, but the two-phase expander is usually treated as 
a black box with isentropic efficiencies achieved in the dry-vapor region [17,18]. R245fa is selected as the WF 
of the TFC, because it has been tested as a WF in Solar-ORC systems, numerically and experimentally, 
demonstrating very good thermodynamic behavior within the range of temperature and operating pressure 
ratios of low-temperature solar systems [6,7]. 
This paper is organized as follows. In Section 2, the architecture of the integrated system, the governing 
equations, and the numerical methodology are presented in detail. Moreover, the methodology for the 
economic assessment of the Solar-TFC system is presented. In Section 3, the performance of the ETCs, the 
TFC, and the integrated system are investigated in detail. Thereafter, the annual electricity output of the unit 
and the achievable total solar energy conversion efficiency, along with the thermal efficiency of the TFC and 
the second law efficiency of the Solar-TFC system, under optimal operating conditions, throughout the year 
are estimated. Finally, a short economic analysis of the Solar-TFC system is presented. General conclusions 
and remarks are presented in Section 4. 

2. Materials and Methods 
2.1. Description of the Solar-TFC system 

 
Figure 1. Schematic layout of the Solar-TFC system. 



 

 

A schematic layout of the modeled Solar-TFC system is presented in Figure 1. The unit operates in HTF mode, 
i.e. solar thermal energy is transferred from the field of the ETC to the evaporator of the TFC through an HTF. 
In the evaporator of the TFC, the WF is heated up, at high pressure, reaching the state of the saturated liquid 
or the two-phase mixture. Thereafter, it flows through the two-phase expander, where flashing occurs and 
power is generated. The two-phase mixture at the expander’s discharge dissipates heat to the environment 
through the air-cooled condenser. Finally, the WF is pumped to the operating pressure of the evaporator, and 
the power cycle starts anew. The thermodynamic states of the WF in the TFC (numbered 1÷4) are presented 
in Figure 1. Details regarding the thermodynamic processes of the WF in the TFC are given in Section 2.2.2. 
The thermodynamic properties of the HTF, the WF, and the CF are calculated by utilizing the CoolProp library 
[19] wrapper for Matlab. 
2.2. Modeling 
2.2.1. ETC collectors 
The Thermomax DF 100 30, developed by Kingspan Thermomax, ETCs are selected for the solar field. The 
technical specifications of the selected ETCs are listed in Table 1. The inclination angle 𝛽  is selected to 
maximize the annually absorbed solar energy at the installation site [7]. The values of 𝑇  and 𝑇  are typical 
of low-temperature solar power systems, ensuring low thermal losses towards the ambient, and, at the same, 
subcritical operation of the power cycle (taking into consideration that the critical temperature of R245fa is 
equal to 154 oC). Based on 𝑇 , H2O pressurized at 4 bar, to avoid boiling in the solar loop, is selected as the 
HTF. Finally, �̇� /𝐴  takes the average value of the recommended, by the collectors’ developer, mass 
flowrate range for the solar cooling loop. 

Table 1. Technical specifications of the ETCs. 
Parameter Symbol Value [Units] 
Aperture area  𝛢  3.228 [m2] 
Optical efficiency at normal incidence 𝜂  0.779 [-] 
First-order losses coefficient (based on 𝛢 ) 𝑎  1.07 [W/m2-K] 
Second-order losses coefficient (based on 𝛢 ) 𝑎  0.0135 [W/m2-K2] 
Heat Transfer Fluid HTF H2O [-] 
Collector Area- Specific HTF flowrate �̇� /𝐴  2.95 ∙ 10  [kg/m2-s] 
Inclination angle 𝛽 32 [ο] 
Minimum collectors’ temperature 𝑇  80 [oC] 
Maximum collectors’ temperature 𝑇  130 [oC] 

The thermal efficiency 𝜂  of the collectors is calculated by Eq. (1). This empirical formula is applied commonly 
in solar collectors’ modeling because the value of the coefficients 𝜂 , 𝑎 , and 𝑎2  are available from the 
collectors’ certification experiments.  
 𝜂 = 𝜂 − 𝑎 ∙ (𝑇 − 𝑇 )𝐺 − 𝑎 ∙ (𝑇 − 𝑇 )𝐺  

(1) 

In Eq. (1) 𝐺  is the total solar irradiance on the collectors’ surface, 𝑇  is their average temperature, and 𝑇  
is the ambient temperature. The heat gain �̇�  of the collectors is then given by Eq. (2), where 𝐴  is the total 
area of the collectors.  
 �̇� = 𝜂 ∙ 𝐴 ∙ 𝐺  (2) 

A common assumption in solar power system simulations is that 𝑇  is equal to the average temperature of the 
HTF flowing in the solar loop. This assumption is expressed by Eq. (3), where 𝑇 ,  and 𝑇 ,  are the 
temperatures of the HTF flowing in and out of the solar cooling loop, respectively. 
 𝑇 = 𝑇 , + 𝑇 ,2  (3) 

During steady-state operation of the Solar-TFC system, and if the heat losses at the HTF circuit are assumed 
negligible, �̇�  is equal to the heat transfer rate �̇�  to the evaporator of the TFC engine. �̇� , on the HTF side, 
is given by Eq. (4), with 𝑐 ,  representing the specific heat capacity, under constant pressure, of the HTF, 
calculated at 𝑇 . 
 �̇� = �̇� ∙ 𝑐 , 𝑇 , − 𝑇 ,  (4) 

The total irradiance 𝐺  on the inclined surface of the collectors is given by Eq. (5), where 𝐺  and 𝐺  are the 
beam irradiance normal on the collectors, and the diffuse irradiance, respectively (ground-reflected irradiance 
is not considered). 
 𝐺 = 𝐺 + 𝐺  (5) 



 

 

𝐺  is calculated based on the available meteorological data at the installation site. Specifically, 𝐺𝑏 is given by 
Eq. (6), where 𝐺  is the beam irradiance on a horizontal surface, and 𝑅  is the beam radiation tilt factor. 
 𝐺 = 𝐺 ∙ 𝑅  (6) 𝑅  is given at each instance by applying Eq. (7), where 𝐿 is the local latitude, 𝛿 the solar declination, and ℎ𝑟 

the hour angle. Detailed methodology concerning the calculation of 𝑅  is presented by Kalogirou [20]. 
 𝑅 = sin(𝐿 − 𝛽) ∙ sin(𝛿) + cos(𝐿 − 𝛽) ∙ cos(𝛿) ∙ cos(ℎ𝑟)sin(𝐿) ∙ sin(𝛿) + cos ∙(𝐿) ∙ cos(𝛿) ∙ cos(ℎ𝑟)  

(7) 

2.2.2. TFC 
A qualitative Temperature- Entropy (T-s) diagram of the TFC power cycle with R245fa as the WF is presented 
in Figure 2, where the thermodynamic processes undergone by the WF, the HTF, and the Cooling Fluid (CF) 
are drawn. The thermodynamic processes of the TFC are the following: 
▪ 1→2: Adiabatic pumping 
▪ 2→3: Heat absorption in the evaporator at constant pressure 𝑝𝑒𝑣 

▪ 3→4: Adiabatic expansion in the two-phase expander 
▪ 4→1: Heat rejection in the condenser at constant pressure 𝑝𝑐𝑜𝑛 
The WF is sub-cooled at the suction port of the pump to prevent cavitation. Heat is transferred to the evaporator 
of the TFC engine by the HTF of the solar cooling loop, leading to a drop in its temperature from 𝑇 ,  to 𝑇 , . Heat is dissipated from the TFC in the condenser, resulting in the temperature rise of the CF from 𝑇 ,  
to 𝑇 , . Herein, the term TFC is generalized to engulf the power cycle architectures where the WF at the 
onset of expansion can be in a state ranging from saturated liquid to saturated vapor.  

 
Figure 2. T-s diagram of the TFC with R245fa as the WF. 

The parameters, along with their values and symbols, for the numerical modeling of the TFC are listed in Table 
2. Assuming negligible heat losses at the TFC evaporator, �̇�  will be equal to the heat absorbed by the WF 
of the TFC, equality expressed by Eq. (8), where �̇�  is the mass flowrate of the WF, whereas ℎ  and ℎ  are 
the specific enthalpies of the WF at thermodynamic states 2 and 3 of the power cycle, respectively. 
 �̇� = �̇� ∙ (ℎ − ℎ ) (8) 

Table 2. Modeling parameters of the TFC cycle. 
Parameter Symbol Value [Units] 
Pinch point temperature difference at the evaporator 𝑃𝑃  5 [oC] 
Pinch point temperature difference at the condenser 𝑃𝑃  5 [oC] 
Pump isentropic efficiency 𝜂 ,  0.75 [-] 

Working Fluid WF R245fa 
Cooling Fluid CF Air [-] 
Temperature rise of the Cooling Fluid 𝛥𝑇  10 [oC] 
Working fluid sub-cooling at pump suction 𝛥𝑇  5 [oC] 



 

 

The temperature 𝑇4  of the WF at the onset of condensation is derived from 𝑃𝑃 , as in Eq. (9) 
 𝑇4 = 𝑇 , + 𝑃𝑃𝑐𝑜𝑛 (9) 

where 𝑇 ,  is the temperature of the CF at the outlet of the condenser’s cooling loop, given by Eq. (10). In 
Eq. (10), 𝑇 ,  is the temperature of the CF at the inlet of the cooling loop, equal to 𝑇  for the modeled case 
of the air-cooled condenser in this work. 
 𝑇 , = 𝑇 , + 𝛥𝑇𝑐𝑓 (10) 

After applying Eq. (9), 𝑝𝑐𝑜𝑛 is readily calculated, as the saturation pressure of the WF at 𝑇4. The coupling 
between the TFC and the solar cooling cool is accomplished by 𝑃𝑃 , as expressed by Eq. (11), where 𝑇 ,  is the temperature of the HTF at the end of the preheating stage, 
and 𝑇 , (𝑝 ) is the saturation temperature of the WF at 𝑝𝑒𝑣. In the ideal trilateral cycle, 𝑇 ,  becomes 
equal to 𝑇ℎ𝑡𝑓,𝑜𝑢𝑡.  
 𝑇 , = 𝑇 , (𝑝 ) + 𝑃𝑃  (11) 

Equation (12) must be satisfied along with Eq. (8). In Eq. (12), �̇�  is the heat transfer rate from the HTF to the 
WF during the preheating stage, and ℎ , (𝑝 ) is the enthalpy of the saturated liquid at 𝑝𝑒𝑣. 
 �̇� = �̇� ∙ ℎ , (𝑝 ) − ℎ = �̇� ∙ 𝑐 , ∙ 𝑇 , − 𝑇 ,  (12) 

The numerical procedure for the determination of �̇�  and 𝑝𝑒𝑣 , for a desired quality 𝑥  of the two-phase 
mixture at the onset of expansion is as follows. The value of 𝑝𝑒𝑣 is varied iteratively in a stepwise manner. For 
a guess intermediate value of 𝑝𝑒𝑣 , the saturation temperature 𝑇 , (𝑝 )  of the WF is calculated, and, 
subsequently, 𝑇 ,  is derived by applying Eq. (11). Thereafter, two values for �̇�  are calculated by 
simultaneously applying Eqs. (8) and (12). The iterations on 𝑝𝑒𝑣  terminate when the two values of �̇�  
converge. 
After the values of �̇�  and 𝑝𝑒𝑣 have been determined, the thermodynamic low-order two-phase expansion 
model (details about the methodology applied in the two-phase expansion model can be found in Ref. [16]), is 
run. The outcome of the simulation is the rotational speed of the expander for the given mass flowrate, and 
the specific enthalpy ℎ  of the WF at the discharge port. Thereafter, the isentropic efficiency 𝜂 ,  of expansion 
is calculated by Eq. (13), where ℎ ,  is the specific enthalpy of the WF corresponding to an isentropic 
expansion from state 3 at 𝑝𝑒𝑣 to 𝑝𝑐𝑜𝑛. 
 𝜂 , = ℎ − ℎℎ − ℎ ,  (13) 

The power �̇�  generated by the two-phase expander is given by Eq. (14) 
 �̇� = �̇� ∙ (ℎ − ℎ ) (14) 

whereas the power �̇�  absorbed by the pump is calculated by Eq. (15), in which ℎ  is the specific enthalpy of 
the WF at its suction. 
 �̇� = �̇� ∙ (ℎ − ℎ ) (15) ℎ  is derived by applying the formula for the isentropic efficiency 𝜂𝑝𝑢,𝑖𝑠 of the pump, as in Eq. (16). 

 𝜂 , = ℎ , − ℎℎ − ℎ  (16) 

In Eq. (16), ℎ ,  is the specific enthalpy of the WF corresponding to its isentropic pumping from state 1 at 𝑝𝑐𝑜𝑛 
to 𝑝𝑒𝑣. The thermal efficiency 𝜂  of the TFC is given by Eq. (17), where �̇�  is the net power generated by 
the TFC engine. 
 𝜂 = �̇��̇� = �̇� − �̇��̇�  (17) 

The heat transfer rate �̇�  at the condenser is calculated by Eq. (18), leading to the evaluation of the 
necessary mass flowrate �̇�  of the CF. In Eq. (18) 𝑐 ,  is the specific heat capacity, under constant pressure, 
of the CF.   
 �̇� = �̇� ∙ (ℎ − ℎ )=�̇� ∙ 𝑐 , ∙ 𝛥𝑇  (18) 

 
 



 

 

2.2.3. Solar-TFC system 
At any operating instance of the Solar-TFC system, the overall solar energy conversion efficiency 𝜂  is given 
by Eq. (19). 
 𝜂 = 𝜂 ∙ 𝜂 = �̇�𝐴 𝐺 ∙ �̇��̇� = �̇�𝐴 ∙ 𝐺  

(19) 

Moreover, the exergy efficiency 𝜂  of the unit is given by Eq. (20) 
 𝜂 = �̇�1 − 𝐴 ∙ 𝐺  (20) 

where 𝑇  is the solar reference temperature, taken equal to 5770 K for this work [7].  
The average thermal efficiency 𝜂𝑡ℎ,𝑎𝑣 of the TFC engine, and the average solar energy conversion efficiency 𝜂𝑡𝑜𝑡,𝑎𝑣 and average exergy efficiency 𝜂𝐼𝐼,𝑎𝑣 of the combined unit over a period are calculated by integrating Eqs. 
(17), (19), and (20), respectively. 
2.3. Economic analysis 
The economics of the Solar-TFC system is assessed by evaluating the Levelized Cost of Electricity (𝐿𝐶𝑂𝐸), 
an estimation of the average cost that the owner-operator of the system will have to pay for every kWh 
produced during its anticipated lifetime 𝑁. 𝐿𝐶𝑂𝐸 is given by Eq. (21) 
 𝐿𝐶𝑂𝐸 = 𝐶 + ∑ ( )∑ 𝑊  

(21) 

where 𝐶  is the total initial investment cost, 𝑊 is the total electricity produced at year 𝑖, 𝑀 is the annual 
maintenance cost at year 𝑖, and 𝑟 is the annual discount rate. In this work, it is assumed that 𝑊, as well as 𝑀 
and 𝑟 remain constant throughout 𝑁. 𝐶  is given by Eq. (22), where 𝑠𝑐  and 𝑠𝑐  are the specific costs of 
the TFC and the ETC collectors, respectively, whereas 𝑃  is the nominal electric capacity of the TFC. 
 𝐶 = 𝑠𝑐 ∙ 𝑃 + 𝑠𝑐 ∙ 𝐴  (22) 

The values of the parameters for the economic analysis are listed in Table 3. Analysis concerning the 
estimation of 𝑠𝑐 , based on the nominal capacity of the TFC is presented in Section 3.3.3. 

Table 3. Parameters of the economic analysis. 
Parameter Symbol Value [Units] 
Lifetime 𝑁 20 [yr] 

Annual discount rate 𝑟 5 [%] [7,21] 
Annual maintenance cost 𝑀 0.01𝐶  [€] 
Specific cost of collectors  𝑠𝑐  260 [€/m2] [6] 

3. Results & Discussion 
3.1. Solar field 
The performance of the solar field is assessed based on the achievable values for 𝜂  as a function of 𝐺 , 𝑇 , and 𝑇  for a clear-sky day at the installation site. The variation of 𝐺 , 𝐺 , and 𝑇  from sunrise to 
sunset, with an hourly time step, as a function of solar time for the reference day is presented in Figure 3. The 
fluctuation of 𝜂  and �̇� /𝐴  versus solar time for the reference day and different desired operating 
temperatures 𝑇  is presented in Figure 4. It is assumed that the TFC engine operates when the temperature 
of the collectors reaches the desired value of 𝑇 , and, thereafter, 𝑇  remains constant for as long as possible, 
based on the values of 𝐺  and 𝑇 . Therefore, during the heating up of the collectors, it is assumed that the 
solar irradiance is exploited initially only to increase 𝑇  (�̇� = 0) until its desired value has been reached. 
Subsequently, (and for as long as �̇� > 0) all the heat gain �̇�  is delivered to the TFC engine (�̇� = �̇� ), 
and 𝑇  is kept constant. When �̇� < 0, the collectors are cooled down, and the operation of the TFC engine 
stops. 
After sunrise, the temperature of the collectors begins to increase, with a gradual drop in 𝜂  because the 
temperature difference 𝑇 − 𝑇  rises and the heat losses towards the ambient are increased. After the 
desired operating temperature 𝑇  has been reached, 𝜂  rises as 𝐺  and 𝑇  increase, and it drops 
gradually after solar noon. The maximum values of 𝜂  and �̇� /𝐴  (while the TFC engine is operating), equal 
to 0.664 and 676.84, respectively, are obtained for 𝑇  equal to 80 oC. Increasing 𝑇  reduces 𝜂  and �̇� /𝐴   
because the heat losses towards the ambient are also higher. However, reducing 𝑇  may harm 𝜂 , as the 



 

 

operating pressure ratio of the TFC will drop. The effect of 𝑇 , along with other identified crucial parameters, 
on the efficiency of the TFC is described in detail in Section 3.2. 

 
Figure 3. Irradiance on ETC collectors and 𝑇  as a function of solar time on a clear-sky spring day. 

 
Figure 4. 𝜂  and �̇� /𝐴  as a function of solar time for different values of 𝑇 . 

3.2. TFC 
The performance of the TFC is assessed based on its efficiency at solar noon, when the irradiance on the 
collectors is maximized, of the reference day presented in Section 3.1. The value of 𝜂  depends on the 
isentropic efficiency 𝜂 ,  of the two-phase expansion, which, in turn, is directly related to 𝑥  and 𝑇 , as can 
be seen in Figure 5. Low vapor quality at the suction port of the two-phase expansion leads to very low values 
of 𝜂 , . This is attributed to the increased pressure losses at suction and the increased mass flowrates �̇�  
of the WF, which cannot be accommodated by the modeled expander [11,16]. Furthermore, as 𝑇𝑚 and 𝑥  
vary, the deviation of the WF volume ratio from the built-in volume ratio of the two-phase expander varies as 
well. For every 𝑇  there is a value of 𝑥  for which an optimal match between the two values is obtained, and 
the over-under expansion losses are minimized. 
Increasing 𝜂 ,  has an obvious positive effect on 𝜂 , and values as high as 0.11 can be achieved. The 
variation of 𝜂 ,  and 𝜂  with 𝑥 , for the range of values for 𝑇 , indicates that the optimal operating point of 



 

 

the unit lies always within the two-phase region, as their values are systematically reduced towards the 
saturated vapor state. 

 
Figure 5. 𝜂 ,  and 𝜂  versus 𝑥  for different values of 𝑇 .  

3.3. Solar-TFC 
3.3.1. Performance optimization 
The analysis presented in Sections 3.1 and 3.2 highlighted that there are two degrees of freedom, i.e. 𝑇  and 𝑥 ,  in the Solar-TFC system, the determination of which leads to the maximization of 𝜂  for given irradiance 
and 𝑇𝑎𝑚𝑏 values. The system of Eqs. presented in Sections 3.1, 3.2, and 3.3 is formulated in Matlab, wherein 
a native genetic algorithm, which leads to the determination of the global optimum, is applied aiming to 
maximize 𝜂 , with 𝑇  and 𝑥  the iteration variables. The optimization problem is solved throughout the year 
with a fifteen minute interval. 
 

 
Figure 6. Frequency distribution of optimal 𝑇  value per year. 

The simulations reveal that the Solar-TFC system can be operational for a total of 2835 hours per year in 
Athens. The frequency distribution of the optimal 𝑇𝑚 on the annual basis is presented in Figure 6. It can be 
deduced that 𝑇  is the most frequent optimal operating temperature of the collectors. This is justified since 
an annual optimization is undertaken, and days with low values of irradiance and 𝑇𝑎𝑚𝑏 are also considered. 
On the other hand, it must be stressed that it is optimal to operate the system at 𝑇  for only about 2% of the 
unit’s operating time around the year. This is because, as analyzed in Sections 3.1 and 3.2, the heat losses of 
the solar field towards the ambient are very high, and, at the same time, the efficiency of the TFC is rather low, 
because of low 𝜂 ,  values. 𝑇  is optimal only in a few instances during summer, when �̇� /𝐴  is 
maximized because of the high irradiance, and, 𝑇  is high enough to ensure a favorable WF volume ratio, 
and, therefore, an operating pressure ratio for the TFC. The variation of the optimal 𝑥  throughout the year is 
presented in Figure 7, and it ranges from 0.59 to 0.83. As analyzed in Section 3.2, high values of 𝑥  ensure 
satisfying 𝜂 , , and, as a result, increased 𝜂 , a finding consistent with experiments [11]. 



 

 

 
Figure 7. Optimal vapor quality 𝑥  at the suction port of the expander throughout the year. 

3.3.2. Annual yield and efficiency 
The total collectors’ area- specific solar energy 𝐸𝑠𝑜𝑙/𝐴𝑐𝑜𝑙 incident on the ETCs monthly, for the operational 
time of the Solar-TFC system, along with the average monthly 𝜂𝑡𝑜𝑡,𝑎𝑣 are presented in Figure 8.  

   

 
Figure 8. Monthly variation of 𝐸 /𝐴  and 𝜂 , . 𝐸 /𝐴  is maximized in August, however, the combined system is most efficient in solar energy harvesting 

during March. This can be explained as follows. The irradiance on the collectors may be higher during summer, 
but the utilization of an air-cooled condenser increases the condensation temperature and pressure (see Eqs. 
(9) and (10)), and the operating pressure ratio 𝑝 /𝑝  of the TFC is reduced, with adverse effects on the 
power generation potential. If the condensation temperature was kept constant throughout the year, it is 
expected that 𝜂𝑡𝑜𝑡,𝑎𝑣 would be higher in summer.  

The average annual solar energy conversion efficiency 𝜂 ,  of the Solar-TFC system is equal to 0.05, which 
is substantially higher than the one estimated (0.03) for a small-scale Solar-ORC system at the installation site 
[6], which consists of the same ETCs and two scroll expanders, installed in series, as power generators. The 
monthly distribution of the total collectors’ area-specific 𝑊/𝐴  electricity produced by the TFC, and the values 
of 𝜂 ,  and 𝜂 ,  are presented in Figure 9. The annual yield of electricity is equal to 86 kWh per m2 of 
collectors, with an average 𝜂 ,  equal to 0.10. This average annual efficiency is again higher than the 
calculated (0.089) from the simulations of the aforementioned small-scale Solar-ORC system at the same 
location, demonstrating the potential of the TFC for higher-efficiency solar thermal power systems. The annual 
average exergy efficiency 𝜂 ,  is approximately 0.05, a value slightly lower than the one simulated for a small-
scale Solar-ORC system with R245fa as the WF in Athens [7]. However, that unit utilizes Parabolic Trough 
Collectors, which achieve higher values of 𝜂 , but are most costly. 



 

 

 
Figure 9. Monthly variation of 𝑊/𝐴 , 𝜂 , , and 𝜂 , . 

3.3.3. Economic assessment 
The economics of the Solar-TFC system is assessed by performing a parametric analysis, with 𝐴  and  𝑠𝑐  the degrees of freedom. 𝐴  implicitly determines the value of 𝑃 . It is assumed that 𝐺 , 𝑇 , and 𝑇𝑎𝑚𝑏 
are equal to 1000 W/m2, 110 oC, 20 oC, respectively, at the design point of the unit. By applying Eq. (1), 𝜂   
is calculated and, assuming a gross value, i.e. neglecting �̇� , of 𝜂  equal to 0.08, the value of 𝑃  may be 
readily calculated. Thereafter, 𝑠𝑐  is estimated based on the values of 𝑃 , the nominal heat capacity, and 
the temperature of the heat source, according to the work of Braimakis et al. [22]. The values of 𝑃  and 𝑠𝑐  
as a function of 𝐴  are listed in Table 4. It must be noted that the parametric values of 𝐴𝑐𝑜𝑙 were selected to 
ensure that 𝑃  lies within the operating nominal electric capacities of twin screw expanders [23]. 𝐿𝐶𝑂𝐸  versus 𝐴  is plotted in Figure 10. As 𝐴  increases, 𝐿𝐶𝑂𝐸  drops because 𝑠𝑐  is diminished. The 
estimated 𝐿𝐶𝑂𝐸 values are considered competitive against the current electricity prices at the European Union, 
and also against the reported 𝐿𝐶𝑂𝐸 values of Solar-ORC systems in the literature, that range between 0.25 
and 0.95 €/kWh [6,7,24]. The penetration of the Solar-TFC system in the market could be further assisted in 
the future, considering the European policies to assist the participation of renewables in the energy mix and 
promote decentralized energy production. 

Table 4. Parametric values of 𝐴 , 𝑃 , and 𝑠𝑐  at the Solar-TFC system design point. 𝐴  [m2] 200 300 400 500 600 𝑃  [kWel] 9 14 18 23 28 𝑠𝑐  [€/kWel] 4850 4300 3800 3300 3000 

 
Figure 10. 𝐿𝐶𝑂𝐸 as a function of 𝐴 . 

 
 



 

 

4. Conclusions 
In the present work, the annual performance of a Solar-TFC power system located in Athens was numerically 
studied. The operation of the system was optimized throughout the year to maximize solar energy conversion 
efficiency. Particular attention was paid to the two-phase expansion efficiency, which mainly affects the thermal 
efficiency of the TFC, with flashing simulations indicating that higher vapor qualities (59-83%) of the WF at the 
onset of expansion have a positive effect on the power cycle performance. The numerical results indicated 
that 86 kWh of green power per m2 of collectors can be generated by the Solar-TFC system annually, with the 
average solar energy conversion efficiency reaching 5%, higher than the one estimated for a Solar-ORC 
system with similar architecture in Athens. The average annual thermal efficiency of the TFC and exergy 
efficiency of the combined Solar-TFC system were calculated approximately equal to 10% and 5%, 
respectively.  
The preliminary economic analysis of the Solar-TFC system demonstrated the potential of the TFC as a 
competitive replacement of the ORC for solar heat recovery. Indeed, 𝐿𝐶𝑂𝐸 values in the range of 0.26 - 0.32 
€/kWh can be anticipated for an operation reaching 20 years. The economics of the system is better as its size 
increases, because of the TFC engine’s lower specific cost at higher capacities.  
Concluding, the analysis presented in this work highlighted the potential of the TFC for efficient solar energy 
conversion, and its competitiveness compared to the ORC. However, it must be noted that additional research 
work is necessary for the TFC to reach a technologically mature level. This research work must mainly focus 
on the comprehension of the flashing phenomenon and the development of expanders that will operate 
efficiently in the two-phase region. 
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Nomenclature 
Symbols Subscripts 𝐼𝐼 Second Law 𝑝 Pressure [bar] 𝑖𝑛 Inlet 𝑎𝑣 Average 𝑇 Temperature [oC] 𝑜𝑢𝑡 Outlet 𝑎𝑝 Aperture 𝐴 Collectors’ area [m2] 𝑖𝑠 Isentropic 𝑠𝑜𝑙 Solar ℎ Specific enthalpy [kJ/kg] 𝑒𝑥 Expander ℎ𝑡𝑓 Heat Transfer Fluid 𝑠 Specific entropy [kJ/kg-K] 𝑒𝑣 Evaporator 𝑤𝑓 Working Fluid 𝐺 Irradiance [W/m2] 𝑐𝑜𝑛 Condenser 𝑐𝑓 Cooling Fluid 𝑐  Specific heat [kJ/kg-K] 𝑠𝑢𝑏 Subcooling Greek letters �̇� Mass flow rate [kg/s] 𝑝𝑟 Preheating 𝛿 Solar declination [o] �̇� Power [kW] 𝑝𝑢 Pump 𝜂 Efficiency [-] 𝑥 Vapor quality [-] 𝑠𝑎𝑡 Saturated 𝛽 Inclination angle [o] 𝑊 Electricity [kWh] 𝑡ℎ Thermal 𝛼 Losses Coefficient [-] �̇� Heat transfer rate [kW] 𝑙 Liquid Abbreviations 𝐶 Cost [€] 𝑎𝑚𝑏 Ambient TFC Trilateral Flash Cycle 𝑟 Discount rate [%] 𝑚 Mean ETC Evacuated Tube Collector 𝐿 Latitude [o] 𝑐𝑜𝑙 Collector HTF Heat Transfer Fluid 𝑃 Nominal power [kW] 𝑑 Diffuse CF Cooling Fluid 𝑠𝑐 Specific cost [€/m2] [€/kW]  𝑏 Beam WF Working Fluid ℎ𝑟 Hour angle [o] 𝑡𝑜𝑡 Total PP Pinch point [oC]  𝑅 Radiation tilt factor [-] 𝑖𝑛𝑣 Investment ORC Organic Rankine Cycle 𝐸 Solar energy [kWh] ℎ Horizontal LCOE Levelized Cost of Electricity 
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Abstract: 

Circular thermoeconomics encompasses the physical principles of the circular economy (strictly spiral 
economy), industrial symbiosis, and second law costing and diagnosis of complex energy systems.  
This article describes a new software tool for circular thermoeconomics distributed as a MATLAB package. 
The software implements the algorithms described in the latest revisions of the exergy cost theory. In 
addition to production cost calculation and diagnostics functions, TaesLab incorporates new ones for 
determining energy savings due to waste recovery and process integration. The production structure model 
makes it possible to analyse different plant configurations, integrating other processes for waste recovery or 
energy storage. For demonstration purposes, the article presents a short example of a cogeneration plant 
with waste recovery and describes its data model and the functionality of this software tool. 

Keywords: 
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1. Introduction 
Thermoeconomics, an energy analysis methodology combining thermodynamics and economics, support 
energy systems' design, synthesis, and operation with higher efficiency and lower production costs. 
Thermoeconomics methods are usually applied to assess the energy and monetary cost of energy systems' 
internal flows and final products. These methods detect inefficiencies and evaluate their economic effects 
using thermoeconomic diagnosis [1]. Environmental issues have been incorporated into the analysis [2] to 
consider waste treatment and emission cost allocation. Classic exergy cost theory [3] has been recently 
revisited to include general waste cost allocation methods [4]. 

This methodology, called Circular Thermoeconomics [5], is based on the theory of exergy cost and its 
generalisation, the structural theory, which allows the accounting of physical or thermodynamic costs, both of 
functional products and waste generated in parallel. It makes it possible to identify which part of these costs 
are due to internal irreversibilities and which are due to the waste produced or external irreversibilities. Each 
of these irreversibilities can be reduced to certain limits: Internal irreversibilities by improving the efficiency of 
the processes or changing the technology, but always up to a specific limit; External irreversibilities by 
recycling waste. Internal irreversibilities are, at the same time, also the cause of waste and their transfer and 
disposal increment costs. 

The word "recycling" is used interchangeably by Thermoeconomics, Circular Economy and Industrial 
Symbiosis. One may wonder if it means the same thing in all three fields of activity. Recycling means 
efficient use of resources. What is different is the type of systems it studies. In general, the objective of the 
circular economy is the recovery of any solid waste, while the system analysed is the recovery plant. 
Industrial symbiosis deals with reusing waste or by-products from one plant by other plants. In this case, the 
system under study is the set of interacting plants. Thermoeconomics cover the general use, no matter how 
complex the subsystems and flow interconnections are. 

If a waste leaves the boundaries of a plant, it is dissipated into the environment, but its formation and 
disposal costs must be accounted for by identifying its origin. Some of this waste could be reused in other 
processes or plants. This theory allows for calculating its formation costs and providing a target cost as a 
basis for discussion with other plants interested in using it. 

There is a wide range of software for the modelling, process integration, simulation, and optimisation of 
energy systems, such as EES [6], HSC Chemistry [7], or ASPEN PLUS [8]. Still, in general, they do not 
include thermoeconomic analysis. Torres et al. [9] provide the guidelines for developing thermoeconomic 
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analysis software and present an Excel-based application [10] that implements these ideas. These ideas are 
applied in some specific tools for energy analysis software [11].  

This paper describes a new software tool, called TaesLab, that implements the algorithms described in [4], 
including waste cost allocation and recycling analysis. The software is presented as a MATLAB package or 
as a stand-alone application. TaesLab provides a set of functions and tools that allow a complete thermo-
economic analysis of an energy system, starting from the definition of its thermoeconomic model, a collection 
of plant states defined by the exergies of its mass and energy flows, and the costs of its external resources. 
The main functions are: 

▪ Read and Check the Thermoeconomic Data Model. 

▪ Compute Exergy Balances and Fuel Product table. 

▪ Compute Exergy Cost. 

▪ Analyse the Cost Formation Process of Products and Waste. 

▪ Recycling Analysis. 

▪ Thermoeconomic Diagnosis. 

The results are presented in the form of graphs and tables. These can be saved in Excel sheets or text files 
for further analysis. 

An Organic Rankine Cycle (ORC) is used as an example to illustrate the application's functionality. It uses 
waste heat to produce electricity. Part of the heat dissipated in the condenser could be recycled and used to 
produce air conditioning in another plant process, for example, an ejector refrigeration cycle [12]. 

2. Thermoeconomic Data Model 
To make a thermoeconomic analysis of an energy system. a set of information that constitutes the 
thermoeconomic data model is needed. 

2.1. Physical structure 

For a given level of aggregation, an energy system can be represented by a directed graph, whose nodes 
are the thermodynamic processes and edges are the flows of matter and energy exchanged. Figure 1 
depicts the physical structure of the plant used as example. 

2.2 Thermodynamic model 

To perform the thermoeconomic analysis of an energy system, it is necessary to define the exergy of each 
flow specified in the physical structure. The thermodynamic model of the plant is described by a set of 
equations (including mass, energy and entropy balances) that allow the determination of each mass, heat 
and work stream involved in the physical structure of the plant from a set of input variables, which define a 
thermodynamic state of the plant. In this example, an EES model obtains the exergy flows. The main 
parameters of the plant are also shown in Figure 1. 

2.3 Productive structure 
Each component or process of the system has a productive purpose established by its exergy efficiency, 
defined as the amount of exergy produced per unit of exergy of resources used, and which measures the 
quality of the process. Thus, for each process of the system, it is necessary to identify which flows constitute 
the product or products of the process and which resources or fuels are used to produce them. In this 
definition, it is also necessary to indicate which flows are waste and which processes are used to eliminate 
them, called dissipative processes [13] 

2.4 Waste Cost Allocation 

How the waste cost is allocated to the production processes of a system depends on the type and nature of 
the waste. There is no general criterion for assigning the cost of system waste. For example, in the case of 
heat dissipated in the condenser of a Rankine cycle, we can distribute the cost proportionally to the entropy 
generated by each process. On the other hand, the flue gases removed by the stack of the combined cycle 
are allocated to the combustion process. Therefore, the allocation of the residual costs should be based on 
the following criteria: 

▪ The waste cost must be allocated to the production units that have generated it. Here, it is essential to 
establish a conceptual difference between the exergy of waste and its cost. Costs also encompass 
exergy consumption to be involved in eliminating the system waste. Therefore, the cost, not its exergy, is 
of actual interest. It raises a need that is expressed in the second premise. 

▪ It is needed to identify the process of cost formation of waste. It parallels the production cost formation 
process because the residues are removed in the dissipative components but are formed together with 
the production processes. The responsibility of a productive component for waste generation lies in its 
contribution to the formation cost of waste. 



   

 

 

Parameter Value 

ORC fluid R245fa 

Generator pressure Pblr (bar) 20 

Inlet waste gases temperature TG (ºC) 160 

Generator pinch point ∆𝑇𝑇𝑤𝑤𝑠𝑠𝑠𝑠 (ºC) 20 

Condenser outlet temperature Tcnd (ºC) 30 

Turbine isentropic efficiency 𝜂𝜂𝑛𝑛𝑠𝑠𝑤𝑤  (%) 80 

Pump isentropic efficiency 𝜂𝜂𝑝𝑝𝑛𝑛𝑝𝑝(%) 85 

Internal Heat Exchange efficiency 𝜀𝜀𝑖𝑖ℎ𝑛𝑛(%) 80 

Net Power (kW) 50 

Reference temperature T0 (ºC) 15.94 

Reference pressure P0 (bar) 1.013 
 

Figure. 1. Thermodynamic diagram of the ORC plant and main operational parameters, 

To identify waste flows at the process level, relating each flow with the physical and chemical processes in 
dissipative units is necessary. We must define as many dissipative units as waste flows. Dissipative units are 
defined in such a way that the output product stream is a waste flow, and input fuel streams are these flows 
that one wants to be eliminated and the resources required to do that. The irreversibility carriers allow one to 
identify the waste stream's origin, path, and end. The Fuel-Product and the Irreversibility-Cost tables can 
help to determine the cost formation process of products and wastes. 

TaesLab uses the following methods, described in detail in reference [4] 

▪ EXERGY: This method looks for the immediate cause and distributes the waste's costs to the 
components that have produced it directly and in proportion to their exergy. 

▪ COST: This allocation method is like the previous one but distributes the cost proportionately to its exergy 
cost instead of its exergy. It should be noted that, in many cases, a waste's exergy is irrelevant, but its 
cost is relevant. 

▪ RESOURCES: This method is based on the definition of cost, i.e. the cost of a waste is the amount of 
external resources expended to produce it. The method internalises the waste cost to the external 
resources proportionally to the amount used to make it. This is the DEFAULT method used by TaesLab if 
no waste definition is provided. 

▪ IRREVERSIBILITY: This method identifies the waste cost formation process from the cost-irreversibility 
table and distributes the cost according to the irreversibility carriers of waste streams.  

▪ HYBRID: This method combines the IRREVERSIBILITY and EXERGY methods. The method considers 
the full path of the waste cost formation. See reference [14] 

2.5. Economic and environmental model 

The exergy cost is relative to the limits of the system. Therefore, we must define the thermodynamic 
system's boundaries that constitute the installation and its environment. The exergy cost, also called direct 
exergy cost, only considers the irreversibility of the processes (both internal and external) within the system 
boundaries.  

From the viewpoint of natural resource management, the system boundaries should be set at the level of 
extraction of non-renewable resources from nature [15]. The exergy cost of natural gas processed in a gas 
turbine will be higher than its exergy due to the extraction, storage and transportation processes required to 
use it. Moreover, the direct exergy cost does not consider that the installation processes have their own 
exergy cost because additional exergy will be needed to keep them in operation. On the other hand, when 
considering the economic aspects, the perspective is broadened by the introduction of two additional factors: 
the market prices of fuels (€/MWh) that are not linked to the exergy of the resources processed and the cost 
of investment, maintenance and operation of the facility necessary for the production process (€/h) For these 
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reasons, the concept generalised exergy cost is presented as a broader view of the exergy cost, in which the 
costs of the system flows take into account the interactions with the physical and economic environment. 
Therefore, the external valuation of resources could be measured in mass, energy or monetary units per unit 
of time; and the costs of the plant processes, measured in terms of mass, energy or monetary units and 
levelized per unit of time, must be considered. 

Some examples of generalised exergy costs are the thermo-ecological cost [16] or the exergoeconomic cost 
[17], which assesses the monetary cost of internal flows and outputs of complex plants. 

2.6 Thermoeconomic Data Model 

Defining this thermoeconomic model requires a collection of structured data or tables that provide the 
information needed to analyse a system using TaesLab. The data model can be saved in an XLSX 
spreadsheet workbook, but other formats, such as CSV, JSON or XML, can also be used. The required 
tables, defined for the ORC plant in Appendix A, are: 

▪ Flows: Enumerate the flows of the system. See Table A1 (a). The type field indicates if the flow connects 
to the plant process (INTERNAL), is an external resource (RESOURCE), is a final product (OUTPUT) or 
a waste leaving the system (WASTE). 

▪ Processes: Enumerate the process of the system. See Table A1 (b). The type field indicates if the 
process is PRODUCTIVE or DISSIPATIVE. The productive structure is defined in the fields: fuel and 
product. We show which flows, described in the previous table, constitute the fuel and which flows are the 
product. For example, in the case of the Steam Generator (BLR), the fuel is the waste heat (QBLR), and 
the product is (B1-B6), the exergy difference between flows B1 and B6.  

These two tables define the productive structure of the plant. 

▪ Format: The numerical format used for the results tables and the units in which the different quantities 
appear are indicated. For example, exergy values (EXERGY) are expressed in (kW) and are shown with 
up to ten significant digits and three decimal places. See Table A4 

▪ Exergy: It contains the values of the flow exergies for different plant states or simulations. See Table A2. 
Each column represents a plant state. The first column of values is used as the reference state, and the 
column name serves as a key to identify that state. TCND45 use Tcnd=45ºC, ETAT75 simulates the plant 
with 𝜂𝜂𝑛𝑛𝑠𝑠𝑤𝑤=75%, PBLR15 use Pblr=15 bar, noIHE bypasses the internal heat interchange, and n-Butane uses 
that fluid instead R234fa. 

The rest of the tables described below are optional: 

▪ WasteDefinition: Defines how the waste cost is allocated; see table A3. The different types of waste cost 
allocation have been described in section 2.5 

▪ WasteAllocation: It manually defines the ratios for allocating waste costs to production processes. See 
also Table A.5  

▪ ResourcesCost: Values of external resource costs, both flow costs (FLOW) and process costs 
(PROCESS). The units must be those indicated in the Format table for GENERALIZED_UNIT_COST and 
GENERALIZED_COST, respectively. Table A5 shows the economic costs of the processes in c€/kWh, 
according to the reference [18]. In the case of waste gases, they are considered amortised in the plant 
that produces them. Therefore the unit cost of the external resource flow QBLR is zero. 

3. The TaesLab Application 
TaesLab is a MATLAB package compatible with Octave, which provides a set of functions to perform the 
thermoeconomic analysis of a plant interactively from the MATLAB console. It also provides an application 
with a graphical user interface, see Figure 2, where the essential functions can be performed. See reference 
[10] for complete information on the use of the package, the user guide and its download. 

TaesLab GUI has three panels. In the left panel, select the status to be calculated and the rest of the 
parameters. In the right panel, select the tables and graphs of the current state to be displayed in the central 
panel. 

TaesLab has three groups of functions. 

▪ Read and check the thermoeconomic model files. 

▪ Cost analysis and thermoeconomic diagnosis. 

▪ Show and save the results. 

There are five blocks of results: 

▪ Productive Structure. 

▪ Thermoeconomic State. 



   

▪ Thermoeconomic Analysis 

▪ Thermoeconomic Diagnosis 

▪ Summary Results 

For each of these blocks, we can show the tables obtained, graph representations, and see internal 
information of the calculations using the workspace inspector. All the results could be saved into text files or 
XLSX spreadsheet workbooks for further analysis. The complete list of tables and graphs that could be 
obtained is explained in the user manual [10] mentioned above. 

 

Fig.2 Screenshot of the GUI Application of TaesLab 

3.1. Input Parameters 

The application has several parameters that can be modified interactively. 

▪ State: Indicates the state where we want to perform the analysis. 

▪ CostTables: Indicates which types of tables we want to generate. 

▫ DIRECT: Only direct exergy costs are calculated 

▫ GENERALIZED: If external resources data are available, obtain generalised exergy costs 

▫ ALL: Both cost types are selected. 

▪ ResourcesCost: Allows selecting the data to calculate the generalised costs. 

▪ ReferenceState: Indicates which state will be used as the reference when running the thermoeconomic 
diagnosis. 

▪ DiagnosisMethod: Indicates the method used to make the thermoeconomic diagnosis. 

▫  NONE: The thermo-economic diagnosis calculations are deactivated. 

▫ WASTE_OUTPUT: Waste is considered as plant output flows. 

▫ WASTE_INTERNAL: The cost of waste is assessed according to the chosen waste cost allocation. 

▪ Summary Results: Activate Summary Results tables and graphs. 

Appendix B shows the Live Script used to obtain the tables and figures obtained below. 

3.2. Productive Structure 

In this block of results, the information on the production structure graph, including the production groups, 
also called streams, is shown. The construction of the adjacency matrix of the production structure graph is 
explained in detail in reference [4]. Figure 3 shows the production structure of the example plant. It has been 
drawn with yEd graph software [19] from a file obtained by the app function SaveProductiveDiagram. 



   

 

Figure 3. Productive structure graph of the ORC plant, 

In this graph, the yellow squares represent the processes, the gey rectangles the productive groups, and the 
blue circles the flows. Resources are drawn as an orange octagon, waste as a grey octagon, and Final 
products as a blue octagon. Each Internal flow connects two productive groups, and each process connects 
to one or several fuel and product groups. 

3.3 Thermoeconomic State 

This results block shows the plant's exergy balances and its Fuel-Product table. Table 1 shows the exergy 
balance of the example ORC plant. 

Table 1. Process Exergy Balance of ORC plant 

Key F(kW) P(kW) I(kW) k(J/J) ƞ (%) 

BLR 99.53 73.70 25.84 1.3506 74.04 

TRB 65.67 52.43 13.24 1.2525 79.84 

IHE 2.07 1.51 0.57 1.3754 72.71 

PMP 2.43 2.08 0.35 1.1698 85.49 

CND 9.54 9.54 0.00 1.0000 100.00 

ENV 99.53 50.00 49.53 1.9906 50.24 

 

The application checks if fuel (F), product (P) and irreversibility (I) are non-negative values. If both fuel and 
product are zero, the component is bypassed and not considered in the calculation. It permits to analyse of 
several plant configurations in the same data model. 

Table 2. Fuel-Product Exergy Table (kW) 

Key BLR TRB IHE PMP CND ENV Total 

BLR 0.00 62.62 1.97 0.00 9.10 0.00 73.70 

TRB 0.00 0.00 0.00 2.43 0.00 50.00 52.43 

IHE 0.00 1.28 0.04 0.00 0.19 0.00 1.51 

PMP 0.00 1.77 0.06 0.00 0.26 0.00 2.08 

CND 0.00 0.00 0.00 0.00 0.00 9.54 9.54 

ENV 99.53 0.00 0.00 0.00 0.00 0.00 99.53 

Total 99.53 65.67 2.07 2.43 9.54 59.54 238.78 

 

Table 2 shows the Fuel-Product table of the plant. This table shows the role of each plant's processes. The 
most important ones are the steam generator (BLR) and the turbine (TRB), while the IHE and the pump 
(PMP) recover a small part of the exergy. 



   

3.4. Thermoeconomic analysis 

This section presents the results of calculating a plant state's direct and generalised energy costs. There are 
several types of tables: 

▪ Summary tables of costs for flows and processes. 

▪ Fuel-Product Cost Tables 

▪ Irreversibility Cost Tables 

The values of direct exergy costs are decomposed between the part due to internal irreversibilities *

INB  and 

the costs due to waste *

EXB , applying the selected criterion for waste cost allocation. 

= +* * *

IN EXB B B   (1) 

In the case of generalised exergy costs, they are broken down into the part due to the cost of external 

resources 𝐶𝐶𝑛𝑛, the costs associated with processes, 𝐶𝐶𝑧𝑧, and the cost due to waste, 𝐶𝐶𝑠𝑠, see Table 3.  

= + +e z rC C C C   (2) 

Table 3. Generalised (exergoeconomic) cost of ORC flows. 

Key B(kW) C(c€/h) Ce(c€/h) Cz(c€/h) Cr(c€/h) c(c€/kWh) ce(c€/kWh) cz(c€/kWh) 

B1 82.99 37.96 0.00 20.96 17.01 0.4574 0.0000 0.2525 

B2 17.32 7.92 0.00 4.37 3.55 0.4574 0.0000 0.2525 

B3 15.25 6.98 0.00 3.85 3.12 0.4574 0.0000 0.2525 

B4 5.71 2.61 0.00 1.44 1.17 0.4574 0.0000 0.2525 

B5 7.79 13.37 0.00 11.36 2.01 1.7163 0.0000 1.4589 

B6 9.30 17.19 0.00 14.45 2.74 1.8491 0.0000 1.5542 

QBLR 99.53 0.00 0.00 0.00 0.00 0.0000 0.0000 0.0000 

WP 2.43 8.45 0.00 7.81 0.64 3.4736 0.0000 3.2105 

WN 50.00 173.68 0.00 160.52 13.16 3.4736 0.0000 3.2105 

QCND 9.54 15.11 0.00 13.16 1.95 1.5841 0.0000 1.3791 

 

 

Fig. 4 Direct and Generalized irreversibility cost graphs 

Table 3 shows the generalised cost of flows. The main contribution is the investment and maintenance costs 
of the equipment. Here the cost of waste does not reach 10%, and it is assumed that the heat used in the 
steam generator has no cost. Then the electricity cost is 34.73 €/MWh and the heat 15.84 €/MWh. 

The irreversibility cost charts analyse the cost formation process, considering the effect of each process's 
internal and external irreversibilities. In the case of generalised cost, the impact of the cost of external 
resources associated with flows and processes is also considered. See Fig. 4. 
In the case of direct cost, the main contribution to the cost of each component is the steam generator, as it is 
the least efficient component located at the beginning of the production chain, also noting that waste costs 
have a significant weight. In the case of exogenous economic costs, an essential part, as already mentioned, 
is the equipment costs, together with the irreversibilities of the turbine, due to its high cost. 



   

The application provides an additional function (Summary of Results) that allows the generation of 
comparative tables and graphs for the different states of the plant. 

3.5. Waste Recycling Analysis 

As long as residual streams have exergy, they can be retrieved in recovery units; the condenser/heat 
exchange is in the ORC example. These recovery units are integrated into the plant and constitute 
productive units. Instead of expending exergy to dispose of waste, their exergy is recovered to produce 
another by-product. In the case of the ORC plant, the recovery unit could produce steam for an ejector 
refrigeration system. The potential savings from waste recycling can be estimated if one knows the 

production costs due to external irreversibilities. The production cost due to waste 
*

EX
k  indicates the 

maximum amount of resources that could be saved if waste were recycled. 

 

 

Fig. 5 Direct and Generalized cost of output flows as a function of waste QCND recycled for TCND45 state. 

It is well known that not all waste can be saved for technical and economic reasons. But, using process 
integration and Industrial Symbiosis[21], other systems may convert this waste into resources. The exergy 
cost theory allows for evaluating the waste cost, accounting for resource savings, and providing fair prices to 
waste becoming by-products.  

TaesLab allows computing the production costs if a part of the waste stream is recycled. Figure 6 shows the 
plots of the output system flows as a function of the portion of waste recycled for the TCND45 state. In the 
case of recycling up to 66% of the heat, the cost of electricity is 34.35 €/MWh, which is lower than operating 
the plant under reference conditions. 

3.6 Thermoeconomic Diagnosis 

The thermoeconomic diagnosis allows for comparing two states of the plant, identifying the causes of the 
increase in resource consumption between a reference state and another state (operating state). It also 
allows for evaluating the cost of production increase and the increase of the waste cost. 

Diagnosis results are generated when DiagnosisMethod is active, and the ReferenceState and State 

parameters have different values. The application provides two methods for the analysis of waste cost 
variation. The first one, WASTE_OUTPUT, is the standard method of thermoeconomic diagnosis, in which 
the impact on fuel is the sum of the cost of malfunctions caused by the variation of internal irreversibilities 𝑀𝑀𝐹𝐹𝑖𝑖∗, plus the cost of the variation of external outputs, including final products and wastes. The increase in 

the waste cost implies a useless consumption of resources but not an increase in the final product. 

ω∆ ∆= +∑ ∑* *

,T i P IN s
i i

F MF k   (3) 

The second method, WASTE_INTERNAL, addresses this limitation. It is a new implementation of the fuel 
impact calculation. The cost of waste variation is reallocated to the plant's production processes and final 
products, according to the defined waste cost allocation criteria. 

ω ω∆ = + ∆∑ ∑ ∑* * *
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where *

iMR is the cost of process malfunctions due to the external irreversibility increase, and 
T

ω∆ is the 

variation of the final products. In such a case, the fuel impact formula is rewritten as follows:  



   

ω∆ ∆= + +∑ ∑ ∑* * *

, ,

j
T i T i

i
P j

j
iF MF MR k  (5) 

If we compare the waste heat consumption of the plant in the reference state with that used in the TCND45 
(66% recycling) state condition, we can see a fuel impact of 19.47 kW. However, in Table 4 and Figure 8, it 
can be seen that there is also an extra production of 18.17 kW and a real exergy saving of 7.398 kW. 

 

Table 4. Diagnosis table comparison between Reference and TCND45 (%66 Recycling) states 

Key MF (kW) ΔI (kW) ΔPs(kW) MF* (kW) MR* (kW) ∆PT* (kW) 

BLR -3.679 1.695 0.000 -3.679 -2.712 0.000 

TRB -0.385 -0.240 0.000 -0.368 0.041 0.000 

IHE -0.330 -0.125 0.000 -0.433 -0.226 0.000 

PMP -0.016 0.068 0.000 -0.027 -0.024 0.000 

CND 0.000 0.000 18.172 0.021 0.010 26.968 

ENV -4.410 1.398 18.172 -4.486 -2.912 26.968 

 

 

Fig. 6. Malfunction Cost graph comparison between Reference and TCND45 (%66 recycling) states 

4. Conclusions 
This paper presents a new software application for the thermoeconomic analysis of energy systems. The 
application follows the methodology described in [9]. It is an evolution of the TAESS application [web], which 
implements the new algorithms for circular thermoeconomics described in [4], with particular emphasis on 
analysing the waste cost formation process and its effect on production costs. 

The application is presented as a MATLAB package, which includes both applications with a graphical user 
interface (GUI) and interactive functions that can be used in the MATLAB environment. The fact that it is 
written in MATLAB language facilitates the calculations of mathematical structures and provides an efficient 
environment for visualising the results obtained. Through notebooks or Live Scripts, it is possible to use 
TaesLab for educational purposes and applications adapted to users' needs. In addition, a library of classes 
is available, allowing new applications and functions to be developed by reusing the source code already 
generated. Most of the functionality of this software is also compatible with Octave, the open-source 
alternative to MATLAB. 

TaesLab allows focusing on obtaining results without defining the cost equations as in other methodologies. 
The paper describes the data model, including its physical and productive structure and thermodynamic, 
economic and environmental data, and shows with an example its capabilities. 

As future perspectives for TaesLab, besides adding new functionalities such as aggregation and integration 
of systems and models with energy storage..., is to integrate it with other simulation packages of energy 
systems such as Simulink [22], ASPEN or HSC. 
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Appendix A 
This appendix shows the data model tables of the ORC plant example. 

 

Table A1. Physical and Productive Structure definition. 

(a) Flows definition (b) Process definition 

key type 

B1 INTERNAL 

B2 INTERNAL 

B3 INTERNAL 

B4 INTERNAL 

B5 INTERNAL 

B6 INTERNAL 

QBLR RESOURCE 

WP INTERNAL 

WN OUTPUT 

QCND WASTE 
 

key fuel product type description 

BLR QBLR B1-B6 PRODUCTIVE Steam Generator 

TRB B1-B2 WN+WP PRODUCTIVE Turbine 

IHE B2-B3 B6-B5 PRODUCTIVE Internal Heat Exchanger 

PMP WP B5-B4 PRODUCTIVE Pump 

CND B3-B4 QCND DISSIPATIVE Condenser 
 

 

Table A2. Exergy States values (kW) 

Key Reference TCND45 ETAT75 PBLR15 NoIHE N-Butane 

B1 82.99 106.70 88.81 84.14 82.99 103.5 

B2 17.32 40.68 18.92 18.96 17.32 37.2 

B3 15.25 37.42 16.36 17.02 17.32 35.03 

B4 5.71 9.71 6.11 6.39 5.711 24.87 

B5 7.79 12.31 8.34 8.09 7.79 27.41 

B6 9.30 15.13 10.17 9.51 7.79 29.02 

QBLR 99.53 119.10 105.80 102.80 106.4 100.8 

WP 2.43 3.02 2.60 1.98 2.432 2.967 

WN 50.00 50.00 50.00 50.00 50 50 

QCND 9.54 27.71 10.25 10.63 11.609 10.16 

 

Table A3. Waste Definition and allocation (values in %) 

key type recycle 

QCND IRREVERSIBILITY 0.00 
 

 

key QCND 

BLR 94.40 

TRB 2.24 

IHE 2.06 

PMP 1.29 
 

 

  



   

Table A4. Format definition 

key width precision unit 

EXERGY 10 3 (kW) 

EXERGY_COST 10 3 (kW) 

EXERGY_UNIT_COST 10 4 (J/J) 

GENERALIZED_COST 10 3 (c€/h) 

GENERALIZED_UNIT_COST 10 4 (c€/kWh) 

DIAGNOSIS 10 4 (kW) 

 

Table A5. Resources Cost Values (The units of the values are as defined in the format table) 

key type Base 

QBLR FLOW 0.00 

BLR PROCESS 6.51 

TRB PROCESS 151.75 

IHE PROCESS 2.56 

PMP PROCESS 2.11 

CND PROCESS 10.75 

 

Appendix B 
This appendix shows the LiveScript commands of the TaesLab application used to generate the figures and 
tables of the paper. 

Read and check the Data Model file. 

Read the data model rocr_model.xlsx, select all tables and deactivate diagnosis 

model=ThermoeconomicTool('rorc_model.xlsx', 'CostTables', 'ALL',...  

'DiagnosisMethod', 'NONE', 'Debug',false); 

Get tables and graphs for the reference state TCND30. 

Save results tables in an Excel workbook. Tables 1-3 and Figure 3  

SaveResults(model,'rorc_results.xlsx'); 

model.saveProductiveDiagram('rorc_ps.xlsx'); 

Generate Irreversibility Cost Graph. Figure 4 

model.graphCost(cType.Tables.PROCESS_EXERGY_COST); 

model.graphCost(cType.Tables.PROCESS_GENERAL_COST); 

Recycling Analysis 

Get the recycling graphs for state TCND45. Figure 5 

model.State='TCND45'; 

res=recyclingAnalysis(model); 

res.graphRecycling(cType.Tables.WASTE_RECYCLING_DIRECT); 

res.graphRecycling(cType.Tables.WASTE_RECYCLING_GENERAL); 

Thermoeconomic Diagnosis 

Compare TCND30 (reference state) with TCND45, recycling 66% of the condenser heat. 

mode.setRecycledRatio('QCND',0.66) 

model.DiagnosisMethod='TCND45'; 



   

Save the thermoeconomic diagnosis results, table 4, and show the malfunction cost graph, figure 6. 

SaveResults(model,'rorc_TCND45.xlsx'); 

model.graphDiagnosis(cType.Tables.MALFUNCTION_COST); 
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Abstract:

The growing demand for renewable energy highlights the importance of green energy carriers in mitigating
the temporal and geographic imbalances between renewable energy supply and demand. Iron, as a metal
fuel, offers a promising solution by enabling the storage of electrical energy from renewables through the
thermochemical reduction of iron oxides with green hydrogen. This stored energy can be later converted
back into electricity via thermochemical oxidation, such as in retrofitted coal-fired power plants. Transporting
the iron/iron oxide in a closed cycle allows for spatial and temporal separation of renewable energy storage
and release. To maximize the system efficiency of this energy-iron cycle, it is crucial to achieve high storage
efficiencies during the thermochemical reduction of iron oxides. The flash ironmaking process is a promising
method for this, as it allows for the reduction of fine iron oxide particles with green hydrogen without the need
for pre- or post-treatment. Conventional exergy analyses, as well as advanced exergy analysis, are used to
analyze the flash ironmaking process. The results reveal an exergetic system efficiency of 53.7 % for a defined
base case, with the largest share of exergy destruction attributed to unavoidable exergy destruction at 82.2 %
of the total exergy destruction. Additionally, most of the exergy destruction was endogenous at 89.4 % of the
total exergy destruction. These assessments indicate that the overall potential for improvement of the reduction
plant is moderate, and component improvements should be prioritized over structural improvements to reduce
avoidable endogenous exergy destruction.

Keywords:

Direct Reduction of Iron; Exergy Analysis; Green Iron; Iron as Energy Carrier; Metal Fuels.

1. Introduction

The impact of climate change on both ecosystems and humans is becoming increasingly concerning, with
approximately 3.3 to 3.6 billion people residing in highly susceptible areas [1]. Governments worldwide are
facing the challenge of balancing electricity security and meeting the rising demand for electricity while simul-
taneously reducing emissions. This becomes even more challenging due to the recent global energy crisis
triggered by Russia’s invasion of Ukraine which highlights the vulnerability of the current energy system [2]. At
the center of the required clean energy transition is the significant increase in renewable energy soruces paired
with the electrification of end-uses. However, due to the inherent variability of renewable energy sources, a
secure and decarbonized power sector requires much larger-scale flexible resources than currently exist [3].
One cornerstone of future energy systems might be the use of carbon-free chemical energy carriers (ECs),
which can convert clean electricity into stable media for energy storage and transport. By connecting various
low-cost production regions with users of green ECs through global value chains, the future energy supply se-
curity can be ensured [3]. Iron is being considered as a potential alternative to frequently discussed ECs such
as hydrogen and hydrogen-based ECs for the global transport and seasonal storage of renewable energy [4±
7]. The energy-iron cycle consists of the storage of electrical energy via thermochemical reduction of iron ox-
ides using green hydrogen, which can subsequently be converted back into electricity through thermochemical
oxidation. This conversion process can take place in coal-fired power plants that have been retrofitted for this
purpose [8]. This reuse of existing assets and infrastructure can lead to significantly reduced implementation
times and costs compared to alternative ECs [7]. Furthermore, the transport and storage of iron/iron oxide is
comparatively easy and does not require liquefaction or elevated pressures, which is an advantage over other
ECs. The round trip efficiency and the cost of such an energy-iron cycle depend strongly on the regeneration
(thermochemical reduction) of the iron oxides [7].
Thermochemical reduction of iron oxide is a well-established process that primarily utilizes coal in blast fur-
naces, resulting in a significant contribution of 7 % to global CO2 emissions [9]. However, an alternative method
is to employ shaft furnace processes that use natural gas instead of coal, which offer a promising solution to
reduce associated CO2 emissions from ironmaking [9]. This approach is particularly useful in regions with
access to cheap natural gas.



Among various routes towards carbon-neutral ironmaking, the shaft furnace process is considered the most
promising due to its ability to operate with green hydrogen instead of natural gas and its comparatively high
technological readiness level [10]. One drawback of the shaft furnace reduction process is the necessity of iron
oxide pellets as feedstock, which must be prepared beforehand and adds to the costs and emissions (although
the potential for carbon neutrality exists through the use of hydrogen or bio-mass [11]). Further processing
is needed to obtain the required iron powder [8], typically by melting the reduced iron pellets in an energy-
intensive electric arc furnace and subsequently water-atomizing the melt.
At the University of Utah a promising alternative technology called the flash ironmaking process [12, 13] has
been developed, which can reduces energy consumption and capital investment requirements. This innovative
process allows for the direct utilization of fine iron oxide particles without requiring additional pre- and post-
treatment, eliminating the need for pelletization and iron powder production. The reaction rate is rapid, and
residence times are short, typically just a matter of seconds [12, 14], compared to the minutes to hours required
in shaft furnace reactors, thanks to the small particle size (ranging from 10 to 100 microns). The flash reactor
reduction technology is a high-intensity process that is free from problems associated with operating at high
temperatures, such as particle sticking, unlike other gas-based ironmaking processes that use fluidized bed or
shaft furnace reactors. As a result, the process can be operated at elevated temperatures (i.e. above 1150 °C),
resulting in a more intensive process. The flash ironmaking process offers several advantages, including dis-
pensing with the requirement for pre- and post-treatment, low energy consumption and capital investment,
and high-intensity. Given these advantageous features, the flash ironmaking process aligns perfectly with the
described energy-iron cycle as a promising reduction process.
To improve the understanding, identify the sources of irreversibility, and estimate the real improvement poten-
tial of this energy-intensive process, exergy-based analyses are performed. For this purpose the methodology
and process are described in detail before the analyses are performed.

2. Methodology

The flash ironmaking process will be analyzed using both conventional and advanced exergy analyses. These
two analyses will be briefly summarized subsequently before the flash ironmaking process is described in more
detail.

2.1. Exergy Analysis

An exergetic analysis is widely recognized as the most efficient method for evaluating the efficiency of energy
conversion processes [15±17]. It provides insights by analyzing the real thermodynamic inefficiencies in a
system and its components, which are not available by means of an energetic analysis. These can greatly
enhance energy-intensive processes from a thermodynamic, an economic, and an ecological perspective.
When evaluating systems that involve chemical reactions, the total specific exergy etot of a material stream, is
a combination of both physical exergy eph and chemical exergy ech, as represented by

etot = eph + ech . (1)

Physical exergy is calculated based on the current enthalpy h and entropy s as well as their reference state
values (h0 and s0), using the following equation

eph = (h − h0) + T (s − s0) . (2)

Chemical exergy, on the other hand, has two components: a reactive part, which is represented by the standard
chemical exergies, and a non-reactive part due to mixing. This can be expressed as

ech =
∑

l

ωle
0
ch,l + T0

∑

l

Rlxl ln(xl ) . (3)

The standard chemical exergy e0
ch,l for each species l can be obtained from tables for standard reference en-

vironments [15, 18, 19] or it can be calculated for a process-specific reference environment. In this case, the
latter approach is used, with the reference species being liquid H2O, Fe2O3, and ambient air. For iron and hy-
drogen, the standard chemical exergies based on the process-specific reference environment are 6448 kJ kg−1

and 118 246 kJ kg−1, respectively.

The exergy balance of a generic open control volume can be expressed by

ĖD = P + ĖQ +
∑

in,i

ṁiei ,tot −
∑

out ,j

ṁjej ,tot − ĖL , (4)

where ĖQ and P correspond to the time rates of exergy transfer associated to heat and work transfer, respec-
tively. The exergy loss rate ĖL and exergy destruction rate ĖD depend on the chosen system boundary. For



this evaluation, the system boundaries extend into the environment with the constant reference temperature
T0. Therefore, any exergy reduction due to heat losses to the environment is considered as exergy destruction,
and only the material streams leaving the system correspond to exergy losses. To determine the exergetic
efficiency of a system or component, it is necessary to define a fuel (F) and a product (P) for the analyzed
system or component. Then, the overall exergy balance can be expressed by

ĖD = ĖF − ĖP − ĖL , (5)

where the definition of the product must be consistent with the purpose of the system/component. The exer-
getic efficiency is defined as the ratio of the rate of exergy transfer associated with the product to the rate of
exergy transfer associated with the fuel

ϵ =
ĖP

ĖF

= 1 −
ĖD + ĖL

ĖF

. (6)

To compare the exergy destruction ĖD,k of individual components k and losses associated to material streams
leaving the system ĖL to the total fuel exergy ĖF,tot of the overall system, exergy destruction yD,k and exergy
loss yL ratios can be defined

yD,k =
ĖD,k

ĖF,tot

, yL =
ĖL

ĖF,tot

. (7)

This allows for the assessment of the relative contribution of each component to the total exergy destruction of
the system and can be used to define the total exergetic system efficiency

ϵtot = 1 −
∑

k

yD,k − yL . (8)

Conventional exergy analysis provides valuable insights into how energy systems can be improved, but it falls
short in illustrating the impact of interactions among components within the overall system and the real po-
tential (including technological limitations) for improvement [20, 21]. To overcome these limitations, advanced
exergy analysis has been developed. This approach provides a more comprehensive view of the origin of
exergy destruction, taking into account the interactions between components and offering a clearer picture of
the potential for improvement.

2.2. Advanced Exergy Analysis

An advanced exergy analysis goes beyond conventional analysis by breaking down the exergy destruction
within each component into its endogenous and exogenous parts, as well as its avoidable and unavoidable
parts and their combinations. Determining the unavoidable and endogenous fractions of exergy destruction
entails making certain discretionary judgments, and thus, is somewhat subjective. Nonetheless, the insights
obtained from this division surpasses the drawbacks of partial subjectivity [22]. The methodology of advanced
exergy analysis was developed at the Institute for Energy Engineering of Technical University Berlin [20±25]
and will be briefly summarized before been applied to the flash ironmaking process.

2.2.1. Unavoidable and Avoidable Exergy Destruction

Although it may be possible to mitigate a fraction of the exergy destruction rate in a component, there is
usually a residual amount that cannot be avoided due to a variety of limitations. These limitations can include
techno-economic constraints such as material availability and cost, as well as thermodynamic restrictions. For
instance, the maximum achievable efficiencies of turbo-machinery or electrolyzers may be limited by current or
future technology, resulting in unavoidable exergy destruction. By segregating the exergy destruction into two
distinct parts ± unavoidable ĖUN

D,k and avoidable ĖAV
D,k ± in the kth component

ĖD,k = ĖUN
D,k + ĖAV

D,k , (9)

a more precise evaluation of the potential to enhance the component’s thermodynamic efficiency can be
achieved. To estimate the value of ĖUN

D,k within each system component, the most favorable operating con-
ditions that just cannot be achieved in the near future are assumed.

2.2.2. Endogenous and Exogenous Exergy Destruction

Additionally, the impact of interdependencies of the system component can be analyzed by separating the total
exergy destruction within the kth component into endogenous ĖEN

D,k and exogenous ĖEX
D,k parts

ĖD,k = ĖEN
D,k + ĖEX

D,k . (10)



The endogenous share refers to the exergy destruction that takes place within the kth component while all
other components are ideal, and the component under assessment is performing at its designated efficiency.
In contrast, the exogenous fraction represents the discrepancy between the overall exergy destruction and the
endogenous exergy destruction for the specific component. Determining exogenous and endogenous exergy
destruction values for individual components is a critical aspect of advanced exergy analysis. Traditionally, two
methods, based on thermodynamic cycles and the engineering approach, have been employed [24]. However,
these approaches have limitations such as computational difficulties, theoretical deficiencies, and the need for a
large number of non-standard simulations, rendering them impractical [21, 25]. To overcome these limitations,
a novel decomposition-based approach was recently developed [25] and successfully applied [26] by Penkuhn
and Tsatsaronis. This method involves calculating the exogenous exergy destruction for a given component by
applying a modified exergy balance equation

0 =
∑

j

ĖEN
Q,j ,k + PEN

k +
∑

i

(ṁe)EN
i ,k −

∑

o

(ṁe)EN
o,k − ĖEN

Dk . (11)

This equation takes into account the endogenous operation parameters, which include composition, pressure,
temperature, mass flow rate, and exergy transfer to or from the components. It is crucial to define these
endogenous parameters for each component in relation to the remaining idealized system. Additionally, the
exergetic efficiency ϵk of the component must be identical in both the endogenous case and the base case
design. By using this novel approach, the drawbacks of previous methods can be avoided, providing a more
accurate and practical solution to determine endogenous and exogenous exergy destruction values.

2.2.3. Combination of the Exergy Splitting Approaches

The combination of the two previous concepts results in the following equation for exergy destruction

ĖD,k = ĖUN,EN
D,k + ĖUN,EX

D,k + ĖAV,EN
D,k + ĖAV,EX

D,k . (12)

When optimizing a system based on the results of an advanced exergy analysis, it is important to focus on
reducing the avoidable endogenous (that can be reduced by improving the efficiency of the component be-
ing considered) and avoidable exogenous (that can be reduced by changes to the system topology) exergy
destruction. With these considerations in mind, the exergetic efficiency given in 6 can be adjusted

ϵAV,EN
k =

ĖP,k

ĖF,k − ĖUN
D,k − ĖAV,EX

D,k

. (13)

Similarly to the differentiation of different parts of exergy destruction (see 12), the exergy destruction ratios can
be further differentiated as follows

yD,k = yUN,EN
D,k + yUN,EX

D,k + yAV,EN
D,k + yAV,EX

D,k . (14)

The important information is conveyed through the unavoidable, endogenous exergy destruction ĖUN,EN
D,k , which

represents the smallest possible endogenous exergy destruction resulting from techno-economically con-
straints of the component as well as its interactions with other components [21, 26].

ĖUN,EN
D,k = ĖUN

D,k

ĖEN
D,k

ĖD,k

. (15)

The remaining different parts of exergy destruction can then be calculated by the introduced set of equations.

3. Flash Ironmaking

As prevousliy mentioned the utilization of green hydrogen for green ironmaking is an emerging technology.
This section provides a brief overview of the thermochemical reduction of iron oxides using hydrogen, followed
by a detailed introduction to the flash ironmaking process.

3.1. Reduction of Iron Oxides with Hydrogen

The step-wise direct reduction of iron oxides with hydrogen at temperatures above 843 K proceeds through
a series of intermediate stages, starting from hematite Fe2O3, then magnetite Fe3O4, followed by wÈustite
Fe(1 ± z)O, and finally to metallic iron Fe [27]. The global reaction for the reduction of hematite is described by

Fe2O3 + 3λH2
H2 −−→ 2 Fe + 3λH2

H2O + 3 (λH2
-1) H2 ∆Hr(λH2

= 1) = 98.77 J mol−1 . (R1)



Here, λH2
represents the hydrogen equivalence ratio. However, to achieve full conversion of the iron oxides

to iron, an overstoichiometric (λH2
> 1) amount of hydrogen is required, since the reaction is limited by the

chemical equilibrium [27]. It should be noted that the applied thermodynamic data [28] assume that wÈustite
exists only as Fe0.947O (z = 0.053). The progress of reduction can be quantified by the reduction degree,
denoted as X , which is given by

X = 1 −
NO

1.5 · NFe
, (16)

where NFe represents the molar amount of iron and NO corresponds to the molar amount of oxygen bound to
the iron. For example, the reduction degree of pure iron would be 1 (NO = 0), and for a mixture of wÈustite and
iron (ωFe = 0.83, ωFe0.947O = 0.17), the reduction degree is 0.9.

3.2. Process Description, Modeling, and Parameterization

Figure 1 illustrates the flowsheet of the flash ironmaking process under investigation. The process begins with
fine iron oxide powder (the product of the prior oxidation process) as feedstock which is preheated in an iron
oxide preheater. The powder is then directed to the flash reactor, where it reacts with a hydrogen stream to iron
and water, as represented by R1. Due to the endothermic nature of the reduction reaction, an external heat
source is required. This heat can be generated internally by burning a portion of the reducing agent through
partial oxidation, a technique commonly used in various industrial processes, such as natural gas reforming.
The reactor effluent is separated through a cyclone, with the hot iron leaving the cyclone being cooled down
by an air heater, which utilizes the available heat to preheat the iron oxide feed using a secondary fluid (air).
The hot hydrogen leaving the cyclone is then utilized in a regenerative heat exchanger (hydrogen preheater) to
preheat the gaseous reactants before entering the flash reactor. The majority of the water in the recycle stream
is removed through a simple condenser and the remaining hydrogen is merged with hydrogen generated by
the electrolyzer.
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Figure 1: Flowsheet of the investigated flash ironmaking process

3.2.1. Modeling and Assumptions

The flash reactor is the key component of the investigated process. Experimental and numerical evidence
suggests that it is possible to fully convert iron oxides to iron using hydrogen at atmospheric pressure [13].
However, for the reference design, a reduction degree of X = 90 % is assumed. The flash reactor is modeled
as a sequence of a combustor, a heating section (adiabatic mixer), and a reaction section (adiabatic yield
reactor), as highlighted in Fig. 1. The adiabatic mixing of the heating section is a reasonable simplification
since the heating period is very brief, as supported by numerical investigations [14]. The oxygen flow into the
combustor is adjusted to achieve a defined temperature of 1300 °C at the reactor section inlet (Stream 13).
In addition, the hydrogen equivalence ratio is set to λH2

= 3, so there are no conversion restrictions due to
chemical equilibrium limitations. The mass flow rate of solid product leaving the process (Stream 5) is set
to ṁ5 = 35 kg/s, which corresponds to an annual production of approximately 1 million tons (industrial plant
scale). All heat exchangers are assumed to have a pressure drop of ∆p = 0.15 bar and a relative heat flow
loss Q̇rel equivalent to 2.5 % of the heat flow of combustion/transferred heat flow, is introduced to account for
heat losses in both the combustor and heat exchangers. Additional details on the process components are
presented in Table 2, and the corresponding stream table is provided in Appendix A.



To enable comparisons between energy-based and exergy-based analyses, a system efficiency parameter is
defined, denoted as ηtot, for the given process. This parameter is calculated using the following equation

ηtot =
ṁ5 · HV5
∑

k Pk

, (17)

where the numerator simply represents the product of the mass flow rate and the corresponding heating value
of the product stream, and the denominator accounts for the sum of all energy supplied to the system.

The required definition of fuel and product for the exergy analyses, taking into account the splitting of chem-
ical and physical exergy, for each component and at the system level is defined in Table 1. The unavoidable
exergy destruction for each component is calculated individually at the component level, under the best con-
ditions possible, to define the unavoidable exergy destruction. The technological limitations and associated
assumptions are given in Table 2. For components where an exergetic efficiency cannot be defined (such as
mixer 1 and the cyclone), as they do not serve any meaningful purpose from a thermodynamic perspective,
the unavoidable exergy destruction is set equal to the endogenous exergy destruction. The same assumption
was made for the flash reactor (consisting out of the combustor, mixer 2 and the reaction section). Another
approach to defining unavoidable conditions for the flash reactor could be to assume full conversion (X = 1)
at the minimum possible hydrogen equivalence ratio. However, such an assumption would result in higher
specific exergy destruction due to the inherent irreversibilities associated with the chemical reactions involved.
Consequently, this approach would lead to negative avoidable exergy destruction, the interpretation of which
is not clear.

To calculate the endogenous and exogenous exergy destruction, individual components with their correspond-
ing exergetic efficiency are simulated in conjunction with an idealized system [25]. The real process takes into
account factors such as incomplete conversion of iron oxides in the reactor, incomplete separation of water from
the residual gaseous stream in the condenser, and a higher hydrogen equivalence ratio than thermodynami-
cally required. In contrast, in the idealized process, full conversion is achieved (X = 1), complete separation
of water out of the recycle stream, and the minimal possible hydrogen equivalence ratio are assumed. The
minimal hydrogen equivalence ratio λH2

= 2.6 is obtained using chemical equilibrium calculation for the ideal-
ized system under the corresponding conditions (t = 1300 ◦C,ωH2 = 57 %, ωH2O = 43 %). These idealizations
result in different mass flow rates and compositions. To ensure a fair comparison, the overall main product of
the process is kept constant, corresponding in this case to the chemical exergy in stream 5 leaving the system
(Ėch,5 = 196.4 MW). Due to the full conversion and the corresponding higher specific chemical exergy of the
product, the material flow is reduced to meet the same main product for both the idealized and real processes.
To determine the endogenous exergy destruction within the air heater, we assume that the upstream air fan
is operating isentropically and adjust the pressure accordingly, as pressure drops downstream should not be
attributed to the air heater. The inlet of the hot stream is determined by the idealized reactor (X = 1), while the
approach temperature is adjusted to achieve the same exergetic efficiency as in the base case design. Sim-
ilarly, the endogenous exergy destruction of the other heat exchangers are determined by using the streams
of the idealized system and adjusting the approach temperature to achieve the same exergetic efficiency as in
the base case design. For the reaction section and the combustor, the hydrogen equivalence ratio and the as-
sociated heat losses are adjusted to meet the same exergetic efficiency between the base case design and the
idealized system in conjunction with the component, respectively. Since the reactor operates at atmospheric
pressure, the pressure levels generated by the turbo-machinery are not required for the overall process and
are associated with pressure drops in other components. Therefore, the entire exergy destruction within the
turbo machinery is exogenous. The specifications for the calculation of endogenous exergy destruction and
the resulting streams are given in Appendix B.

The results are derived using EBSILON® Professional [30] applying the thermodynamic data given in [28] and
user defined routines for the calculation of physical and chemical exergies. The reference temperature and
pressure is set to T0 = 298.15 K and p0 = 1.013 bar, respectively.

4. Results and Discussion

The energetic system efficiency of the base case design was determined to be ηtot = 61.7 % based on a
conventional mass and energy-based analysis (not explicitly shown here). The energetic analysis identified the
electrolyzer as the component with the highest losses, followed by the residual energy of the material streams
leaving the system, and the heat losses of the combustor and heat exchangers. To get an impression of the
achievable energetic system efficiency, the process was parameterized according to the assumed unavoidable
technological constraints given in Table 2. This resulted in an energetic system efficiency of ηtot = 68.5 %, a
significant improvement potential from the base case design.

Based on the conventional exergy analysis presented in Table 3, the exergetic system efficiency of ϵtot = 53.7 %
indicates significant inefficiencies within the process. The electrolyzer is responsible for the largest exergy de-



Table 1: Definition of fuel and product according to [29] for each component given in Fig. 1

Component Fuel ĖF Product ĖP

Electrolyzer Pel + Ė15,ch − (Ė16,ph + Ė17,ph − Ė15,ph) Ė16,ch + Ė17,ch

Mixer 1 NA NA

Hydrogen Preaheater Ė6,ph − Ė7,ph Ė11,ph − Ė10,ph

Combustor Ė11,ch + Ė23,ch − Ė12,ch Ė12,ph − Ė11,ph − Ė13,ph

Mixer 2 ṁ12(e12,ph − e13,ph) + (Ė2,ch + Ė12,ch − Ė13,ch) ṁ2(e13,ph − e2,ph)

Flash Reactor Ė13,ch + Ė13,ph − Ė3,ph Ė3,ch

Cyclone NA NA

Air Heater Ė4,ph − Ė5,ph Ė20,ph − Ė19,ph

Air Fan Pel Ė19,ph − Ė18,ph

Iron Oxide Preheater Ė20,ph − Ė21,ph Ė2,ph − Ė1,ph

Condensate Pump Pel Ė15,ph − Ė14,ph

Cooling Water Pump Pel Ė25,ph − Ė24,ph

Recycle Compressor Pel Ė9,ph − Ė8,ph

Condenser Ė7,ch + (Ė7,ph − Ė14,ph − Ė8,ph) − (Ė26,ph − Ė25,ph) Ė8,ch + Ė14,ch

Overall System
∑

k Pel,k + Ė1,tot + Ė18,tot + Ė24,tot Ė5,ch

Table 2: Technological assumptions for determination of avoidable and unavoidable exergy destruction

Component Parameter Base Case Unavoidable Inefficiency

Pumps Isentropic efficiency ηis 75 % 85 %
Compressors Isentropic efficiency ηis 80 % 90 %
Condenser Approach temp. ∆T 10 K 1 K
Heat exchangers Approach temp. ∆T 50 K 3 K
Heat exchangers Relative heat loss Qrel,L 2.5 % 1 %
Electrolyzer System efficiency ηLHV 70 % 74 %
Electric motors Efficiency η 90 % 95 %

struction, followed by the condenser, hydrogen preheater, reactor, combustor, and the other heat exchangers.
Figure 2 illustrates the exergy destruction ratios of all components, starting from the overall process fuel, in
descending order leading to the defined product of the process. The analysis reveals that the turbo-machinery
and the cyclone only cause insignificant exergy destruction. The exergy losses associated with streams leav-
ing the system result in an exergy loss ratio of yL = 1 %, with the chemical exergy of the oxygen leaving the
system having the highest share. In contrast to the energetic analysis, which pointed to the material streams
leaving the system, the exergy analysis quantifies the low quality of the energy within these streams due to the
low associated temperatures. The exergetic efficiencies of the different components are mostly high, with the
exception of the flash reactor, which suffers from the high inherent irreversibilities associated with the reduc-
tion reaction. Interestingly, the exergetic efficiency of the combustor is comparatively high, which is due to the
partial oxidation and the high temperature of stream 11 entering the combustor.

Based on the analysis of unavoidable and avoidable exergy destruction, it is concluded that the total unavoid-
able and avoidable exergy destruction account for 82.2 % (ĖUN

D,tot = 136.1 MW) and 17.8 % (ĖAV
D,tot = 29.4 MW)

of the exergy destruction, respectively. After factoring in the unavoidable exergy destruction, a modified exer-
getic efficiency of 85.8 % can be determined for the base case (cf. Table 3). The highest unavoidable exergy
destruction is associated with the electrolyzer, the condenser, the flash reactor and the combustor, while the
highest avoidable exergy destruction is related to the elctrolyzer, the hydrogen preaheater, the combustor and
the iron oxide preheater. The share between endogenous and exogenous exergy destruction is even more
one-sided, with endogenous exergy destruction accounting for 89.4 % and exogenous exergy destruction for
10.6 % of the total exergy destruction. These findings suggest that a large share of the exergy destruction is
unavoidable. However, the assessments point out that improving individual components should have a higher
priority over structural improvements.
When combining the two exergy splitting approaches, the total share of avoidable endogenous and avoidable
exogenous exergy destruction in relation to the total avoidable exergy destruction is 87.1 % and 12.9 %, re-
spectively. The electrolyzer, hydrogen preheater, and the combustor exhibit the highest potential for reducing
endogenous avoidable exergy destruction. This highlights the potential for improvement through technological



Table 3: Results of conventional and advanced exergy analysis

Conventional Exergy Analysis Advanced Exergy Analysis

Component
ĖF ĖP ĖD ĖL ϵ yD ĖUN,EN

D,k ĖUN,EX
D,k ĖAV,EN

D,k ĖAV,EX
D,k ϵ

AV,EN
k

[MW] [MW] [MW] [MW] [-] [-] [MW] [MW] [MW] [MW] [-]

Electrolyzer 358.2 248.0 110.2 0.0 0.69 0.30 87.0 4.0 18.5 0.8 0.93

Condenser 460.7 449.0 11.7 0.0 0.97 0.0 7.8 3.5 0.2 0.1 1.00

Hydrogen Preheater 67.7 57.2 10.5 0.0 0.84 0.03 5.6 1.9 2.3 0.7 0.96

Flash Reactor 14.9 4.5 10.4 0.0 0.30 0.03 9.6 0.4 0.4 0.0 0.92

Combustor 53.4 43.2 10.2 0.0 0.81 0.03 5.5 2.0 2.0 0.7 0.96

Air Preheater 17.6 12.7 4.9 0.0 0.72 0.01 3.5 0.6 0.6 0.1 0.95

Iron Oxide Preheater 13.0 10.5 2.6 0.0 0.80 0.01 1.0 0.2 1.1 0.2 0.90

Mixer 2 80.9 78.3 2.6 0.0 0.97 0.01 1.8 0.4 0.4 0.1 1.00

Recycle Compressor 4.8 3.6 1.2 0.0 0.75 0.00 0.0 0.5 0.0 0.7 1.00

Cyclone 741.5 740.7 0.8 0.0 0.00 0.0 0.5 0.1 0.1 0.0 0.00

Air Fan 1.5 1.1 0.4 0.0 0.74 0.00 0.0 0.2 0.0 0.2 1.00

Mixer 1 0.0 0.0 0.0 0.0 0.00 0.00 0.0 0.0 0.0 0.0 0.00

Cooling Water Pump 0.0 0.0 0.0 0.0 0.67 0.00 0.0 0.0 0.0 0.0 1.00

Condensate Pump 0.0 0.0 0.0 0.0 0.68 0.00 0.0 0.0 0.0 0.0 1.00

Total 365.3 196.6 165.5 3.5 0.54 0.45 122.4 13.7 25.6 3.8 0.86*

*) Exergetic system efficiency adjusted by the unavoidable parts: ϵAV
tot =

ĖP,tot

ĖF,tot−ĖUN
D,tot

advances in water-electrolysis, heat recovery measures, and the importance of proper reactor design and op-
eration, including internal combustion.
The exergy-based evaluations presented here demonstrate the potential for enhancement of the analyzed flash
ironmaking process. While technological advancements in water-electrolysis and lower approach temperatures
lead to obvious improvements in overall performance, it is evident that there is still potential for improvement
of the flash reactor (sequence of combustor, mixer 2, and reaction section). The attained conversion and reac-
tion conditions (reaction temperature, hydrogen equivalence ratio) result in exergy destruction upstream and
downstream of the reactor, which could be reduced. However, it should be noted that although these assess-
ments are thermodynamically correct, economic considerations remain the driving force in real-world process
synthesis.
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Figure 2: Waterfall diagram to visualize the results of the conventional and advanced exergy analysis

5. Conclusion

The present study focuses on the thermodynamic assessment of flash ironmaking, a promising method for
sustainable iron oxide reduction using green hydrogen. To this end, conventional energy and exergy analyses,
as well as an advanced exergy analysis, are conducted. A defined based case is used to determine an ener-
getic efficiency of 61.7 % and an exergetic efficiency of 53.7 % for a given parameterization. For a scenario with
foreseeable best case technological constraints, an energetic efficiency of 68.5 % and an exergetic efficiency
of 59.7 % can be determined.



The informative value of the employed methods can be demonstrated by the assessment of the condenser,
which separates the undesired water out of the recycle stream. While the energetic analysis points to the high
energy content of the cooling water leaving the condenser, the exergetic analysis indicates significantly lower
potential, which is further deemed as mainly unavoidable exergy destruction by the advanced exergy analysis.
The overall potential for improvement of the plant is found to be moderate, mainly due to the high unavoidable
exergy destruction (i.e. 82.2 % of the total exergy destruction), and the improvement potential is primarily as-
sociated with the internal operational conditions of the components. The highest avoidable exergy destruction
is observed in the electrolyzer, the hydrogen preheater, and the combustor, which is also endogenous.
The findings of these analyses confirm that the flash ironmaking process is a promising alternative to the
conventional shaft furnace process, particularly in the context of a circular energy-iron economy, given its dis-
pensation of the requirement for pre- and post-treatment of iron oxides (required for the shaft furnace process),
low energy consumption, and high-intensity. The performed assessments provide insights into the sources of
irreversibility and estimate the potential for improvement in this energy-intensive process. However, for a more
comprehensive assessment, it is crucial to consider economic factors in the synthesis of the analyzed flash
ironmaking process. In addition to reliable techno-economic models, this requires a comprehensive reactor
model that takes reaction kinetics and transport phenomena into account.
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Appendix A Base Case Design

Table 4: Thermodynamic data for the base case design of the flash ironmaking process. Only selected mass
fractions are shown. Missing fraction are obvious from the flow sheet (e.g. liquid water stream: ωH2O(l) = 1).

Stream
ṁ p t etot eph ech Mass Fractions ωl

[kg/s] [bar] [°C] [kJ/kg] [kJ/kg] [kJ/kg] Fe2O3 Fe Fe0.947O H2 H2O(g)

S1 48.0 1.01 25.0 0.0 0.0 0.0 1.00 0.00 0.00 0.00 0.00
S2 48.0 1.01 584.2 218.2 218.2 0.0 1.00 0.00 0.00 0.00 0.00
S3 59.4 1.01 1190.3 12490.9 1599.5 10891.5 0.00 0.49 0.10 0.06 0.35
S4 35.0 1.01 1190.3 6120.7 508.5 5612.1 0.00 0.83 0.17 0.00 0.00
S5 35.0 1.01 106.7 5617.0 4.9 5612.1 0.00 0.83 0.17 0.00 0.00
S6 24.4 0.91 1190.3 21610.0 3134.6 18475.4 0.00 0.00 0.00 0.16 0.84
S7 24.4 0.76 258.9 18830.8 355.4 18475.4 0.00 0.00 0.00 0.16 0.84
S8 5.7 0.61 25.0 78687.2 -433.1 79120.2 0.00 0.00 0.00 0.67 0.33
S9 5.7 1.16 99.4 79327.7 207.5 79120.2 0.00 0.00 0.00 0.67 0.33
S10 7.8 1.16 86.0 89667.0 196.3 89470.6 0.00 0.00 0.00 0.76 0.24
S11 7.8 1.01 1115.5 97029.7 7559.1 89470.6 0.00 0.00 0.00 0.76 0.24
S12 11.4 1.01 1598.8 65343.9 8957.2 56386.7 0.00 0.00 0.00 0.48 0.52
S13 59.4 1.01 1300.0 12666.8 1851.2 10815.6 0.81 0.00 0.00 0.09 0.10
S14 18.7 0.61 25.0 0.0 0.0 0.0 0.00 0.00 0.00 0.00 0.00
S15 18.7 1.16 25.0 0.0 0.0 0.0 0.00 0.00 0.00 0.00 0.00
S16 2.1 1.16 60.0 117722.0 196.9 117525.1 0.00 0.00 0.00 1.00 0.00
S17 16.6 1.16 60.0 134.6 12.4 122.1 0.00 0.00 0.00 0.00 0.00
S18 40.8 1.01 25.0 0.0 0.0 0.0 0.00 0.00 0.00 0.00 0.01
S19 40.8 1.35 56.7 26.3 26.3 0.0 0.00 0.00 0.00 0.00 0.01
S20 40.8 1.20 666.1 338.4 338.3 0.0 0.00 0.00 0.00 0.00 0.01
S21 40.8 1.05 130.3 18.5 18.5 0.0 0.00 0.00 0.00 0.00 0.01
S22 3.6 1.16 60.0 134.6 12.4 122.1 0.00 0.00 0.00 0.00 0.00
S23 13.0 1.16 60.0 134.6 12.4 122.1 0.00 0.00 0.00 0.00 0.00
S24 648.1 1.01 15.0 0.7 0.7 0.0 0.00 0.00 0.00 0.00 0.00
S25 648.1 1.20 15.0 0.7 0.7 0.0 0.00 0.00 0.00 0.00 0.00
S26 648.1 1.05 40.0 1.5 1.5 0.0 0.00 0.00 0.00 0.00 0.00

PEly = 358.82 MW, PAF = 1.46 MW, PCWP = 0.02 MW, PRC = 4.83 MW, PCP = 0.0 MW



Appendix B Calculation of Endogenous Exergy Destruction

Table 5: Thermodynamic data used for the calculation of endogenous exergy destruction. Only selected mass
fractions are shown. Missing fraction are obvious from the flow sheet (e.g. liquid water stream: ωH2O(l) = 1).

Stream
ṁ p t etot eph ech Mass Fractions ωl

[kg/s] [bar] [°C] [kJ/kg] [kJ/kg] [kJ/kg] Fe2O3 Fe Fe0.947O H2 H2O(g)

Air heater (AH): ϵAH = 72.2 %, T ′

19 = f (p′

19, ηis,AF = 1), p′

19 = p0 + ∆pAH, T ′

20 = f (ϵAH ), T ′

5 = f (ϵAH )

S4 30.46 1.013 1175.5 6937.1 489.6 6447.4 0.00 1.00 0.00 0.00 0.00
S5 30.46 1.013 49.7 6447.9 0.4 6447.4 0.00 1.00 0.00 0.00 0.00
S19 37.02 1.163 36.9 12.1 12.1 0.0 0.00 0.00 0.00 0.00 0.01
S20 37.02 1.013 623.1 290.8 290.8 0.0 0.00 0.00 0.00 0.00 0.01

Iron oxide preheater (IOPH): ϵIOPH = 80.3 %, T ′

20, p′

20 = p0 + ∆pIOPH, T ′

2 = f (ϵIOPH ), T ′

21 = f (ϵIOPH )

S1 43.55 1.01 25.0 0.0 0.0 0.0 1.00 0.00 0.00 0.00 0.00
S2 43.55 1.01 560.6 202.7 202.7 0.0 1.00 0.00 0.00 0.00 0.00
S20 37.02 1.16 641.0 316.3 316.3 0.0 0.00 0.00 0.00 0.00 0.01
S21 37.02 1.01 144.1 19.3 19.2 0.0 0.00 0.00 0.00 0.00 0.01

Combustor (Comb): ϵIOPH = 80.9 %, e′

11 = f (λ), e′

12 = f (X ,λ, T ′

12), m′

22 = f (λ), m′

11 = f (λ), T ′

12 = f (ϵComb)

S11 4.63 1.01 1171.2 127713.5 10188.4 117525.1 0.00 0.00 0.00 1.00 0.00
S12 7.30 1.01 1644.2 79993.5 10821.7 69171.8 0.00 0.00 0.00 0.59 0.41
S22 2.67 1.01 60.0 123.9 1.7 122.1 0.00 0.00 0.00 0.00 0.00

Flash Reactor (FR): ϵFR = 30.2 %, λ = f (ϵFR), e′

13 = f (λ), e′

3 = f (λ)

S3 54.77 1.01 1154.6 9356.1 1270.4 8085.7 0.00 0.53 0.11 0.04 0.32
S13 54.77 1.01 1300.0 9539.2 1533.2 8006.0 0.88 0.00 0.00 0.07 0.06

Cyclone (Cyc): ϵCyc = NA, m′

3 = f (X ,λ) , T ′

3 = T ′

4 = T ′

5

S3 51.43 1.01 1175.2 11332.5 1460.8 9871.7 0.00 0.59 0.00 0.05 0.36
S4 30.47 1.01 1175.2 6936.9 489.5 6447.4 0.00 1.00 0.00 0.00 0.00
S6 20.96 0.91 1175.2 17691.5 2843.8 14847.7 0.00 0.00 0.00 0.13 0.87

Hydrogen Preaheater (HPH): ϵHPH = 84.5 %, T ′

6, T ′

7, p10 = p0 + ∆pHPH, p6 = p0, T ′

7 = f (ϵHPH ), T ′

11 = f (ϵHPH )

S6 20.77 1.01 1173.3 17859.1 2875.0 14984.1 0.00 0.00 0.00 0.13 0.87
S7 20.77 0.86 272.3 15409.4 425.3 14984.1 0.00 0.00 0.00 0.13 0.87
S10 4.67 1.16 55.3 117715.3 190.2 117525.1 0.00 0.00 0.00 1.00 0.00
S11 4.67 1.01 1107.9 126920.9 9395.8 117525.1 0.00 0.00 0.00 1.00 0.00

Condenser (Cond): ϵCond = 97.5 %, T ′

8 = T ′

14 = f (p′

8, ϵcond ), p′

7 = p0, p′

8 = p0 −∆pCond

S7 20.79 1.01 189.6 15319.2 349.9 14969.2 0.00 0.00 0.00 0.13 0.87
S8 3.12 0.91 16.0 99402.9 -108.9 99511.8 0.00 0.00 0.00 0.85 0.15
S14 17.68 0.91 16.0 0.6 0.6 0.0 0.00 0.00 0.00 0.00 0.00
S25 536.83 1.20 15.0 0.7 0.7 0.0 0.00 0.00 0.00 0.00 0.00
S26 536.83 1.10 40.0 1.5 1.5 0.0 0.00 0.00 0.00 0.00 0.00

Electrolysis (Ely): ϵEly = 69.2 %, PEly = 342.5 MW, T ′

15, m′

15 = f (X )

S15 17.87 1.01 16.0 0.6 0.6 0.0 0.00 0.00 0.00 0.00 0.00
S16 2.00 1.01 60.0 117552.1 27.1 117525.1 0.00 0.00 0.00 1.00 0.00
S17 15.87 1.01 60.0 123.9 1.7 122.1 0.00 0.00 0.00 0.00 0.00

Mixer 2 (Mix2): ϵMix2 = 96.8 %, m12 = f (λ), e′

12 = f (λ), T ′

2

S2 43.56 1.01 618.3 241.8 241.8 0.0 1.00 0.00 0.00 0.00 0.00
S12 7.31 1.01 1639.1 81332.6 10918.9 70413.7 0.00 0.00 0.00 0.60 0.40
S13 50.86 1.01 1300.0 11849.3 1733.8 10115.5 0.86 0.00 0.00 0.09 0.06



Nomenclature

e specific exergy, J kg−1

Ė time rate of exergy transfer, J s−1

h specific enthalpy, J kg−1

HV heating value, J kg−1

ṁ mass flow rate, kg s−1

N molar amount, mol

P electrical/mechanical power, J s−1

R specific gas constant, J kg−1 K−1

s specific entropy, J kg−1 K−1

t temperature, °C

T temperature, K

x mole fraction

X reduction degree

y exergy destruction/loss ratio

Greek symbols

∆ difference

ϵ exergetic efficiency

η efficiency

λ hydrogen equivalence ratio

ω mass fraction

Subscripts and superscripts

AV avoidable

ch chemical

D destruction

el electrical

EN endogenous

EX exogenous

Fe iron

F fuel

is isentropic

L loss

O oxygen

ph physical

P product

Q heat

rel relative

tot total

UN unavoidable

0 standard, reference
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Abstract:

The most severe reason for global warming is the release of anthropogenic CO2 emissions to the atmosphere.
One way to mitigate these emissions is to capture CO2 directly at an emitting source using carbon capture
technologies. An important process in the carbon capture value chain is to condition the captured CO2 to
the following transportation. In this study, a system for liquefaction and purification of CO2 is of focus and an
exergoeconomic analysis is made. In the system, CO2 is compressed through two-stage compression with
intercooling, while water condensate is removed. The liquefaction is performed using an external two-stage
refrigeration cycle. The compressors were found to be the greatest source of exergy destruction and were the
greatest cost contributors. An overall exergy efficiency of 39 % was found and it was seen that 13 % of the fuel
supplied was lost in external coolers. To improve the system and utilise the exergy loss, two configurations for
district heat integration were investigated. It was found to increase the exergy efficiency to 45 % and 50 %,
respectively, depending on the configuration. Integration of district heating in the intercoolers could be made
without additional costs for the system. A cost increase of the overall system of 11 % was seen when the heat
discharged in the refrigeration cycle was also utilised for district heat production. This shows that there is a
potential for utilising the waste heat from the system and adding revenue from district heat sales.

Keywords:

CO2 liquefaction and purification; CO2 conditioning; District heat integration; Exergoeconomic analysis; Ther-
moeconomic analysis.

1. Introduction

In 2016, anthropogenic CO2 emissions accounted for 75 % of the total greenhouse gas emissions in the
world [1]. Some of the sectors responsible for the majority of the CO2 emissions are the electricity and heating
sector and the manufacturing and construction sector accounting for 41 % and 17 %, respectively. Carbon
capture technologies are expected to play an important role in reducing emissions from these sectors, as the
technology allows for continuous utilisation of existing fossil-based facilities and can provide deep emission
reductions that are difficult to mitigate with technological advances (e.g. for production of iron, steel, cement,
and various chemicals) [2]. Furthermore, the technology can be used to achieve negative emissions by cap-
turing and storing CO2 from biogenic sources. A capture capacity of 7.6 Gt CO2 per year is expected in 2050
[3], of which only 0.5 % was realised in 2021 [4]. This indicates that all process steps of the carbon capture
value chain must be scaled up and become more cost-effective to reach the required capacity. The focus of
this study is the liquefaction and purification process, which ensures that captured CO2 is conditioned to the
correct state and quality before transport. The process is highlighted in the carbon capture value chain in
Fig. 1. The conditioning process accounts for between 20 % and 70 % of the costs when also considering
the following transportation [5, 6, 7]. Therefore, an improvement of this process step can potentially have a
significant influence on the overall costs.

The captured CO2 is typically in a gaseous state after separation. To reduce the cost of transportation, the
density can be increased. This can be achieved in the conditioning process by increasing the pressure or
decreasing the temperature of CO2. In the food and beverage industry today, CO2 is transported in a liquid
state at 15 bar and −30 °C [8]. Furthermore, impurities such as water, volatiles, and incondensable gasses
could be removed before transportation [9].

Several studies have compared different layouts of the liquefaction and purification system on energy [10, 11]



Figure 1: Position of the liquefaction and purification process in the carbon capture value chain.

and economic [12, 13] performance parameters when different requirements for the end-state of CO2 exist. At a
delivery pressure of 15 bar, a system with an external refrigeration cycle generally shows the best performance.
The effects of impurities and final quality requirement are investigated by Deng et al. [8], they find that the
process costs increase when impurities in the source increase at lower delivery pressures. Aspelund and
Jordal [9] investigate the effects of impurities and pressure level of the CO2 feed gas. They find that a decrease
in the inlet pressure and an increase in impurities increase power consumption. Energy, exergy, and economic
analyses have been performed on different layouts of a CO2 liquefaction system by Chen and Morosuk [14],
showing that the majority of the exergy destruction (>80 %) occurs in coolers and compressors and that it is
equally distributed between these two types of components. The highest exergy efficiency of 67 % was found
for a system with an external refrigeration cycle. An exergoeconomic analysis was made on a liquefaction
system using an absorption refrigeration cycle by Aliyon et al. [15] having an exergy efficiency of 86 % with
heat exchangers showing the highest cost improvement potential. Exergy analyses have also been performed
on liquefaction systems by Muhammad et al. [16, 17] resulting in total exergy efficiencies of 68 % and 56 %,
respectively. It is seen that the highest exergy destruction occurs during compression of the captured CO2 and
that potential for utilisation of heat from intercooling exists. It is of interest to determine where cost inefficiencies
exist in a liquefaction system using an external refrigeration cycle to deliver purified liquid CO2 at 15 bar, and
whether it is possible to recover heat through the integration of district heat (DH) production. Therefore, an
exergoeconomic analysis of a liquefaction and purification system was made in the present study. It was
investigated which components were of most importance for the overall costs of the system and whether
thermodynamic inefficiencies or capital expenses were dominating sources of costs. The potential of DH
integration was evaluated to determine the economic benefit for the system.

2. Methods

2.1. System description

A process flow diagram of the baseline liquefaction and purification system is illustrated in Fig. 2. The CO2

product stream is compressed through two-stage compression (COMP) with intercooling (COOL). During in-
tercooling, the remains of water in the captured CO2 are condensed and removed in gas-liquid separators
(SEP). The compressed and purified CO2 is then liquefied in a heat exchanger (LIQHEX) which works as the
evaporator of an external transcritical CO2 refrigeration cycle. Finally, the liquid CO2 is pumped to the trans-
port pressure. The incoming mass flow rate of 1.8 th−1 of gaseous CO2 was at 40 °C and 1.7 bar containing
4.3 %(mol) water. Remaining impurities were neglected. The system should deliver liquid CO2 at 15 bar and
2 K subcooling, and the liquefaction was set to occur at 14.5 bar. In the baseline system, cooling water was
heated from 20 °C to 70 °C in the intercoolers, while air was heated from 15 °C to 40 °C in the gascooler (GC).
DH was integrated in two alternative ways; in all intercoolers and the gascooler (COOL1, COOL2, COOL3,
and GC), and only in intercoolers (COOL1, COOL2, and COOL3). DH water was assumed to be heated from
35 °C to 70 °C. The high pressure in the refrigeration cycle was optimised to the temperature of the available
cooling media through cost minimisation. The optimal pressure with air as cooling media in the GC was 75 bar,
while the optimal pressure was 110 bar when DH was integrated in the GC. In two-stage compression, the
same pressure ratio was applied for each stage, and the intermediate pressure levels (pint) were given by:
pint =

√
plow · phigh [18].

2.2. Energy analysis

The system was modelled in steady state by applying mass and energy balances to control volumes for all
components. Pressure and heat losses were neglected in pipelines, heat exchangers, and separators. The
model was implemented in Engineering Equation Solver [19], and the thermodynamic properties of the CO2

stream with water impurities were determined using Dalton’s law and an ideal gas mixture assumption.

Reciprocating compressors were used in the system and were modelled using a heat loss factor, an isentropic
efficiency (ηs), and a volumetric efficiency (ηvol). A heat loss factor of 3 % was applied and defined as the ratio
of the compressor heat loss to the supplied compressor power. The estimated efficiencies for compressors
and pump are presented in Table 1.

The heat exchangers were modelled with a minimum temperature approach of 5 K1 and a constant overall heat
transfer coefficient (U), as shown in Table 2.



Figure 2: Process flow diagram of the baseline liquefaction and purification system.

Table 1: Assumed efficiencies. Component names refer to Fig. 2.

Component ηs [%] ηvol [%]

COMP1, COMP2 65 80

COMP3, COMP4 67 83

PUMP 85 100

The gas-liquid separators were assumed to collect all liquid from the two-phase mixture at the bottom of the
tank by gravitational forces. The vertical velocity (v ) was assumed to be 0.30 ms−1 for SEP1, 0.05 ms−1 for
SEP2 and, 0.13 ms−1 for the receiver in the refrigeration cycle (REC). SEP2 in the CO2 product stream was
assumed to remove all remains of water so that pure CO2 entered the liquefaction heat exchanger.

The required size of each component was determined using the relations given in Table 3. The compressors
and pump were defined by a displacement volume (V̇disp) required to deliver the actual volume flow rate at the

suction line (V̇in). The required heat transfer area (A) of the heat exchangers were determined from the required
heat transfer rate (Q̇), the overall heat transfer coefficient and the logarithmic mean temperature difference of
the process (∆T ). The gas-liquid separators had a cross-sectional area (Across) which ensured the assumed
vertical velocity of the volume flow of gas (V̇gas,out).

Table 2: Assumed overall heat transfer coefficients. Component names refer to Fig. 2.

Component U [kW(m2K)−1] Source

LIQHEX 1.20 [20]

IHEX 0.46 [20]

COOL1 0.46 NDA

COOL2, COOL3 0.68 NDA

GC (air as cooling media) 0.04 [21]

GC (DH water as cooling media) 2.30 NDA

2.3. Exergy analysis

The exergy of a given system is the useful work that can potentially be utilised in a process where the system in-
teracts and reaches equilibrium with the surroundings, while heat transfer only occurs to the surroundings [22].

1To allow the model to reach the optimal pressure of 110 bar when DH was integrated in the GC, the pinch point temperature difference in
the internal heat exchanger (IHEX) was increased from 5 K to 8 K.



Table 3: Relations for calculation of required component sizes.

Component type Size relation

Compressors and pump V̇disp = V̇in/ηvol

Heat exchangers A = Q̇/U∆T

Gas-liquid separators Across = V̇gas,out/v

An exergy analysis helps identify which components and material streams are the cause of inefficiencies and
losses in the system. The surroundings (denoted state 0) were defined with a temperature and pressure of
15 °C and 1 atm. An exergy reference environment was chosen and the standard chemical exergy (eCH

0 ) of
CO2 and H2O was given as 19 870 kJ/kmol and 9500 kJ/kmol, respectively [22]. The specific exergy (e) was
calculated by Eq. (1) [22] taking the physical (PH) and chemical (CH) exergy into account. This was used
together with the mass flow rate (ṁ) to determine the exergy flow rates (Ė) through the system: Ė = e · ṁ.

e = (h − h0) − T0 (s − s0)

︸ ︷︷ ︸

ePH

+
∑

n

(

yneCH
0,n

)

+

(

h0 −
∑

n

ynhn,0

)

− T0

(

s0 −
∑

n

ynsn,0

)

︸ ︷︷ ︸

eCH

(1)

The exergy destruction within the system was determined using the product (P) and fuel (F) concepts [23]. The
rate of fuel exergy should be sufficient to generate the product and overcome the exergy destruction (D) and
exergy losses (L), as given by Eq. (2) [22]. Losses were considered as material streams which transfer exergy
directly to the surroundings without further use and were only considered on a system level. Therefore, the last
term of Eq. (2) was omitted on a component level.

ĖF = ĖP + ĖD + ĖL (2)

The definitions of product and fuel exergy flow rates are given in Table 4. The external coolers, mixer and
valves were considered to be dissipative components, therefore no product was defined. The overall product
of the baseline system was the increase in exergy of the CO2 product stream, while the exergy fuel accounted
electricity consumption and cooling water (denoted COOL). When DH was integrated in the system, the heat-
ing of the cooling water was also considered as a product and the fuel reduced to only being the electricity
consumption. For the baseline system, the overall losses were given as the sum of the condensate of water
leaving the separators, all leaving streams of cooling water, and the air stream leaving the GC, as given by
Eq. (3).

ĖL =
∑

(

Ėliq,out + ĖCOOL,out

)

+ ĖGC,out (3)

Table 4: Definitions of fuel and product exergy rates. Component names refer to Fig. 2.

Component type ĖF ĖP

COMP Ẇ Ėout − Ėin

PUMP Ẇ Ėout − Ėin

SEP Ėin − Ėliq,out Ėgas,out

REC Ėin Ėgas,out + Ėliq,out

LIQHEX (cooling across T0) (Ėref,in − Ėref,out) + ĖCO2,in ĖCO2,out

IHEX (cooling at T < T0) Ėcold,in − Ėcold,out Ėhot,out − Ėhot,in

COOL (cooling at T > T0)
(

ĖCO2,in − ĖCO2,out

)

−
(

ĖCOOL,out − ĖCOOL,in

)

−

GC (cooling at T > T0)
(

Ėref,in − Ėref,out

)

+ Ẇ − Ėa,out −

MIX Ėhot,in + Ėcold,in − Ėout −

VAL Ėin − Ėout −

Baseline system
∑
(

Ẇ + ĖCOOL,in

)

ĖCO2,out − ĖCO2,in

DH integration
∑

Ẇ
(

ĖCO2,out − ĖCO2,in

)

+
∑
(

ĖCOOL,out − ĖCOOL,in

)



For the system with DH integration in the intercoolers, the losses reduced to only account the condensate of
water leaving the separators and the air stream leaving the GC, as given by Eq. (4).

ĖL =
∑

Ėliq,out + ĖGC,out (4)

When DH was integrated in all external coolers, the losses only included the condensate of water leaving the
separators, as given by Eq. (5).

ĖL =
∑

Ėliq,out (5)

A set of exergy performance indicators can be defined to evaluate individual components and the system as a
whole. An exergy destruction ratio (γD) was defined for each component and on a system level, see Eq. (6) [22].
An exergy loss ratio (γL) was similarly defined for each material stream considered as a loss and on a system
level as seen in Eq. (7). An exergy efficiency (ε) was defined for all non-dissipative components and on a
system level and was given as the ratio of the exergy product rate to the exergy fuel rate: ε = ĖP/ĖF. For the
dissipative components, no exergy efficiency was defined.

component level : γD =
ĖD

ĖD,sys

, system level : γD,sys =
ĖD,sys

ĖF,sys

(6)

stream level : γL =
ĖL

ĖL,sys

, system level : γL,sys =
ĖL,sys

ĖF,sys

(7)

2.4. Economic analysis

For each component, the purchased equipment cost (PEC) was estimated by the cost relation in Eq. (8) [22].
The PEC of a component with a given size (X ) was estimated using the list price of a similar component
(denoted z) with a known size. The scaling exponent (α) is specific for each component type and is given in
Table 5. The PEC of the reference components are presented in Table 6. All monetary values are given in
2022C.

PEC = PECz

(

X

Xz

)

α

(8)

Table 5: Scaling exponents used for different types of components.

Component type Scaling exponent (α) Source

Compressors 0.77 [24]

Pump 0.59 [25]

Heat exchangers with CO2 or water 0.78 [25]

External cooler with air 0.39 [25]

Gas-liquid separators 0.30 [22]

To account for additional costs besides the investment of the component, the PEC was adjusted to a total
capital investment of TCI = 4.16 ·PEC [22]. The levelised cost rate associated with the capital investment (Ż CI)
was then given by Eq. (9). Here, the TCI was discounted and annualised using a real discount rate (i) of 3 %
and a lifetime (L) of 25 years. An annual operating time (H) of 8000 h was assumed. The cost rate of operation
and maintenance was given by Ż OM = 0.15 · Ż CI

k [25]. The total costs associated with owning a component (Ż )

was the sum of capital investment and operation and maintenance: Ż = Ż CI + Ż OM.

Ż CI =
TCI

(

i(1+i)L

(1+i)L
−1

)

H 3600sh−1
(9)

The electricity price was assumed to be 0.08 CkWh-1 based on [29] and [30]. The cost of the cooling media
was 7.83 CkWh-1 and was calculated from the TCI and operational costs of a drycooler required to discharge
the heat to the surroundings. The entering gaseous CO2 and the entering DH water were assumed to be free
of charge.



Table 6: Purchased equipment cost and size of reference component for all components in the system. Com-
ponent names refer to Fig. 2.

Component PEC of reference [C] Size of reference (X ) Source

COMP1, COMP2, COMP3 34 393 150.5 m3h−1 [26]

COMP4 66 731 112.8 m3h−1 [26]

PUMP 4956 5.7 m3h−1 [27]

LIQHEX 2426 13.5 m2 [28]

IHEX 452 1.97 m2† [28]

COOL1 2177 7.69 m2† NDA

COOL2, COOL3 1128 6.07 m2† NDA

GC (air as cooling media) 14 695 464 m2 [21]

GC (DH water as cooling media) 2223 17.1 m2 NDA

SEP1 5335 0.29 m3 NDA

SEP2 6018 0.29 m3 NDA

REC 1228 0.03 m3* [26]

VAL1 1926 − [26]

VAL2, VAL3 1110 − [26]

MIX 68 − [26]

Range of cost function: *0.07 m3 to 150 m3, †8.3 m2 to 373 m2. It was assumed that prices were still representative.

2.5. Exergoeconomic analysis

An exergoeconomic analysis is a way to determine cost flows throughout a thermal energy system and to
investigate how inefficiencies in the system affect the cost of the final product [22]. The cost rates (Ċ) were
determined throughout the system, and are given as the product of the average cost per unit of exergy (c)
and the exergy flow rate: Ċ = c · Ė [22]. The cost balances applied to all types of components are given in
Table 7. Auxiliary cost equations were made for components with more than one exiting exergy stream using
the product and fuel principles according to the approach in [23]. The cost balances of dissipative components
(coolers, mixer, and valves) were adjusted so that all costs were assigned to an auxiliary variable (Ċdif,dc),
which was added to the final product. The costs of all loss streams were set to 0 Cs−1 in the analysis, thereby
the costs were assigned directly to the overall product. On a system level, the economic value of the losses
was estimated by assuming an overall constant product rate and that changes in losses result in changes in
the fuel supply: ĊL = cF · ĖL, where cF is the average cost per unit of exergy fuel. A similar assumption was
used for estimating the costs of exergy destruction: ĊD = cF · ĖD [22].

The cost balance of the general form: ĊP = ĊF + Ż was applied on a system level with the definitions of product
and fuel costs given in Table 8. For the systems with DH integration, the cost rate of the total product was given
as the sum of the cost rate of CO2 and DH production: ĊP = ĊP,CO2 +

∑

ĊP,DH. The definition of product and
fuel exergy used for the external coolers was the same in both the baseline system and with DH integration, as
this allowed for allocation of the component costs to both DH production and the CO2. When DH was produced

Table 7: Cost balances and auxiliary equations for each component. Component names refer to Fig. 2.

Component type Cost balance Auxiliary equation (F/P principle)

COMP Ċout = Ċin + Ċw + Ż −

PUMP Ċout = Ċin + Ċw + Ż −

SEP Ċgas,out = Ċin + Ż

REC Ċgas,out + Ċliq,out = Ċin + Ż (P) cgas,out = cliq,out

LIQHEX ĊCO2,out + Ċref,out = ĊCO2,in + Ċref,in + Ż (F ) cref,in = cref,out

IHEX Ċhot,out + Ċcold,out = Ċcold,in + Ċhot,in + Ż (F ) ccold,in = ccold,out

COOL Ċdif,dc + ĊCO2,out = ĊCO2,in + ĊCOOL,in + Ż (F ) cCO2,in = cCO2,out

GC Ċdif,dc + Ċref,out = Ċref,in + Ċw + Ż (F ) cref,in = cref,out

MIX Ċdif,dc + Ċout = Ċhot,in + Ċcold,in + Ż (F ) cout =
Ėhot,inchot,in+Ėcold,inccold,in

Ėhot,in+Ėcold,in

VAL Ċdif,dc + Ċout = Ċin + Ż (F ) cin = cout



Table 8: Cost flow rates for the overall system.

System ĊF ĊP,CO2 ĊP,DH

Baseline
∑

Ċw +
∑

ĊCOOL,in ĊCO2,out +
∑

Ċdif,dc −

DH integration
∑

Ċw ĊCO2,out +
ĖCO2,out−ĖCO2,in

ĖP

∑

Ċdif,dc ĊCOOL,out +
ĖCOOL,out−ĖCOOL,in

ĖP

∑

Ċdif,dc

in a cooler, the fuel principle was applied to both the CO2 stream and the DH water stream, to keep all costs
in the auxiliary variable. The allocation of the total sum of Ċdif,dc was made using the exergy value of the CO2

product and DH as weighting factors in the absence of other valuation methods.

A set of exergoeconomic performance indicators were defined to evaluate the system. The relative cost dif-
ference (r ) indicates the increase in average cost per exergy unit between fuel and product of a productive
component or system, relative to the average cost of fuel supplied [22]. It is given by Eq. (10), here cP is the
average cost per unit of exergy product.

r =
cP − cF

cF
=

1 − ε

ε
+

Ż

cFĖP

(10)

An exergoeconomic factor (f ) was defined, as given in Eq. (11). It is the ratio between the costs coming from
investment and operation to the total costs of the component or system. By using this factor, the dominating
source of costs in a component can be evaluated [22]. Since costs of losses were only considered on a system
level, the last term of the denominator was omitted on a component level.

f =
Ż

Ż + ĊD + ĊL

(11)

3. Results

3.1. Baseline system

The baseline system had a total power consumption of 210 kW and a cooling load on the refrigeration cycle of
177 kW. Furthermore, the total cooling load in COOL1 and COOL2 was 137 kW. The total capital investment
of the system was 1.7 MC. The results of the exergy and exergoeconomic analyses of the baseline system are
shown in Table 9. The greatest exergy destruction was seen in the compressors and the GC, with the three
highest rates of exergy destruction in COMP4 (15.1 kW), COMP1 (14.2 kW), and the GC (14.2 kW). The four
compressors accounted for 56 % of the exergy destruction in the system, while the GC accounted for 14 %.
Less significant contributions were found in the LIQHEX, COOL1, COOL2, VAL1, and VAL2 ranging between
approx. 3 % to 8 %, while the remaining components each contributed less than 1 % to the overall exergy
destruction. The results for the PUMP and the MIX were excluded from Table 9 as these components only
accounted for a total of less than 0.4 % of the total exergy destruction, and less than 6 · 10−3 % of the total
capital investment.

The results for all material streams considered as losses are seen in Table 10. The greatest exergy losses
were discharged in the GC (9.9 kW) and COOL1 (7.6 kW) accounting for 32 % and 24 % of the total losses,
respectively. Losses related to cooling accounted for 85 % of the total losses in the system, while the removal
of water constituted the remaining 15 %. On a system level, an exergy efficiency of 39 % was found, while
46 % of the fuel exergy being supplied was destroyed through irreversibilities in the system. The exergy losses
constituted 15 % of the fuel supply on a system level.

The results of the exergy analysis indicated that the performance of the system could be improved by reducing
exergy destruction, with the highest reduction potential seen in compressors and the GC and somewhat lower
reduction potentials in the LIQHEX, COOL1, and COOL2. By increasing the efficiencies of compressors and
decreasing the temperature difference in the LIQHEX, the exergy efficiency of the system could be directly
improved. However, an improvement of the GC, COOL1, and COOL2, would reduce the destruction in these
components while increasing the exergy losses. The temperature of the working media at the outlet of the
components would in such case decrease and therefore a greater cooling load would be needed in the com-
ponents, resulting in a greater discharge of heat to the cooling media. The analysis also showed a potential for
utilising losses associated with cooling, as approx. 13 % of the fuel supply was lost in the cooling water.



Table 9: Exergy and exergoeconomic results of the baseline system. Component names refer to Fig. 2.

Com- ĖF ĖP ĖD ε γD ĊF ĊP ĊD Ż r f

ponent [kW] [kW] [kW] [%] [%] [Ch−1] [Ch−1] [Ch−1] [Ch−1] [%] [%]

COMP1 55.9 41.7 14.2 74.6 14 4.5 12 1.1 7.24 250 86

COMP2 50.3 37.0 13.3 73.6 14 4.1 7.0 1.1 2.95 130 73

COMP3 46.1 33.1 13.0 71.8 13 3.8 4.7 1.1 0.93 74 47

COMP4 57.3 42.3 15.1 73.7 15 4.6 5.9 1.2 1.31 74 52

SEP1 264 264 0.836 99.7 0.85 11 11 0.035 0.219 2.3 86

SEP2 291 291 0.283 99.9 0.29 18 19 0.018 0.243 1.4 93

REC 162 162 0.0 100 0.0 23 23 0.0 0.0323 0.14 100

LIQHEX 328 320 8.19 97.5 8.3 23 24 0.59 0.132 3.1 18

IHEX 1.52 0.947 0.574 62.3 0.58 0.22 0.24 0.08 0.0207 76 20

COOL1 3.12 − 3.12 − 3.2 1.0 − 1.0 0.0624 − 5.9

COOL2 3.64 − 3.64 − 3.7 0.92 − 0.92 0.0245 − 2.6

COOL3 0.719 − 0.719 − 0.73 0.88 − 0.88 0.0831 − 8.7

GC 14.2 − 14.2 − 14 3.2 − 3.2 0.527 − 14

VAL1 5.77 − 5.77 − 5.9 0.82 − 0.82 0.0657 − 7.4

VAL2 3.93 − 3.93 − 4.0 0.57 − 0.57 0.0378 − 6.3

VAL3 0.894 − 0.894 − 0.91 0.13 − 0.13 0.0378 − 23

System 212 82.7 98.1 39.0 46 18 32 8.5 14.0 350 56

The results of the exergoeconomic analysis seen in Table 9 showed that the highest cost sources were the
compressors and the GC, as these components had both relatively high costs associated with exergy de-
struction and capital investment. The CO2 product compressors, COMP1 and COMP2, showed high relative
cost differences of 250 % and 130 % meaning that the specific cost of the product stream was significantly
increased compared to the fuel costs in these two components. Furthermore, COMP1 and COMP2 showed
exergoeconomic factors of 86 % and 73 %, respectively, indicating that the highest cost sources in these
components were capital investment. The relative cost increase in COMP3 and COMP4 of 74 % were less
significant. The costs of irreversibilities and capital investment in these two components were well balanced
with exergoeconomic factors of 47 % and 52 %, respectively. Looking at the heat exchangers in the system,
these were generally dominated by costs associated with exergy destruction, with the greatest contributions in
the GC, COOL1, COOL2, and COOL3 showing exergoeconomic factors ranging between 2 % to 14 %. At a
system level, the cost rate of the product was 32 Ch−1, corresponding to 18.3 Ct−1 CO2 at the liquid product
mass flow rate of 1.77 th−1. The exergoeconomic factor of the overall system was 56 % indicating, that the
costs associated with capital investment and inefficiencies were balanced.

The exergoeconomic analysis showed that the components in which fuel was supplied to the system were of
most importance for the overall costs. The analysis indicated that the overall product cost could be reduced if
the costs associated with the CO2 product stream compressors, COMP1 and COMP2, were decreased. The

Table 10: Results for losses of the baseline system. Component names refer to Fig. 2.

Component source
ĖL γL ĊL

[kW] [%] [Ch−1]

SEP1 4.1 13 0.35

SEP2 0.7 2.3 0.062

COOL1 7.6 24 0.66

COOL2 5.2 17 0.45

COOL3 3.6 12 0.31

GC 9.9 32 0.85

System 31 15 2.7



greatest cost contribution in these components was the capital investment, therefore, this could be decreased
to potentially reduce the costs of the overall product. The external coolers showed moderate cost contributions
stemming from inefficiencies. However, a reduction in exergy destruction and thereby costs associated with
inefficiencies would result in increased costs of exergy losses. An alternative way of reducing the costs of
inefficiencies in the external coolers could be to reduce the average cost of fuel supply to the components.
This could be done if the costs of the available cooling media could be reduced.

3.2. Integration of district heat

Based on the results of the exergy and exergoeconomic analyses, it was chosen to implement DH in the
external coolers to utilise the exergy loss associated with cooling and to eliminate the costs of the cooling
water. The effects on the overall system costs were evaluated when DH was integrated in all coolers (COOL1,
COOL2, COOL3, and the GC) and when it was only integrated in the intercoolers (COOL1, COOL2, and
COOL3).

The results of the exergy and exergoeconomic analyses for the overall systems are presented in Table 11. It is
seen, that the overall exergy product was increased for both DH integration options compared to the baseline
system because the heating of water was now considered a product for the overall system. Therefore, the
total losses were reduced to 5.0 kW and 16 kW when implementing DH in all external coolers and only in
intercoolers, respectively. As a consequence, also the exergy efficiency increased for both integration options,
with the highest exergy efficiency seen for the system with DH integration in all coolers because this option
also utilised the heat discharged in the GC. The cooling was provided at a higher temperature with DH water.
Therefore, an increase in exergy destruction was seen for both integration options which was primarily caused
by increased exergy destruction in compressors and in the LIQHEX, because the temperatures at the compo-
nent inlets increased. A significantly higher total exergy destruction was seen for the integration of DH in all
coolers. This was caused by an increase in the optimal high pressure in the refrigeration cycle when the GC
should use DH water for cooling (see Section 2.1). This significantly increased the load on COMP4, and also
increased the throttling losses in VAL1.

Considering the overall system costs in Table 11, it was seen that the costs of the total system increased 11 %
to 36 Ch−1, when DH was integrated in all coolers. This was caused by the increase of the high pressure in
the refrigeration cycle, resulting in higher electricity consumption in compressors. This was also seen from
the higher cost of exergy fuel of 22 Ch−1. The costs of the total system remained constant when DH was
only implemented in intercoolers. In this integration option, the costs associated with cooling water were
eliminated and outweighed the increased power consumption of compressors, meaning that the overall fuel
costs remained closed to constant. The increased temperature at the suction line of COMP2 and COMP4
increased the volume flow rates, which led to greater component sizes and increased capital investment. This
resulted in a cost rate of capital investment of 14.3 Ch−1 when DH was integrated in intercoolers. For the
alternative option, the capital investment showed an overall small decrease to 13.9 Ch−1 which was caused by
the GC being significantly smaller when water was used as cooling media.

When considering the costs assigned to the liquefaction and purification of CO2, it was reduced for both
implementation options. For the system with DH integration in all coolers, the CO2 product cost was found to
be ĊP,CO2 = 31.1 Ch−1, while it was ĊP,CO2 = 30.9 Ch−1 when only integrating DH in existing water coolers.
These costs corresponded to a specific cost of liquefaction and purification of 17.6 Ct−1 CO2 and 17.5 Ct−1

CO2, respectively. The remaining costs were assigned to the DH product. The total DH production was 168 kW
at 10.1 CMWh−1 and 160 kW at 9.2 CMWh−1 when implementing DH in all coolers and only in intercoolers,
respectively.

The results showed that integration of DH in the existing water coolers could be made without increasing the
costs of the overall system, when assuming that the DH operators would pay for additional components needed
to operate the DH. The increase in available cooling temperature increased the power consumption and the
required size of the subsequent compressors, which increased the costs associated with these components.
However, the costs associated with cooling were reduced, thereby reducing the costs stemming from ineffi-

Table 11: Exergy and exergoeconomic results for systems with DH integration.

DH in- ĖF ĖP ĖD ε γD ĊF ĊP ĊD Ż r f

tegration [kW] [kW] [kW] [%] [%] [Ch−1] [Ch−1] [Ch−1] [Ch−1] [%] [%]

COOLs
and GC

272 137 130 50.2 48 22 36 11 13.9 220 56

COOLS
only

224 101 107 45.2 48 18 32 8.6 14.3 300 59



ciencies in the system. The results also showed that integration of DH in the GC increased the overall system
costs, due to an increased load on the high-pressure compressor. Therefore, this integration option would only
be more feasible than the baseline system, if the revenue from DH sales was greater than the additional costs
of the electricity consumption.

4. Discussion

The definitions of product and fuel for all components were chosen as total exergy streams. In some compo-
nents and on the system level it would be more correct to divide the streams of exergy into thermal, mechanical,
and chemical parts. As an example, the correct product definition of the CO2 liquefaction and purification would
be the sum of the thermal exergy in the liquid outlet stream and the increase in mechanical and chemical ex-
ergy from inlet to outlet, while the thermal exergy in the gaseous inlet stream should be considered as a fuel.
This would give a negligible increase in the overall exergy product rate to 85 kW and the exergy efficiency to
39.7 %. It would result in a slightly lower product cost rate, as the costs of fuel and capital investment would
not be affected by a split in exergy streams. Furthermore, it would affect the systems with DH integration in a
similar way. The higher level of detail would significantly increase the computational effort of the model, and
would not affect the overall conclusions of the study.

The cost balances for the external coolers were the same for both the baseline system and the systems with DH
integration, even though a useful exergy product could be defined with DH integration. This approach allowed
for allocation of the cooler costs between the liquefaction and purification of CO2 and the DH production.
Alternatively, all costs could be assigned to the DH product in each cooler. This would not affect the overall
costs of the system, but reduce the costs assigned to the liquefaction and purification of CO2. Furthermore,
alternative methods for allocation of the costs could be used, which could distribute the costs of coolers and
dissipative components in a different way between the DH product and the CO2 product.

In both systems with DH integration, it was expected that the DH can generate positive revenue. DH integration
in intercoolers would make the system more economically feasible than the baseline system, while the revenue
from DH should at least exceed the additional expenses when implementing DH in all coolers. The additional
costs of this system corresponded to a minimum selling price of DH of 21 CMWh−1. In 2022, around 100 of the
Danish DH networks had heat prices higher than 21 CMWh−1 [31], assuming that the heat price constituted
25 % of the price paid by consumers [32]. This indicated that the feasibility of integrating DH in all coolers
depends on the local DH network. To make the conclusions on DH integration more robust, a sensitivity
analysis of the ambient temperature and the yearly operating hours of the plant could be made.

The analysis also showed that the compressors were a major cost source. If the components of the systems
should be changed, these should be of focus. In the systems with DH integration, it could also be beneficial to
improve the performance of the coolers, as these showed moderate costs associated with inefficiencies. This
would increase DH production and revenue. It would also result in a reduction of the exogenous contribution
to exergy destruction in COMP2, COMP4, and the LIQHEX because the temperature at the inlet of these
components would be reduced. To investigate the interdependencies between components, it could be of
interest to perform an advanced exergy analysis [33]. In the present study, it was assumed that all water was
removed from the CO2, however, the amount of water that can be removed by condensation is limited by the
temperature of the available cooling water. It would be relevant to also consider this influence when evaluating
the effect of DH integration.

5. Conclusion

An exergoeconomic analysis of a system for liquefaction and purification of CO2 was made. The system
consisted of two-stage compression with intercooling and an external two-stage refrigeration cycle used for
liquefaction. The analysis showed an exergy efficiency of 39 %, while 15 % of the supplied exergy fuel was
considered as losses with the dominating part associated with external cooling. The compressors throughout
the system were responsible for 56 % of the total exergy destruction and were found to be the most significant
for costs. The analysis suggested that the capital investment of the two-stage compressors in the CO2 product
stream should be reduced to reduce the costs of the overall process.

It was found that integration of DH could increase the exergy efficiency to 45 % and 50 % and that the highest
efficiency was achieved when all external coolers were used for DH production. However, it was seen that
implementation of DH in the gascooler of the refrigeration cycle resulted in an 11 % increase in the total
system costs, while DH could be integrated only in the water coolers without affecting the total costs of the
system. Integration of DH increased the costs associated with compressors but reduced the costs of cooling.
The analysis of the initial system also suggested that the performance of the coolers should be improved, which
was expected to have a positive impact on the overall system only if DH was integrated. The study showed,
that production of DH from the waste heat of the liquefaction and purification process could potentially have a
positive economic impact on the system and that this was depending on the choice of integration.



Nomenclature

Roman Letters

Ċ Cost rate [Cs−1]

Ė Exergy flow rate [kW]

ṁ Mass flow rate [kgs−1]

Q̇ Heat transfer rate [kW]

V̇ Volumetric flow rate [m3s−1]

Ẇ Power [kW]

Ż Cost rate of owning compo-
nent [Cs−1]

A Area [m2]

c Average cost per exergy
unit [CkJ−1]

e Specific exergy [kJkg−1]

f Exergoeconomic factor [%]

H Annual operating hours [h]

h Specific enthalpy [kJkg−1]

i Real interest rate [%]

L Lifetime [y]

r Relative cost difference [%]

s Specific entropy [kJ(kgK)−1]

T Temperature [°C]

U Overall heat transfer coeffi-
cient [kW(m2K)−1]

v Velocity [ms−1]

X Primary design variable

y Mass fraction [−]

Greek Letters

α Scaling exponent [−]

η Efficiency [%]

γ Exergy ratio [−]

ε Exergy efficiency [%]

Subscripts and superscripts

n Chemical component

0 Reference state

a air

CH Chemical

CI Capital investment

cross Cross-sectional

D Destruction

dc Dissipative component

dif Difference

disp Displacement

F Fuel

int Intermediate

OM Operation and mainte-
nance

P Product

PH Physical

s Isentropic

sys Overall system

vol Volumetric

Abbreviations

COMP Compressor

COOL Intercooler

DH District heating

GC Gascooler

IHEX Internal heat exchanger

LIQHEX Liquefaction heat ex-
changer

PEC Purchased equipment cost
[C]

REC Receiver

SEP Gas-liquid separator

TCI Total capital investment [C]

VAL Expansion valve
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Abstract: 

This paper proposes a clear path to the exergy balance by subtracting the second Law balance (multiplied by 
Ta) to the first Law that let appear all the exergy terms. In each exergy terms it is shown that it is essential to 
clearly distinguish the process-dependent entities from the state functions and how the latter can be visualized 
in parametric representations including 3D. An opportunity is shown to superpose the various dead states 
(thermo-mechanical or physicochemical equilibrium). The typical First Law indicators (Effectiveness, 
coefficient of performance) are compared with the corresponding exergy efficiency for integrated processes 
including house heating with cogeneration and heat pumps or the valorization of LNG evaporation. From this 
strong basis the development of both First Law and Exergy efficiencies is shown for a variety of systems 
providing different energy services in the whole range of temperatures. A much greater coherence of the 
exergy approach for modern systems including co-or tri-generation is highlighted. The power of the notion of 
exergy efficiency is further illustrated by comparing various heating or air-conditioning energy systems in urban 
areas with the possibility to multiply the exergy efficiency of the subsystems to get a coherent ranking of the 
active technology options. Ultimately, we briefly show how one specific emerging platform (nolej) based on AI 
could simplify the work of teachers in thermodynamics in general. 

Keywords: 

Thermodynamics; Teaching; Exergy; Entropy; Exergy efficiency; Effectiveness. 

1. Introduction 
Exergy is too complicated! That is the too frequent comment coming from practitioners or even physics 
colleagues. One potential explanation is the fact that, to start with, the entropy concept is often not well 
understood. In many studies in physics, entropy is essentially introduced in relation to closed system. However, 
most of the energy systems the engineers deal with, are open systems with the importance of considering the 
entropy of the masses transiting through the boundaries of the system. As a matter of fact, when asked if they, 
themselves, have seen their own entropy increase in average during the last year, many would answer yes 
instead of considering that it is vital for them to keep their entropy constant (at least at constant weight!!). They 
are also unable to explain why human can still live by 45°C atmospheric temperature or more, while their own 
body is at 37°C. Heat transfer is not the only way to get rid of one’s entropy creation. 
One second potential explanation is that while, in the First Law of thermodynamics, the distinction between 
state functions and process-dependent entities is clearly done with differentiated names, it is often not done 
with the exergy balance where all terms are called exergy. 

One third potential explanation is that the exergy efficiencies, in particular for combustion systems, are 
numerically much lower than the performance indicators based on the First Law of thermodynamics, reason 
why the practitioners do not like it. This is in particular relevant for condensing fuel boilers, where First Law 
“efficiencies” are sometimes quoted with values above 100% due to their use of the Lower Heating Value to 
characterize the fuel energy input while they condense part of the vapor produced during combustion. 

Other obstacles might also be a confusion with the many First Law performance indicators that exist (engine 
efficiency, efficiency based on Lower Heating Value or on Higher Heating Value, heating coefficient of 
performance, cooling coefficient of performance) that can be replaced by a single indicator, the exergy 
efficiency.  Also comes into play the potential maximum work that is easily associated to work but not well 
understood for the other energy outputs like those linked to exiting masses. 

 

 

 

 



2. Exergy balance 

2.1. Definition of exergy 

The historical path that resulted in a correct and complete interpretation of the First and Second Laws of 
thermodynamics and their implications has been a lengthy one. It ultimately led to the following definition of 
exergy, a fundamental concept in the modern approach of the management and proper use of energy: 

Exergy: the potential of maximum work that could ideally be obtained from each amount of energy 
being transferred or stored, using reversible cycles with the environment (atmosphere) as one of the 
energy sources, either hot or cold. 

2.2. Equation of exergy balance 

Let us look at a given system surrounded by an environment characterized by its temperature Ta and its 
pressure Pa. 

The First Law of thermodynamics (energy balance) is given by: 

Energy storage        work heat        energy of transiting masses 𝑑(𝑈𝑐𝑧+𝑃𝑎𝑉)𝑑𝑡             =   ∑ �̇�𝑤𝑘+𝑘       +   ∑ �̇�𝑖+𝑖 − �̇�𝑎−   +  ∑ �̇�𝑗+ℎ𝑐𝑧𝑗𝑗       (1) 

Or to express the energy conservation:  ∑ �̇�𝑤𝑘+𝑘  + ∑ �̇�𝑖+𝑖 − �̇�𝑎− + ∑ �̇�𝑗+ℎ𝑐𝑧𝑗𝑗 − 𝑑(𝑈𝑐𝑧+𝑃𝑎𝑉)𝑑𝑡 = 0                                                                                (2) 

   Power transformation 

 

The state functions 𝑈𝑐𝑧 and ℎ𝑐𝑧𝑗 are defined here as: 𝑈𝑐𝑧 = 𝑈 + 𝑀 𝐶22 + 𝑀𝑔𝑍                                                                                                                                                    (3) ℎ𝑐𝑧𝑗 = ℎ𝑗 + 𝐶𝑗22 + 𝑔𝑍𝑗                                                                                                                                                         (4) 

Where 𝑈𝑐𝑧 is the total internal energy including the internal energy U, as well as the kinetic and potential 
energies. ℎ𝑐𝑧𝑗 is the total enthalpy per unit mass of the flowing fluid including the specific enthalpy h as well as 

the specific kinetic and potential energies at the specified state j. 

The specific enthalpy h accounts for the specific internal energy and the specific work required to push it into 
or out of the system, C represents the absolute velocity and Z the altitude. In most practical cases the kinetic 
and potential terms can be neglected, except when the conditions vary significantly through time or in off-
design conditions. 

In the above equations, the entities �̇�𝑤+, �̇�+ , �̇�+ can be numerically positive or negative using the convention 
positive entering indicated by the exponent ()+. This allows very compact formulations of the laws. (Later when 
defining the performance indicators requiring only numerically positive terms the convention positive exiting ()- 
will also be introduced for some entities). 

• �̇�𝑤+ represents the mechanical energy rate (“work”) given to or retrieved from the system (through volume 
change or rotating shaft for examples), 

• �̇�+ represents the heat rate entering or retrieved from the system from any hot source different from the 
atmosphere, 

• �̇�+ is the input or output (fluid) mass flow of the system, 

The notion of power transformation 𝑌 ̇ introduced here allows to group all terms concerned with similar masses 
in networks [1], making sure that the thermodynamic references are coherent, and allowing a simpler definition 
of the energy services received or provided. A network groups all the masses in a subsystem that are in direct 
contact with each other. For example, a simple heat exchanger has two networks, one for the fluid being 
heated and one for the fluid being cooled.  

The Second Law of thermodynamics is given by: 

Entropy storage     entropy of heat     entropy of masses    entropy creation        𝑑𝑆𝑑𝑡                    =        ∑ �̇�𝑖+𝑇𝑖𝑖 − �̇�𝑎−𝑇𝑎        +      ∑ �̇�𝑗+𝑠𝑗𝑗           +           �̇�𝑖                                                                                       (5) 

Where: 

• 𝑆  is the entropy of the system and is a state function while s is a specific state function attached to each 
mass of the system or moving through its boundary. 

�̇�⬚+ 



• �̇�𝑖 is the creation of entropy inside the system, exponent i for internal or irreversibility, and is not a state 
function but a process-dependent entity. As such �̇�𝑖 cannot be determined at a time t, since it needs to be 
integrated over a time lapse like for work or heat. 

In both formulas, the energy or entropy exchanges with the surrounding (atmosphere) have been separated 
from the other entities, in the same way as Carnot did not include them in his definition of the Carnot efficiency. 
In quasi-steady operation of open systems, the time derivatives of the state functions S, Ucz and V are equal 
to 0. However, it is not the case for the rate of entropy creation �̇�𝑖  since it is not a state function but a process-
dependent entity, that requires an integration over time to be quantified. Equation 2 then allows to highlight 
that any open system needs, not only a cold source but an entropy bin for the entropy of both the heat and the 
entropy of masses crossing the boundary to compensate for its entropy creation.  In quasi-steady operation 
the entropy of an adiabatic steam turbine does not change, thanks to the fact that the exiting steam has a 
higher entropy and therefore carry with it the entropy creation occurring in the turbine itself. The same applies 
to humans or other living creatures that can get rid of their entropy creation through mass transfer [2,3]. 

Let us multiply the two members of the entropy balance of Equ. (5) by the environmental (atmospheric) 
temperature 𝑇𝑎 so that each term is expressed in energy per unit of time (W), like in the energy balance. 
Furthermore, since entropy is not conserved in real processes, the term of entropy creation is moved to the 
right member of the equation: 𝑇𝑎 ∑ �̇�𝑖+𝑇𝑖𝑖 − �̇�𝑎− + 𝑇𝑎 ∑ �̇�𝑗+𝑠𝑗𝑗 − 𝑇𝑎 𝑑𝑆𝑑𝑡 = −𝑇𝑎�̇�𝑖                                                                                                                          (5) 
Subtracting the latter from the energy balance (Equ. (2)) leads to the exergy balance for a system including 
n networks: ∑ �̇�𝑤𝑘+𝑘  + ∑ �̇�𝑖+𝑖 − �̇�𝑎− + ∑ �̇�𝑗+ℎ𝑐𝑧𝑗𝑗 − 𝑑(𝑈𝑐𝑧 + 𝑃𝑎𝑉)𝑑𝑡 = 0  

− {𝑇𝑎 ∑ �̇�𝑖+𝑇𝑖𝑖 − �̇�𝑎− + 𝑇𝑎 ∑ �̇�𝑗+𝑠𝑗𝑗 − 𝑇𝑎 𝑑𝑆𝑑𝑡 = −𝑇𝑎�̇�𝑖} 

                                           ______________________________________________ 

∑ �̇�𝑤𝑘+𝑘 + ∑ (1 − 𝑇𝑎𝑇𝑖 ) �̇�𝑖+𝑖 + ∑ [∑ �̇�𝑗+(ℎ𝑐𝑧𝑗𝑗 − 𝑇𝑎𝑠𝑗) − 𝑑(𝑈𝑐𝑧 + 𝑃𝑎𝑉 − 𝑇𝑎𝑆)𝑑𝑡 ]𝑛 = 𝑇𝑎�̇�𝑖            (6) 

             Coenthalpy            coenergy   

  Work exergy    Heat exergy        Flow exergy      Storage exergy     Exergy loss 

                    Exergy transformation �̇�𝑦+ for each of n network  

In Equ. (6) all the terms are now exergy terms in the same way as all the terms of the First Law are energy 
terms. However, there is the need to clearly differentiate between state functions and process-dependent 
entities with a clear denomination. For systems with only work exchange and heat exchanges, these state 
functions can be expressed as a function of two other state functions (in a given atmosphere for exergy state 
functions) 

 Table 1.  State functions 

First Law and Second state functions Exergy state functions 

Internal energy U or u Coenergy J = U + PaV-TaS   or  j = u+Pav-Tas 

Total internal energy Ucz or ucz Total coenergy Jcz= Ucz+PaV-TaS  or jcz = ucz+Pav-Tas 

Enthalpy H or h Coenthalpy K = H-TaS  or k = h-Tas   

Total enthalpy Hcz  or hcz Total coenthalpy Kcz=Hcz-TaS or kcz = hcz-Tas 

The rate of mechanical (or electric) energy, �̇�𝑤+, represents a transfer of energy of the highest thermodynamic 
quality, such as technical work or electricity, with the system, and as long as such a transfer is done without 
friction.  

According to the definition of exergy given in the introduction, the quantitative values of energy and exergy, for 
mechanical work or electricity for example, �̇�𝑤+, are identical. Let us emphasize that, in this paper, the 𝐸𝑤 terms 
represent the energy terms with the highest potential to provide all kinds of energy services (in this case, 
equivalent in quantity to exergy). Therefore, it applies to work or electricity terms. The letter E, contrary to many 
books, is not used to express the total internal energy, which is defined here as Ucz. In most practical cases 
the kinetic and potential terms can be neglected, except when the conditions vary significantly through time or 
space, or in off-design conditions. This way of writing has also the advantage that the same subscript ()cz can 
be applied to the total enthalpy by symmetry. 



The heat exergy term (1 − 𝑇𝑎 𝑇𝑖⁄ )�̇�𝑖+ is the work equivalent of the thermal energy given to the system from a 
heat reservoir at temperature 𝑇𝑖  different from 𝑇𝑎 . This expression highlights the multiplicative factor (1 − 𝑇𝑎 𝑇𝑖⁄ ) that is nothing other than the so-called Carnot factor. This one determines the maximum work that 
can be produced from a heat rate �̇�𝑖+ at temperature 𝑇𝑖 when working in an environment at temperature 𝑇𝑎 
(Carnot cycle) with Ti>Ta. One key element that needs to be highlighted is that as soon the temperature of the 
source at Ti is below Ta then �̇�𝑞+  becomes numerically negative which means that for the system to accept 
heat, it must provide work, like typically for cooling or refrigeration. 

The flow exergy term �̇�+(ℎ𝑐𝑧−𝑇𝑎𝑠), in the absence of chemical reactions, is the maximum work that can be 
recovered if the considered flow is reversibly brought to a thermal and mechanical equilibrium with the 
atmosphere. This fact is not obvious at first sight and deserves a demonstration. Figure 1 illustrates the 
reversible processes that could be used to verify that this expression is the maximum potential work that can 
be recovered. Those consist first of an isentropic expansion in a turbine until the exit temperature corresponds 
to Ta, followed by a further expansion in an isothermal turbine until Pa is reached.  

 

Figure 1. Reversible processes to illustrate that the coenthalpy (k=h-Ta s) corresponds to the maximum 
specific work (exergy) that can be recovered from a mass flow. 

The storage exergy term, the total coenergy Jcz = 𝑈𝑐𝑧 + 𝑃𝑎𝑉 − 𝑇𝑎𝑆 is the maximum work that is stored in the 
system and could be recovered at a later stage. It accounts for the internal energy (U), including the kinetic 
and potential energy (cz), and the mechanical exergy linked to the exchange at the flexible system boundary 
(like with a piston) with the atmosphere. Again, this concept is not obvious and needs a demonstration to 
accept it.  

Figure 2 illustrates in a (T-s) diagram the reversible processes that could be used to verify that this expression 
is the maximum potential work that can be recovered from a mass stored in the system. Those consist first of 
an isentropic expansion in an expander until the exit temperature corresponds to Ta, followed by a further 
expansion in an isothermal heated expander until Pa is reached. The term Ta s corresponds to the heat received 
from the atmosphere during these processes. Finally, if the downstream pressure in a general case does not 
correspond to the atmospheric pressure, then an isentropic compressor might be required as illustrated in 
Figure 2. Releasing or capturing heat to or from the atmosphere does not, in-itself, imply any exergy exchange 
since T=Ta and the Carnot factor is null. When it comes to PaV it should be easy to understand that when the 
piston of an engine moves downwards, some of the work from the expanding gas is used to push the 
surrounding atmosphere (-Pa dV) but is recovered when the piston goes up, the atmosphere helping. 
Therefore, it is a true form of energy storage and can be associated to any of the networks in the system. 

The exergy loss term 𝑇𝑎�̇�𝑖 = �̇�  includes all the exergy losses taking place in the system. 

In the same way that the notion of power transformation was introduced in the First Law, the corresponding 
notion of exergy transformation grouping the flow exergy and storage exergy terms for each network is also 
quoted. 

Demonstration that the exergy transformation between two different pressures of a gas bottle corresponds to 
the maximum work that could be retrieved. This case of energy storage with an inert gas, like air, initially 
pressurized, can be represented by the cylinder-piston device of Figure 2. Equations are the same as for the 
case of Figure 1 except that the end point is not the state of the atmosphere and we have thus to add a 
compression process from 2’ to 2. The kinetic and potential energies ()cz are neglected. 

a) isentropic expansion in an adiabatic expander from {𝑃1, 𝑣1, 𝑇1, 𝑠1}  to {𝑃1′, 𝑣1′, 𝑇𝑎 , 𝑠1} , that is until the 
temperature  𝑇𝑎 is reached: 𝐸𝑤− = −(𝑈1′ − 𝑈1) − 𝑃𝑎(𝑉1′ − 𝑉1)  = −𝑀((𝑢1′ − 𝑢1) − 𝑃𝑎(𝑣1′ − 𝑣1))                                                                                   (7) 



b) isothermal expansion in a diabatic compressor from {𝑃1′, 𝑣1′, 𝑇𝑎 , 𝑠1} to {𝑃2′, 𝑣2′, 𝑇𝑎 , 𝑠2}, heat being received 
from the atmosphere: 𝐸𝑤− = −(𝑈2′ − 𝑈1′) + 𝑄𝑎+ − 𝑃𝑎(𝑉2′ − 𝑉1′) = (𝑈1′ − 𝑈2′ )+𝑇𝑎(𝑆2 − 𝑆1) + 𝑃𝑎(𝑉1′ − 𝑉2′)                                                     (8) 

c) isentropic compression in an adiabatic compressor from {𝑃2′, 𝑣2′, 𝑇𝑎 , 𝑠2} to {𝑃2, 𝑣2, 𝑇𝑎 , 𝑠2}:  𝐸𝑤+ = (𝑈2 − 𝑈2′) + 𝑃𝑎(𝑉2 − 𝑉2′)                                                                                                                                                        (9) 

Hence the maximum work that can be recovered is: 𝐸𝑤𝑚𝑎𝑥− = −(𝑈1′ − 𝑈1) − 𝑃𝑎(𝑉1′ − 𝑉1)+(𝑈1′ − 𝑈2′)+𝑇𝑎(𝑆2 − 𝑆1) + 𝑃𝑎(𝑉1′ − 𝑉2′) (𝑈2 − 𝑈2′) + 𝑃𝑎(𝑉2 − 𝑉2′ ) =  (𝑈1 − 𝑈2)−𝑇𝑎(𝑆1 − 𝑆2) + 𝑃𝑎(𝑉1 − 𝑉2)= 𝐽1 − 𝐽2 = 𝐸𝑦−                                                                                              (10) 

 

 

Figure 2. Reversible processes leading to the production of maximum work from the expansion  
of a given mass of gas in a closed system. 

The net maximum work is therefore also the difference of the total coenergies. This is typically the term that 
will allow us to assess the work that can ideally be recovered in compressed air storage schemes, or from a 
compressed inert gas in a compressed air car, a technology that some researchers are presently developing 
for urban driving [4]. 

2.3 State functions versus process-dependent entities 

Note that in the above equations the symbol 𝛿 is used in derivatives for process-dependant entities while 𝑑 is 
used for state functions.  

 

Figure 3. Illustration of the difference between a state function and process-dependent entity 



State functions can be defined in any position during a process while process-dependant entities require an 
integration over the chosen thermodynamic path. Figure 3 symbolically illustrates this difference in the simple 
example of a boat going from point 1 (“Geneva”) to point 2 (“Bouveret”) and return following a different path, 
thus of different length (𝐿1 ≠ 𝐿2) while the “distance as the crow flies” 𝐷 between the two cities remains of 
course unchanged. 

In this case the length of the path 𝐿 is a process-dependent entity while the reference of its horizontal position 𝑋 is a state function.  𝑋1 and 𝑋2 can be clearly defined, but this is not the case for 𝐿 that will depend on the 
path chosen by the skipper that day.  

One interesting feature is: ∮ 𝑑𝑋 = 0  while ∮ 𝛿𝐿 > 0 

Therefore, we will also have: ∮ 𝑑𝑆 = 0 while ∮ 𝛿𝑆𝑖 > 0 

It is important to realize that, even though we are in both cases speaking of entropy, the entropy S within the 
system is a state function while the creation of entropy inside the system  𝑆𝑖 is a process-dependent entity. 𝑄, 𝐸𝑤 are also process dependent entities while 𝑆, 𝑈, 𝐻 with their specific mass counterparts 𝑠, 𝑢, ℎ are state 
functions. 

When expressed in function of time we have: �̇�+ = 𝛿𝑄+𝑑𝑡   (11)  ;                                                    �̇�𝑤+ = 𝛿𝐸𝑤+𝑑𝑡   (12)   ;                                                           �̇�𝑖 = 𝛿𝑆𝑖𝑑𝑡   (13) 

Figures 4 and 5 show the state function coenergy of air in function of the temperature and its specific entropy. 
Similar diagrams can be made for any substance or mixtures of substances. 

Energy and masses are conserved, but their potential to do work is ultimately degraded to be cancelled when 
the equilibrium with the atmosphere is reached, a thermodynamic state that is called the dead state.  

 

Figure 4. Coenergy of air in a T-s diagram [1] 

 

Figure. 5. Approximate representation of the coenergy function (here for air) with the thermomechanical 
dead state at the centre of the bowl, as well as the individual dead states for O2 and CO2 

Those diagrams illustrate the existence of different dead states: 



• The dead state of the mixture corresponding to the thermo-mechanical equilibrium with the environment 
(atmosphere). It corresponds to the bottom of a bowl where the coenergy has a minimum value. The higher 
the difference between the absolute value of (s-sa) or the difference (T-Ta), the higher is the value of the 
coenergy. 

• Two other dead states are approximatively represented, one for the physico-chemical equilibrium of the 
component H2O of the air mixture and one other for the physico-chemical equilibrium of the component 
CO2.The exergy analysis requires then the definition of a reference composition of the atmosphere shown 
in Table 2.  The latter illustrates the minimum work required to separate CO2 from air that is now 
discussed in the context of CO2 separation for either reuse or storage. 

3. Extension to chemical processes 
Chemical processes like combustion or oxidation in fuel cells imply a change of substance between the input 
substances and the products of the reactions. While the sum of the enthalpies of the flows through an open 
adiabatic system with a combustion process does not change, the reference states for each products have 
lower values.  

Table 2. Partial pressure and molar fractions of the main gaseous constituents of the standard atmosphere 
(at the standard conditions with 𝑃0 = 1.01325 bar and 𝑇0 = 25°𝐶) 

 

Substance 𝑃𝑖  [𝑏𝑎𝑟] �̃�𝑖𝐴  [𝑘𝑚𝑜𝑙𝑖 𝑘𝑚𝑜𝑙𝐴⁄ ] 𝑁2 0.7665 0.7565 𝑂2 0.2056 0.2030 𝐴𝑟 0.0091 0.0090 𝐻2𝑂(𝑔) 0.0316 0.0312 𝐶𝑂2 0.0003 0.0003 

 
3.1. Fuel exergy value 

The analysis of reactive processes, like combustion, can be dealt with by introducing a combustion network 
with a power transformation term �̇�𝑐𝑜𝑚𝑏+  in the energy balance et a combustion exergy transformation term �̇�𝑦 𝑐𝑜𝑚𝑏+  in the exergy balance. For the latter not only the standard atmosphere (Table 2) should be considered 
but also the following set of hypotheses:  

• The fuel F and the air A enter separately (no premixing with the fuel) 

• Each constituent of the reaction products Gc (combustion gases) ends up physically mixed with the 
standard atmosphere, i.e. at its partial pressure 𝑃𝑖00  

• Water exists in the final combustion products Gc either in liquid or vapor form at the limit of saturation, i.e. 
at the partial pressure of saturation in the standard atmosphere. 

These conditions being set, the corresponding values for the exergy value of a fuel EXV are the following: EXV = Δ𝑘0 = ∑ [𝑁𝑖  �̃�𝑓𝑖00𝑀𝐹 ]𝑖 − ∑ [𝑁𝑗  �̃�𝑓𝑗00𝑀𝐹 ]𝑗             [ 𝐽𝑘𝑔𝐹]                                                                                                (14) 

In accordance with the basic definition of exergy, the specific exergy value Δ𝑘0 corresponds to the maximum 
work 𝑒𝑚𝑎𝑥𝐹  that can be recovered from a fuel in an open reversible combustion in steady state (Fig.6). 

 

Figure 6. Mechanistic model of a reversible combustion using a van’Hoff’s box [1,5] 

 



3.2. Energy and exergy balances including power- or exergy- transformation for the 
combustion network 

In principle, we should also consider whether or not there is condensation of the water formed during 
combustion. However as shown in [1] the difference between a higher and a lower exergy value is negligible 
in particular when 𝑇𝑎 = 𝑇0. This is logical since the Carnot factor (1 − 𝑇𝑎𝑇0) is zero. Hence the advantage of the 

exergy analysis of systems including oxidation processes is that a single fuel exergy value can be 
considered in first approximation. 

Energy balance ∑ �̇�𝑤𝑘−  +   ∑ �̇�𝑖−𝑖𝑘  (+�̇�𝑎−) +   ∑ �̇�𝑛−𝑛 = ∑ �̇�𝑤𝑘+  +   ∑ �̇�𝑖+𝑖𝑘  (+�̇�𝑎+) +   ∑ �̇�𝑛+𝑛 + �̇�𝑐𝑜𝑚𝑏+                                         (15) �̇�+ = ∑ [�̇�𝑙+ℎ𝑐𝑧𝑙]𝑙 − d(𝑈𝑐𝑧 + 𝑃𝑎𝑉) 𝑑𝑡⁄  (16) for each of the n system networks, except for the combustion network 
that is treated separately: �̇�𝑐𝑜𝑚𝑏+ = �̇�𝐹(𝐻𝐻𝑉 + ℎ̂𝐹) + �̇�𝐴ℎ̂𝐴 − �̇�𝐺ℎ̂𝐺 − ∑(�̇�𝐼 𝐻𝐻𝑉𝐼)−(�̇�𝐻2𝑂𝑝 − �̇�𝑐𝑜𝑛𝑑)𝑞𝑣𝑎𝑝0                                                     (17) 

Where: 

• ℎ̂𝐹 = ∫ 𝑑ℎ𝐹𝑇𝐹𝑇0   and ℎ̂𝐴 = ∫ 𝑑ℎ𝐴𝑇𝐴𝑇0  and ℎ̂𝐺 = ∫ 𝑑ℎ𝐺𝑇𝐺𝑇0  are the enthalpy differences between the state of the 

entering or exiting entities considered in the power transformation �̇�𝑐𝑜𝑚𝑏+  and the standard conditions. The 
species in ℎ̂𝐴 and ℎ̂𝐺 are considered to be perfect gases 

• �̇�𝐼 and 𝐻𝐻𝑉𝐼 are the mass-flows of unburned hydrocarbons and their higher heating value, in the case of 
incomplete combustion, 
• �̇�𝐻2𝑂𝑝 is the mass-flow of H2O produced during combustion, 
• �̇�𝑐𝑜𝑛𝑑  is the mass-flow of H2O effectively condensed. 

              Exergy balance   

 ∑ �̇�𝑤𝑘−  +  ∑ �̇�𝑞𝑖−𝑖𝑘  +   ∑ �̇�𝑦𝑛−𝑛 = ∑ �̇�𝑤𝑘+  +  ∑ �̇�𝑞𝑖+𝑖𝑘  +  ∑ �̇�𝑦𝑛+𝑛 + �̇�𝑦,𝑐𝑜𝑚𝑏+ − �̇�                                                      (18)                                �̇�𝑦+ = ∑ [�̇�𝑙+(ℎ𝑐𝑧𝑙 − 𝑇𝑎𝑠𝑙]𝑙 − d(𝑈𝑐𝑧 + 𝑃𝑎𝑉 − 𝑇𝑎𝑆) 𝑑𝑡⁄  = ∑ [�̇�𝑙+𝑘𝑐𝑧𝑙]𝑙 − d𝐽𝑐𝑧 𝑑𝑡⁄                                                            (19)  

for each of the n system networks except for the combustion network that is treated separately: �̇�𝑦,𝑐𝑜𝑚𝑏+ = �̇�𝐹(EXV + �̂�𝐹) + �̇�𝐴�̂�𝐴 − �̇�𝐺�̂�𝐺 − ∑[�̇�𝐼Δ𝑘𝐼0]                                                                                              (20) 

(Specific isobaric) fuel exergy value EXV = Δ𝑘0 = ∑ [𝑁𝑖  �̃�𝑓𝑖0𝑀𝐹 ]𝑖 − ∑ [𝑁𝑗  �̃�𝑓𝑗0𝑀𝐹 ]𝑗        in [ 𝐽𝑘𝑔𝐹]                                                                                                        (21) 

or Δ�̃�0 = Δ�̃�𝐹0 + ∑ [ �̃�𝑑𝑗0 ]𝑗 − ∑ [ �̃�𝑑𝑖0 ]𝑖  in [ 𝐽𝑘𝑚𝑜𝑙𝐹] with �̃�𝑑𝑘0 =  �̇�𝑘�̇�𝐹 �̃�𝑇0𝑙𝑛 ( 𝑃0𝑃𝑘00)                                                                      (22) 

Where Δ�̃�𝐹0 is the Gibbs free energy (free enthalpy) of the fuel based on the enthalpies of formation and the 
absolute entropies. �̃�𝑑𝑘0  is the exergy of diffusion (often called chemical exergy of the inert species). 

4. Energy and exergy performance indicators 

Historically Carnot developed its engine efficiency based only on energy terms. When the process is reversed 
this definition of efficiency becomes higher than 1 for heating or ⋚ 1 for cooling, reason why COP heating or 
COP cooling have been introduced. We prefer the introduction of the concept of effectiveness adapted to all 
cases even if there is still the need to differentiate between heating and cooling effectivenesses when dealing 
with First Law energy terms. 

This issue is not a problem with the notion of exergy efficiency where one definition only can be used for all 
systems with values remaining lower or equal to 1. 

Providing energy services can be achieved by various technologies or combinations of technologies and it is 
important to be able to characterize the quality of these different options. In practice, two different indicators 
of the quality of energy processes can be defined: the (energy) effectiveness (so-called “thermal efficiency” 
or “coefficient of performance”) based on the First Law of thermodynamics only or, better, the exergy 
efficiency based on the exergy balance, thus accounting for both the First and the Second Laws of 
thermodynamics. The basic idea of these sets of performance indicators is to use: 𝜀 (𝑜𝑟 𝜂) = 𝑒𝑛𝑒𝑟𝑔𝑦 (𝑜𝑟 𝑒𝑥𝑒𝑟𝑔𝑦) 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠 𝒑𝒓𝒐𝒗𝒊𝒅𝒆𝒅 𝒃𝒚 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚𝑒𝑛𝑒𝑟𝑔𝑦 (𝑜𝑟 𝑒𝑥𝑒𝑟𝑔𝑦) 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠 𝒓𝒆𝒄𝒆𝒊𝒗𝒆𝒅 𝒃𝒚 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚                                                          (22) 

The energy effectiveness can be formulated as follows: 

 𝜀 = ∑ �̇�𝑤𝑘−  + ∑ �̇�𝑖−𝑖   𝑘  + ∑ �̇�𝑛−𝑛  ∑ �̇�𝑤𝑘+  + ∑ �̇�𝑖+𝑖   𝑘  +  ∑ �̇�𝑛+𝑛         valid for processes at 𝑇 ≥ 𝑇𝑎                                                                                 (23) 



Written that way, this expression is indeed only valid for processes that take place above the atmospheric 
temperature and can take values between 0 and ∞. This formulation can be directly used for engine or heating 
heat pump cycles. An exception needs to be done for refrigeration for which the refrigeration service �̇�𝑓+or �̇�𝑓+ with temperature values lower than Ta must be only considered in the numerator as an energy service 
provided by the system. 

The exergy efficiency can then simply be formulated as follows: 𝜼 = ∑ �̇�𝒘𝒌−  +  ∑ �̇�𝒒𝒊−𝒊𝒌  +   ∑ �̇�𝒚𝒏−𝒏∑ �̇�𝒘𝒌+  +  ∑ �̇�𝒒𝒊+𝒊𝒌  +   ∑ �̇�𝒚𝒏+𝒏 = 1 − �̇�∑ �̇�𝑤𝑘+  +   ∑ �̇�𝑞𝑖+𝑖𝑘  +  ∑ �̇�𝑦𝑛+𝑛 ≤ 1                                                                      (24) 

Note that we consider in the numerator only the exergy services provided to users of the system. When any 
exergy term of the numerator exits the system without being used, the boundary of the system needs to be 
extended to the atmosphere and this exergy term becomes zero, but the corresponding exergy losses are still 
accounted for in �̇�  since the denominator has not changed. We can say that the related exergy loss is 
internalized and attributed to the system. For example, if the system is a combustion engine with a generator, 
its main service is to provide electricity, even though the cooling network has exergy that could potentially be 
used by others. However, if the exergy of the cooling network is not used but is destroyed in a cooling tower, 
it is automatically included in the exergy losses �̇�. Some authors like [6] subdivide �̇� into: �̇� = �̇�𝐷 + �̇�𝐸                                                                                           (25) 

Where �̇�𝐷  includes the exergy destruction inside the strictly defined system and �̇�𝐸  includes the exergy 
destroyed between the system and the atmosphere. We do not consider this subdivision as useful in practice, 
since the objective is in fine the reduction of the total exergy loss �̇�. 

 

Figure 7. Simple representation of the energy effectiveness and the exergy efficiency of engine cycles in 
function of the temperature range [1] 

 
 

Figure 8. Simple representation of the energy effectiveness and the exergy efficiency of heat pump cycles in 
function of the temperature range [1] 

Figures 7 and 8 show the performance indicators for simple engine cycles and heat pumps cycles in the various 
temperature ranges. There are clearly situations where defining an effectiveness is problematic while exergy 
efficiencies are coherent for all cases. 

Figure 9 shows a symbolic representation of some common technologies in a 3D bowl diagram. This is inspired 
from the earlier representations of [1] with an analogy between exergy levels and the gravity field. Mass units 
are represented by little men. The red arrows show a typical fuel boiler situation starting with a high exergy 
level fuel combined to give combustion gases at relatively high temperature and specific exergy to provide 



heat for a building at low exergy level. Finally heat losses through the walls of the building let energy leak to 
the dead state. The green arrows represent the processes of an engine requiring, to elevate some of the little 
men to the high exergy level of electricity some little men need to be going to the dead state all the greater as 
the initial exergy level is low. An alternative is shown with the downward little men being deviated at the level 
of the house heating and that corresponds to a cogeneration system. The blue arrows illustrate a direct electric 
heating based on Joule’s effect. The yellow arrow illustrates an electrical heat pump. Finally on the left of the 
figure is a representation of a sub-atmospheric temperature Rankine engine cycle using the environmental 
heat as a heat source and the lower temperature of liquid natural gas (LNG) to be evaporated as a cold source.   

 
Figure 9: Symbolic representation of the exergy bowl with different heating and power generation technologies 
[7]. (Rigorously the coenergy bowl should be redrawn for each change of substance) 

 
Figure 10. Division in 4 subsystems of the problem of heating or cooling of a building with a multiple choice of 
technologies [8]. 

Table 2: Examples of overall technologies for heating 

Technologies Power 
plant 

DH 
plant 

Building 
plant 

 Room 
convector 

 Overall 
exergy 

efficiency 
(%) 

 

Supply/return temperatures   45°/35° 65°/55° 45°/35° 65°/55° 45°/35° 65°/55° 

Direct electric heating (hydro 
power) 

0.88    0.07 0.07 6.0 6.0 

Building non-condensing 
boiler 

  0.11 0.16 0.53 0.38 6.1 6.1 

Building condensing boiler   0.12  0.53  6.6  

District heat pump (combined 
cycle plant) 

0.54 0.61 0.54 0.76 0.53 0.38 9.4 9.4 

Domestic heat pump 
(cogeneration combined cycle 

power) 

0.54  0.45 0.45 0.53 0.38 12.9 9.2 

District heat 
pump(hydropower) 

0.88 0.61 0.54 0.76 0.53 0.38 15.4 15.4 

Domestic heat pump 
(hydropower 

0.88  0.45 0.45 0.53 0.38 21.2 15.1 

 

Figure 10 and Table 2 responds to a basic question asked by the architect. Since exergy is higher at a higher 
heating temperature why is it interesting to use low temperature heating systems like floor heating? Exergy 
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analysis provides a coherent answer. As shown in [7] the overall exergy efficiency can be obtained by 
multiplying the exergy efficiencies of each subsystem. 𝜂 = 𝜂1𝜂2𝜂3𝜂4                        (26) 

Example: Combined cycle power plant without cogeneration (1) + District heating heat pump (2) + DH heat 
exchanger in the building (3) + Convector (4).  𝜂 = (�̇�𝑒𝑙,1−�̇�𝑦,1+ ) ( �̇�𝑦,2−�̇�𝑒𝑙,2+ ) (�̇�𝑦,3−�̇�𝑦,3+ ) (�̇�𝑞,4−�̇�𝑦,4+ ) = �̇�𝑞,4−�̇�𝑦,1−                    (27) 

Table 11 illustrates the case for cooling. 
The net conclusion from such analysis and which corresponds well to the second Law of thermodynamics is:  

Heat at the lowest temperature as possible and cool at the highest temperature as possible 

Table 11 Examples of overall technologies for air-conditioning [8] 

 

Further application of the concept of exergy efficiency that is often motivating students is the application to 
vehicle drives as shown in [9,10] where alternative of power drives from electric to liquid nitrogen cars and 
others are compared. Estimates of exergy efficiencies of electric cars of the order of 69% (without accounting 
for the efficiency of power generation) are compared with an average of 18% for thermal engine cars based 
on road tests. In [10] these values are introduced into regional energy scenarios to estimate the future influence 
on the electricity consumption for example. 

5. AI platform for teaching exergy 

An attempt was made to apply an AI emerging platform [11] to assist educators. It was applied to the first part 
of this paper noticing that this beta version did not yet allow equations in a MS Word environment so those 
had to be described in a written format. However, this early approach illustrates the potential interest of this 
fast-developing tool at a time where ex-cathedra courses are recognized to be inefficient. The platform 
proposes a number of tools including automatically generated glossary, concept cards, Quiz, Drag the word, 
flash cards and crosswords that the author can then freely modify to increase the accuracy or the pertinence. 

 

Figure 10. Non modified proposal from the platform for a “drag the word” exercise 

Figure 10 shows one of the “Drag the word” proposal with here the solution superposed in green. Some of the 
definition obviously need to be improved but the structure is there and the effort from the educator is 
significantly reduced. Figure 11 provides another presentation with the crossword that can break the monotony 
during the course. Here again some definitions need to be improved. Of particular interest is the 40 questions 
with multiple choice of answers among which about one third still need to be discarded, mainly because they 
refer to the descriptive of equations that are not ideal at this stage. 

One additional benefit for the educator could be to highlight the parts of his paper that are not clear enough 
and need to be improved.  

 

 

 



Conclusions 

Teaching exergy for a broad range of users is still a challenge. The approach proposed in this paper tries to 
have a rigorous symmetry between the First Law balance and the exergy balance in cases of open systems 
with a clear distinction between state functions and process-dependent entities. Applications linked to the 
ranking of technology combinations for heating and air-conditioning are, among others, good examples for the 
use of the exergy concept. Finally, an attempt is made to exploit for teaching purposes the fast-developing use 
of AI tools with the present limitations. 

  
Figure 11. Example of crossword generated by the platform (text yet unmodified) 
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Abstract: 

The idea of a Thermodynamic cost associated with flows in a network of irreversible thermodynamic 
processes is widely developed in the context of energy engineering, but the general formulation of the 
Exergy Cost Theory-ECT allows in principle its application also to the biochemical networks. 
This paper describes the application of the exergy analysis to a generic metabolic network and an approach 
for calculating the exergy costs associated with all the flows present in the network, according to the ECT. 
The main perspective is to use the exergy cost information for defining additional constraints in the Flux 
Balance Analysis- FBA of the bacterial metabolic network. Which could help identifying directions for the 
optimization of the biomass production process, and the enhancement of the biofuel use in industry. In fact, 
this approach mainly relays on the maximization of the produced biomass, for identifying all metabolites 
fluxes in a biochemical network, with the constraints expressed by the stoichiometric relations of all reactions 
within the network. Therefore, some additional constraints have to be introduced, in order for guiding the 
optimization algorithm towards thermodynamically feasible solutions. 
The expectation is that, by introducing the actual exergy cost, with their clear physical meaning, the results 
would be more consistent with the experimental finding, reported in literature, for a wide range of possible 
environmental conditions. 
By applying the unit exergy cost concept, a deeper understanding of the reason why the reaction paths of 
the same metabolic network changes, in different environmental conditions, is also expected to be achieved. 

 
Keywords: 

Exergy analysis; Exergy Cost Theory-ETC; Energy Conversion Process; Thermodynamic Cost, Biomass 
Production Optimization; Biofuel; Flux Balance Analysis-FBA; Biochemical Networks Of Living Systems Far 
From Equilibrium. 

 

1. Introduction 
Living cells are known as complex and dynamic systems that play a vital role in maintaining the balance of 
life on Earth. They are composed of various subsystems that interact with each other in a coordinated 
manner, with each subsystem contributing to the overall functioning of the cell. 

Understanding the behavior and performance of these systems is critical for comprehending the underlying 
mechanisms of cellular processes and for improving the efficiency of biotechnological processes. One 
approach to analyzing the behavior and performance of living cells is exergy analysis. Exergy analysis is a 
thermodynamic method that quantifies the amount of energy available for conversion from one form to 
another and has been widely used in the analysis of energy systems, such as power plants and industrial 
processes. 

In recent years, exergy analysis has been applied to the study of living cells, it has been widely used in the 
study of living cells, providing a comprehensive understanding of the thermodynamics of these complex and 
dynamic systems. The application of exergy analysis to living cells has resulted in new insights into cellular 
behavior and performance, and has led to improvements in the design and operation of bioreactors and 
bioprocesses. One of the key areas where exergy analysis has been applied to the study of living cells is in 
the analysis of metabolic pathways. 

By quantifying the energy inputs, outputs, and losses in cellular processes, exergy analysis can provide a 
detailed understanding of the efficiency of metabolic pathways, and identify areas for improvement. This 
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information can be used to optimize cellular processes, leading to improved performance and greater 
sustainability. Another area where exergy analysis has been applied to the study of living cells is in the 
analysis of ion transport processes, such as ion pumps and channels. By quantifying the energy inputs and 
outputs of these processes, exergy analysis provides a valuable framework for assessing their efficiency and 
optimizing their performance. 

In this context, exergy analysis has also been used in the study of bioreactors and bioprocesses, providing a 
thermodynamic framework for the analysis of energy and matter exchange in these systems.  

In this paper, we describe the application of exergy analysis to a generic metabolic network, with a focus on 
calculating the exergy costs associated with all the flows present in the network. 

The Exergy Cost Theory (ECT) provides a framework for this analysis, allowing for the formulation of a 
thermodynamic cost associated with flows in a network of irreversible thermodynamic processes. While the 
ECT has been widely used in energy engineering, this paper explores its application to biochemical 
networks. Our main perspective is to use the exergy cost information to define additional constraints in the 
Flux Balance Analysis (FBA) of the bacterial metabolic network, which is a powerful technique in 
bioinformatics, used for identifying directions for the optimization of biomass production processes and the 
enhancement of biofuel use in industry. Nevertheless, the approach mainly relies on the maximization of the 
produced biomass, with the constraints expressed by the stoichiometric relations of all reactions within the 
network. This approach requires the introduction of additional constraints for guiding the optimization 
algorithm towards thermodynamically feasible solutions. 

We expect that by introducing the actual exergy cost, with their clear physical meaning, the results would be 
more consistent with experimental findings reported in literature for a wide range of possible environmental 
conditions. We also expect to achieve a deeper understanding of why the reaction paths of the same 
metabolic network change in different environmental conditions by applying the concept of unit exergy cost. 
Overall, our paper demonstrates the potential of exergy analysis, and the ECT in particular, for optimizing 
metabolic networks in bioengineering. 

 

2. Exergy analysis of cellular process 

Exergy analysis of cellular processes starts with a thermodynamic analysis of the energy exchanges that 
take place in the cell, including the inputs and outputs of energy, matter, and entropy[1].  

The exergy of a process is defined as the maximum useful work that can be obtained from a system, and it is 
calculated as the difference between the actual enthalpy of the system and the reference enthalpy[2]. The 
reference enthalpy is the enthalpy of the system in a state of equilibrium at a reference temperature and 
pressure, usually taken to be the temperature and pressure of the environment. 

Exergy analysis can be used to assess the efficiency of various cellular processes, such as metabolic 
pathways, ion transport, and biochemical reactions[3]. For instance, it is possible to use it to determine the 
energy conversion efficiency of metabolic pathways, as well as the exergy losses due to internal 
irreversibilities, [4] [13] such as entropy production. 

Additionally, exergy analysis can be used to assess the efficiency of ion transport processes, such as ion 
pumps and channels, by quantifying the inputs and outputs of these processes from an energetic point of 
view [5]. By quantifying the energy inputs, outputs, and losses in cellular processes, exergy analysis could be 
utilized for assessing the efficiency of various metabolic pathways [6]. 

The late mentioned method provides a valuable framework for the optimization of cellular processes, by 
identifying areas for improvement in energy and matter exchange. This information can be used to improve 
the efficiency of cellular processes [7]. 

 

3. Exergy Analysis of Biotechnological Processes 
Evaluating the potential for energy utilization and efficiency in a given system or process is a key point to 
fulfill optimization. In the context of biotechnology, exergy analysis is a suitable tool to evaluate the 
performance  of bioprocesses such as fermentation, biorefining, and biogas production, etc..  

The basic principle of exergy analysis is to calculate the maximum useful work that can be obtained from a 
system or process, based on the availability of energy in the system and the environment. 
In bioprocesses,[7] the exergy of the process inputs (such as substrates and nutrients) and the exergy losses   
(such as waste heat and other by-products) can be quantified. These information can then be employed to 
identify areas for improvement in terms of energy efficiency and sustainability.
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There are several benefits to using exergy analysis in biotechnology. One of the main benefits is that it 
provides a comprehensive and quantitative assessment of the energy utilization and efficiency of a 
bioprocess.  

Such information is quite useful  for enhancement the process conditions, reduce energy costs, and 
minimize environmental impact. 

These kind of analysis is indeed, a valuable tool for evaluating the performance of bioprocesses in terms of 
energy utilization and efficiency. As the information obtained from an exergy analysis could provide 
meaningful insights to optimize the process conditions, reduce energy costs, and minimize environmental 
impact, making bioprocesses more sustainable and environmentally friendly. 

4. Glycolysis pathway of Escherichia coli 

Escherichia coli is a type of bacterium that uses glycolysis as its primary source of energy, which is a 
metabolic pathway that breaks down glucose (a simple sugar) into pyruvate, producing energy in the form of 
ATP [9]. The following is a summary of the glycolysis pathway in E. coli: 

 

• Conversion of glucose to fructose-1,6-bisphosphate: Glucose is converted to fructose-1,6-bisphosphate 
through the action of hexokinase, which adds a phosphate group to the molecule. 

• Cleavage of fructose-1,6-bisphosphate: The next step is the cleavage of fructose-1,6- bisphosphate into 
two three-carbon molecules, glyceraldehyde-3-phosphate and dihydroxyacetone phosphate, by the action of 
aldolase; 

• Phosphorylation and isomerization: Both glyceraldehyde-3-phosphate and dihydroxyacetone phosphate are 
converted to their isomer, 1,3-bisphosphoglycerate, by the action of triose phosphate isomerase. This 
reaction is also accompanied by the addition of a phosphate group, producing energy in the form of ATP. 

• Conversion of 1,3-bisphosphoglycerate to 3-phosphoglycerate: The next step is the conversion of 1,3- 
bisphosphoglycerate to 3-phosphoglycerate through the action of phosphoglycerate kinase, which adds 
another phosphate group, producing more ATP. 

• Conversion of 3-phosphoglycerate to 2-phosphoglycerate: The next step is the conversion of 3- 
phosphoglycerate to 2-phosphoglycerate through the action of phosphoglycerate mutase. 

• Conversion of 2-phosphoglycerate to phosphoenolpyruvate: The final step of glycolysis is the conversion of 
2-phosphoglycerate to phosphoenolpyruvate (PEP) through the action of enolase. This reaction releases 
energy in the form of ATP. 

• Conversion of phosphoenolpyruvate to pyruvate: The conversion of phosphoenolpyruvate to pyruvate is 
catalyzed by the enzyme pyruvate kinase. This final step of glycolysis completes the degradation of glucose 
to pyruvate, producing a net gain of two ATP molecules.  

In addition to producing ATP, the degradation of glucose in glycolysis also generates the building blocks for 
other metabolic processes, including the citric acid cycle, which generates more energy. 
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Figure. 1. Glycolysis pathway of Escherichia. Coli. 

 

4.1. Exergy analysis and exergy cost of the glycolysis metabolic pathway of 
Escherichia coli 

Exergy analysis is a thermodynamic method that assesses the maximum useful work that can be obtained 
from a system. In the context of the glycolysis metabolic pathway of E. coli, the exergy analysis would 
involve calculating the change in exergy (useful work potential) for e each step of the reaction sequence. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 

Figure. 2. ESCHER map of the metabolic pathway of E.coli. core (a simplified model). 
 

(https://escher.github.io/#/app?map=e_coli_core.Core%20metabolism&tool=Builder&mode 

l=e_coli_core) 

 

Performing the exergy analysis of the glycolysis pathway involves estimating the change in exergy (by 
representing the useful work potential) at each step of the whole reaction sequence. 

In order to perform exergy analysis, it is necessary to determine the chemical exergy values of the involved 
compounds in the metabolic pathway. These values represent the maximum amount of work that can be 
obtained from each compound through chemical reactions under standard conditions. 
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 By taking into account the exergy inputs and outputs of each reaction, the exergetic cost associated with the 
targeted pathway could be calculated. 

Identifying possible relevant compounds in the pathway is also possible through the exergy of the metabolic 
compounds. (Figure3) 

 

 

 

 

 

 

 

 

 

 

 
Figure. 3. The chemical exergy of the glycolysis metabolites in standard conditions. 

 
The chemical exergy values in the plot represent the maximum amount of work that can be obtained from 
the metabolites through chemical reactions, and under standard conditions (298 K, 1 atm, pH 7). The data 
used to produce the plot was originally extracted from literature [11].  
 It demonstrate that the higher the chemical exergy value of a metabolite, the greater its potential for doing 
useful work. Based on the plot, we can see that glucose-6-phosphate (G6P) has the highest chemical exergy 
value among all the metabolites in the glycolysis pathway, followed by fructose-6-phosphate (F6P) and 3-
phosphoglycerate (3PG). 

Which could suggests that these metabolites have the greatest potential for performing useful work in the 
pathway. In contrast, the lowest chemical exergy values are observed for pyruvate and ATP, indicating that 
these metabolites have less potential for performing useful work in the pathway. 

However, it is important to note that ATP is a crucial energy carrier in the cell and plays a key role in energy 
metabolism, as showed, the plot gives insight into the chemical potential of the metabolites in the glycolysis 
pathway and can be used to guide the optimization of the pathway for increased efficiency and energy 
utilization. (View Figure.3) 

The exergy cost represents the irreversibilities or inefficiencies within a giving system and it is a good tool to 
quantifies the amount of available work that is lost or degraded during the process. Exergy cost calculation 
involves the comparison between the exergy values of the reactants and the exergy of the products for each 
reaction in the metabolic pathway. 

For accurate K* calculations, reliable chemical exergy values for the compounds involved in glycolysis are 
crucial as a primary step.  

By applying exergy analysis approach and calculating the exergetic cost for each compound in the glycolysis 
pathway, it is possible to determine the steps with the highest exergy losses. 

This sort of information is a suitable way to guide efforts for the optimization of certain pathways and 
improvement of the overall efficiency and energy utilization of the whole process. 

Using the exergy analysis and exergy cost calculation of compounds in the glycolysis metabolic network may 
be a way to provide valuable insights into the thermodynamic efficiency and sustainability of this essential 
metabolic process. Furthermore, It enables researchers to evaluate the performance of the pathway, 
determine areas for potential improvement, and to develop more efficient strategies, especially for metabolic 
engineering and optimization.  

Through the optimizing the glycolysis pathway based on exergy analysis, it is possible to enhance energy 
efficiency, reduce waste, and improve the utilization of resources in Escherichia coli metabolism.  
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Figure. 4. Reproductive structure of the glycolysis pathway. 

K* represents the exergy cost 

 
  In this context, glycolysis pathway can be seen as a reproductive structure within cellular metabolism, where 
the participated metabolic compounds act as fuels and products.  

This pathway is one of the important and relevant pathways in most metabolic networks, as it serves as a 
central hub for energy generation and the production of essential molecules that sustain cellular functions. 

In glycolysis, glucose, is regarded as a primary fuel source, it is initially converted into two molecules of 
pyruvate through a series of enzymatic reactions. This breakdown of glucose generates energy in the form of 
ATP and NADH. These energy-rich compounds are considered as vital fuels for various cellular processes in 
biology. 

Moreover, the selected pathway is responsible for the production of other important metabolic compounds ( 
that act as products). For instance, during the conversion of glucose to pyruvate, intermediates such as 
glucose-6-phosphate (G6P), fructose-6-phosphate (F6P), and 3-phosphoglycerate (3PG) are formed and 
regarded as “internal products” in this process. These compounds play crucial roles in biosynthetic pathways, 
providing building blocks for the synthesis of essential molecules such as nucleotides, amino acids, and lipids, 
etc.. 

The reproductive nature of the glycolysis metabolic network is evident in the recycling of metabolic 
compounds, where NADH, generated during glycolysis, is further oxidized to NAD+ in a subsequent cellular 
processes, such as oxidative phosphorylation. This recycling mechanism ensures the continuous availability of 
key cofactors and maintains the energy flow within the metabolic network. 

The identification of metabolites as fuels and products highlights the dynamic and interconnected nature of 
cellular metabolism. 

Glycolysis not only generates ATP, the primary energy currency of the cell, but also provides essential 
precursors for the synthesis of biomolecules involved in the cellular growth. 

Consequently, understanding the reproductive structure of the glycolysis pathway and the roles of its 
compounds (By its identification as fuels and products in the process) is vital for comprehending cells from an 
energetic point of view, optimizing certain metabolic pathways, and also designing strategies for metabolic 
engineering and biotechnological applications.  

Therefore, by manipulating the glycolysis pathway and its associated metabolic compounds, it would make 
possible to ameliorate energy production, redirect metabolic fluxes, and achieve desired cellular outcomes. 
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4.2. Exergy and exergy cost analysis of biochemical networks in living systems 
far from equilibrium 

These kind of analyses represents a potential approach to understand the thermodynamic behavior of 
biological systems and to identify the most energetically efficient pathways for energy conversion and 
utilization. In living systems, biological processes often occur far from thermodynamic equilibrium, which 
means that traditional exergy analysis approaches may not be applicable. 

For this matter, it is important to develop new methods and theoretical frameworks for exergy analysis in far 
from- equilibrium systems. One example of a theoretical framework is the concept of exergy efficiency, which 
is utilized to quantify the efficiency of energy conversion and utilization in living systems. This framework 
takes into account the entropy production of the system, as well as the exergy changes that occur in the 
system. Another important area of research is the application of exergy and exergy cost analysis to specific 
biological systems, such as metabolic pathways, cellular respiration, and photosynthesis. As these sort of 
studies can provide wider insights into the energetics of these processes and furthermore, help in the 
identification of  potential targets for improvement in terms of energy and energy efficiency. 

Despite that the approach of exergy analysis of biochemical networks in living systems far from equilibrium is 
still developing, it has already produced valuable insights into the energetics of these systems and has the 
potential to provide important guidance for energy-efficient design and operation in a wide range  of biological 
and biotechnological application. 

 

5. Analogical analysis: Industrial system (Engine) vs Biological system (Bacterial 
environment) 

One of the fascinated things about nature is that it is the origin of all human kind works, same as industrial 
systems that has been inspired from the biological system present in our environment, as understanding the 
nature of the work process in a biological environment could be the key to make a development and a step 
forward in Human work, and vice- versa. In an engine, the exergy analysis would involve quantifying the 
energy losses and inefficiencies that occur as fuel is converted into useful work. This analysis can help 
identify areas where energy is being wasted, such as through heat losses or frictional losses, and guide 
efforts to optimize the engine for improved efficiency. 

Similarly, in a bacterial environment, the exergy analysis would involve quantifying the energy losses and 
inefficiencies that occur as nutrients are converted into biomass or other bioproducts. This analysis can help 
identify areas where energy is being wasted, such as through the production of useless bi-products, and 
guide efforts to optimize the metabolic pathways of the bacteria for improved efficiency. 

A key difference between the two mentioned systems is that an engine is a closed system, whereas a 
bacterial environment is an open system that interacts with its surroundings. 

This means that the exergy analysis of a bacterial environment must take into account the energy inputs and 
outputs from the surrounding environment, such as through the exchange of nutrients, gases, and heat. To 
say better, the analogy between the exergy analysis of an industrial system and a biological system 
highlights the importance of understanding the thermodynamic efficiency of systems, whether they are 
designed by humans or evolved through natural selection. 

By optimizing the efficiency of these systems, we can minimize energy losses and waste, and improve our 
ability to produce useful work or bioproducts. 

 

6. Microbial production of fuels 

Microbial production of fuels refers to the process of using microorganisms, such as bacteria and yeast, to 
convert biomass into biofuels. The most common type of biofuel produced using this method is bioethanol, 
which is made from sugars or starches in crops such as corn, sugarcane, and wheat. 

 The process of microbial production of bioethanol involves the fermentation of sugars by yeast or bacteria to 
produce ethanol and carbon dioxide. In addition to bioethanol, other biofuels such as butanol and 
biomethane can also be produced using microbial processes. Butanol, for example, can be produced by the 

fermentation of sugars and starches by bacteria such as Clostridium. Biomethane can be produced by the 
anaerobic digestion of organic matter by microorganisms, producing methane that can be used as a fuel 
source. Microbial production of biofuels has gained increasing attention as a sustainable and renewable 
alternative to traditional fossil fuels.[13] 

The use of biomass as a feedstock reduces the carbon footprint of biofuels and helps to reduce dependence 
on finite fossil fuel resources. However, the efficiency and scalability of microbial production of biofuels still 
pose challenges, and further research and development is needed to make this technology more 
economically viable. 
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7. The challenges 

The efficiency and scalability of microbial production of biofuels are two important factors that determine the 
commercial viability of this technology. Efficiency refers to the amount of biofuel produced per unit of 
biomass used as a feedstock. Improving the efficiency of the process is crucial in order to make it 
economically viable, as it directly affects the cost of production. 

The efficiency of microbial production of biofuels is influenced by a number of factors, such as the type of 
microorganisms used, the composition of the feedstock, and the conditions of the fermentation process. The 
efficiency and scalability of microbial production of biofuels are two important factors that determine the 
commercial viability of this technology. 

Efficiency refers to the amount of biofuel produced per unit of biomass used as a feedstock. Improving the 
efficiency of the process is crucial in order to make it economically viable, as it directly affects the cost of 
production. The efficiency of microbial production of biofuels is influenced by a number of factors, such as 
the type of microorganisms used, the composition of the feedstock, and the conditions of the fermentation 
process. 

Scalability refers to the ability to increase the production of biofuels as demand increases. Scalability is a 
challenge for microbial production of biofuels, as the process is often limited by factors such as the 
availability of suitable feedstocks, the cost and availability of the microorganisms used, and the cost of the 
necessary equipment and infrastructure. Additionally, scaling up the production process can also affect the 
efficiency of the process, as the conditions required for optimal growth and fermentation of microorganisms 
may change at larger scales. 

Despite these challenges, research and development in the field of microbial production of biofuels 
continues, with the goal of improving both the efficiency and scalability of the process. Advances in genetic 
engineering and synthetic biology have led to the development of more efficient microorganisms, and the 
development of new technologies such as consolidated bioprocessing and metabolic engineering have the 
potential to significantly improve the efficiency and scalability of the process in the future. 

 

Conclusion 

Exergy analysis is a powerful tool for the analysis of living cells and biotechnological processes. It provides a 
thermodynamic framework for quantifying the efficiency of cellular processes and biotechnological systems, 
and it has been widely applied to the study of energy systems, such as power plants and industrial 
processes. lately, exergy analysis has been applied to the study of living cells, providing new insights of the 
metabolic behavior, and offering new avenues for optimization and improvement. 

It has been used to assess the efficiency of metabolic pathways, ion transport, and biochemical reactions, 
and to identify areas for improvement in bioreactor design and operation. The application of exergy analysis 
to living cells and biotechnological processes continues to grow, as researchers seek to gain deeper insights 
into the complex and dynamic nature of these systems. With its ability to provide a thermodynamic 
framework for the analysis of energy and matter exchange, exergy analysis is poised to play an increasingly 
important role in the study of living cells and biotechnology in the years to come. 

The application of exergy analysis to living cells and biotechnological processes continues to grow, as 
researchers seek to gain deeper insights into the complex and dynamic nature of these systems. With its 
ability to provide a thermodynamic framework for the analysis of energy and matter exchange, exergy 
analysis is poised to play an increasingly important role in the study of living cells and biotechnology. 
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Abstract:

In energy or chemical engineering, a representation of highly complex processes is often only possible through
a simulation. Conducting experiments or building demonstrators is far too costly and time-consuming. Apply-
ing exergy-based methods is beneficial to reveal thermodynamic inefficiencies and to propose appropriate
optimization approaches for energy conversion processes. Therefore, teaching theory and software-based
application of such methods are essential in engineering study programs.

This paper presents a didactic concept for open educational resources on exergy analysis covering the in-
troduction to the exergy method, its distinction from the energy analysis, and its application to various case
studies. The course aims to combine thermodynamic understanding with numerical mathematics and object-
oriented programming. Students learn to build and run models of energy conversion systems and conduct
respective exergy analyses using the software Thermal Engineering Systems in Python (TESPy). The course
material is developed using Jupyter notebooks, which offer a flexible connection between theory and code.
Results are reproducible and can be tested and developed further by the open-source community.

The advantages of exergy-based methods can be illustrated by evaluating and visualizing real thermodynamic
losses using Grassmann or waterfall diagrams. Process understanding can be deepened further by parameter
analysis showing their impact on components and the overall process. Finally, the acquired knowledge is
transferred to more complex problems with multiple components or more than one product.

Keywords:

Thermodynamics, Exergy, Exergy-based methods, Simulation, Python, Online class

1. Introduction and Motivation

In the last years, particularly since the start of the COVID-19 pandemic, the need for using electronically-based
teaching materials has increased. Nevertheless, the didactic concepts for teaching events have also changed
fundamentally in a concise time [1, 2]. Specific methods, e.g., flipped/inverted classroom, were previously
only used by an interested group of lecturers and played a subordinate role. The pandemic has significantly
accelerated the development and led to the increased use of numerous previously underrepresented didactic
methods. As a result, the didactic quality of teaching courses was improved almost imperceptibly, especially in
the field of engineering.

But what principles should be applied to the design of a lecture or seminar at a university today? Von Thun [3]
gives some advice on this. He considers the development of one’s own design principles as fundamental, which
correspond to the requirements and possibilities of your subject, your contents, and your person. The lecture
or seminar should not only be given but also created. Developing those design principles is an exciting and
valuable part of the professional biography of a university teacher.

When designing a course, it is necessary to determine which competency goals are to be achieved. According
to Anderson and Krathwohl [4] there are six categories of cognitive process dimensions to choose from:
first remember, second understand, third apply, fourth analyze, fifth evaluate, sixth create. Many courses at
universities, especially introductory classes, usually are within the third category. However, the study’s goal
should be to reach the 6th level, i.e., to plan a research paper on a given topic, i.e., to work scientifically on
one’s own. Concerning engineering sciences, it is, therefore, essential to get into independent practice-relevant
action as early as possible in the curriculum, e.g., to be able to program independently.



In engineering programs, especially in the field of energy and chemical engineering, thermodynamics is a
fundamental discipline. In many of these courses, the exergy concept [5±9] is taught to aspiring engineers as a
helpful and powerful tool. In this context, the conclusive teaching of the concept is one of the major challenges
for the lecturers. There needs to be more than a conventional thermodynamics lecture to make the students
apply the exergy concept and explore exergy. Following the previous remarks, we need at least one more
advanced course for teaching the exergy concept. Independent activities such as programming should be
included. The students must be enabled to apply general principles of thermodynamics independently, evaluate
them, and finally, create energy conversion processes independently according to the given requirements and
check them with the help of exergy-based methods.

In today’s highly interconnected and globalized world, it should be widely accepted that research and teaching
are not the exclusive preserve of established societies or segregated groups with limited social access. Indeed,
even in the beginnings of the universities in the Middle Ages, admission restrictions were unusual [10, 11].
Ultimately, the composition of the student body was shaped by social realities, such as the exclusion of women.
Of course, numerous social barriers have been dismantled in the meantime. That it is nevertheless not self-
evident is shown by the 4th United Nations Sustainable Development Goal1: ªEnsure inclusive and equitable
quality education and promote lifelong learning opportunities for all.º Addressing lifelong learning shows a
need to make knowledge and knowledge transfer accessible to all without barriers, even outside appropriate
institutions. For example, this can be made possible through a digital offering independent of end devices. Free
and open-source access should be a standard feature.

Furthermore, in research projects funded by third parties, work is often expected today to be transdisciplinary.
Consequently, social shareholders are also involved, and data and results should be available to everyone for
subsequent use. For such cooperative collaboration across spatial or temporal distances, several technical
solutions (cloud, git, web) exist today that enable participation and curation in various forms simultaneously.
Remember, understand, apply, analyze, evaluate, and create no longer necessarily have to take place in the
lecture hall or seminar room on the chalkboard.

An online course was developed based on the findings formulated up to this point. The open educational
resources on exergy analysis covering the introduction to the exergy method, its distinction from the energy
analysis, and its application to various case studies. The interactive digital learning experience offered to
students in the course described here is a building block in the development of professional competencies for
future engineers.

The present contribution is structured as follows: A didactic concept for the developed online course is presented
in the next section. Information about the online implementation based on Python and Jupyter Notebooks
is collected in Section 3. Some illustrative results from the course material are shown in the results section,
followed by the conclusions.

All developed materials and used libraries are available on a free and open-source basis. If researchers,
practitioners, teachers, or students use the content, the CC BY 4.0 guidelines2 should be respected. The
prepared content can be accessed online in a textbook format.3 Furthermore, everyone is invited to join the
developer team, share ideas and suggestions, or even bug reports via the GitHub repository.4

2. Didactic Concept

2.1. Target Group, Prerequisites and Integration into Curriculum

The course is intended for students in undergraduate engineering programs, especially power engineering,
process engineering, and chemical engineering. In addition, the course can be a possible advanced training,
since it is available in an open-source form. Nevertheless, the content is not primarily aimed at that, meaning
that examples could seem too simple for a practitioner.

Students should already completed coursework in basic mathematics, thermodynamics, and object-oriented
programming knowledge. Furthermore, they should be familiar with the purpose of using apparatus and
machines as well as processes of energy engineering. Finally, they are expected to be interested in going
deeper into the exergy concept.

Consequently, the course fits into the curriculum of the study program according to Figure 1. In deviation from
the illustration, it is conceivable that the course is offered in the third or fourth semester. In any case, the stated
prerequisites should be taken into account. The advantage of an early start of the course is the practice-oriented
relevance of the contents. Thus, a hands-on mentality is developed, and the students are taught the relevant
engineering skills at an early stage. They learn to solve problems in teams and practice modeling, programming,

1https://sdgs.un.org/goals/goal4
2https://creativecommons.org/licenses/by/4.0/
3https://fwitte.github.io/TESPy teaching exergy/
4https://github.com/fwitte/TESPy teaching exergy

https://sdgs.un.org/goals/goal4
https://creativecommons.org/licenses/by/4.0/
https://fwitte.github.io/TESPy_teaching_exergy/
https://github.com/fwitte/TESPy_teaching_exergy


and scientific computing. Also, they get familiar with from scratch process design and find alternative solutions.
Finally, the students further develop existing structures.

1st to 2nd

semester
. . . Linear

Algebra

Thermodynamics (including

fundamentals of exergy analysis)

Computer science

and programming
Numerical

mathematics
. . .

3rd to 4th

semester
. . . Heat

transfer

Turbo-

machines

Energy engineering (including

applications of exergy analysis)
. . .

5th to 6th

semester
. . . Understanding exergy

using TESPy
. . .

Figure 1: Integration into the curriculum of a typical engineering undergraduate program

2.2. Learning Outcomes

After finishing the course, the students are familiar with the basics of steady-state process simulation and know
different methods for calculating the thermodynamic properties of substances. Also, they can build, initialize and
solve process flowsheets independently, using the software Thermal Engineering Systems in Python (TESPy)
as a process simulation tool for modeling, calculating, and analyzing complex energy engineering processes
and interpreting the results obtained. The participants identify and solve problems that occur during process
simulation and can independently use aspects of the exergy concept for their future research questions. They
are familiar with physical and chemical exergy and the splitting of physical exergy. They can evaluate processes
and components with the help of exergy analysis and exergy-based parameters and present the analyses
graphically. Finally, using a version control system, the students apply group work methods such as team
communication, milestone processing, and cooperative programming.

In their best efforts, students complete the module by adding new elements to the existing course, and thus
reach the highest level of competence according to Anderson and Krathwohl [4], see Section 1.

2.3. Content and Competencies

Following the course content of fundamentals of thermodynamics and energy conversion, the focus is on
simulating single state changes, simple cycles, and complex energy conversion systems. At the same time, the
participants will practice methods of exergetic process evaluation.

The mathematical representation of individual components of energy engineering processes, e.g., heat ex-
changers, pumps, turbines, waste heat boilers, steam generators, condensers, is subsequently combined into
the representation of overall processes, e.g., gas turbines, gas and steam turbine power plants, steam power
processes, and integration of renewable energy sources. The methods of setting up process simulations, solving
mass and energy balances, and calculating thermodynamic property data are covered. The simulation program
used is the free and open-source software TESPy, see Section 3.

The work can be done individually or in small groups. We recommend working in teams of 2 to 3 people to
intensify social skills and test suitable collaboration methods. Figure 2 shows the distribution of the competence
fields addressed during the course. Depending on the individual characteristics of the course, shares may shift
slightly.

20%
20%

25%

25%

10%

Knowledge and understanding

Analysis and methodology

Development and design

Application and practice

Social competence

Figure 2: Pie chart showing the competency fields addressed in the progress of the course.



2.4. Schedule

The Gannt chart in Figure 3 shows a sample schedule for designing the class for one semester (2 contact hours
per week). In its first version, the course includes four sections and three milestones. The kick-off meeting
can include a get-to-know-you and orientation session if the students work in teams. Afterward, there is the
possibility to configure the own hardware and run tests regarding the functionality of the libraries to be used.

Semester, 15 Weeks

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Kick-Off Meeting

Presentation of First Results

Final Presentation

1. Getting Started

Setup and Run Test

Repetition on Exergy Method

2. Components

Adiabatic Pipe Flow

Heat Exchanger

Compressed Air Production

3. Simple Cycles

Clausius Rankine

Heat Pump

Gas Turbine

4. Processes

Electrolysis Heat Recovery

ORC Combined Heat and Power

Figure 3: Gannt chart showing the possible progress of the course in one term.

In the second section, students are encouraged to investigate thermodynamic fundamentals for simple ap-
plications and program them independently. All analyses are carried out at the component level and usually
involve exactly one thermodynamically describable change of state. With the help of simple exergetic analyses
based on the solution of the mass and energy balances and simple graphical evaluations, differences between
energetic and exergetic descriptions can be made easily understandable.

In the second section, the students will partially write down the correlations in an elementary way and later
moving forward to a object-oriented programming. The advantages of a Python library (e.g., TESPy) become
clear with the transition from the second to the third section.

In the third section of the course, the exergy analysis is to be applied to simple multi-component systems. At the
latest in this section, the students should be aware of the advantages of the exergy-based evaluation compared
to a purely energetic consideration. A further focus is then on the graphical evaluation of the results. How can
the findings be visualized in the best possible way? The students can try out various approaches independently
here.

Since the interaction of several components is now being investigated, the focus is on how the components’
properties impact the overall process. For instance, which components significantly influence the exergy
destruction of the overall process and why. It is necessary to determine which thermodynamic parameters are
the most important for improving the overall process.

The last section examines complex processes with more than one product. If a process provides different forms
of energy as products, for example electricity and district heating, an energy-based assessment of the quality of
the overall process is misleading. Exergy is the only way to ensure comparability of the different material and
energy flows. The students are to conduct these evaluations for processes such as heat recovery in electrolysis
or processes with combined heat and power.

2.5. Further Reading, Online Tutorials, Hardware, Software

During their work the students can use several textbooks or online tutorials for fundamental or further reading.
We recommend the following:

• Thermodynamic fundamentals [12, 13]

• Exergy concept [6±9]

• Python [14] and Jupyter Notebooks [15]

• TESPy [16±18]



For scientific computing in Python environments, it is a convenient option to use ready-made distributions
that integrate relevant packages and library management in a user-friendly way. A simple start succeeds with
miniforge5, available for all current operating systems. To edit and run the code students can install a code editor
such as Pycharm6 (free of charge for university members) or Visual Studio Code7 or run a local server allowing
them to work in a browser. The online documentation of the course includes all relevant installation instructions.

3. Implementation

In recent years, there has been a concern [19] in the energy system analysis community, among others, with
the public provision of data and publicly funded research’s traceability. Various initiatives are engaging in this
area, developing free and open-source work paradigms and taking them into other domains. Aspects initially
discussed only in research are spilled into teaching. For example, the Journal of Open Source Education [20]
specifically addresses lecturers to publish online educational resources connected with free and open-source
software. In a proposal, Morrison [21] formulates the idea of combining publicly available data and voluntary
contributions from experts into a ªstudent-centeredº energy system model for education. The actual energy
system model will be programmed in Julia, and the workflow will be set up in Jupyter. It is explicitly not a
web-based scenario generator or gamification exercise. The students will perform exercises in a curated way
and develop the code of the energy system model piece by piece.

Inspired by these ideas, the present course for energy technology and exergy analysis was developed. In
particular, the idea for the structural content and the technical project architecture is based on Morrison’s
proposal. The entire content of the course is embedded in a Python-based structure. The prepared content
can be accessed online in a textbook format8 and the source files are available through the respective GitHub
repository.9 Figure 4 shows the implementation.
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Figure 4: Implementation of the resources into a Python-based architecture including a powerful and user-
friendly front-end

The files10 are provided as a Jupyter notebook. It is an editable format where not only Python code is stored and
can be executed, but visualization, markdown, and collaboration capabilities exist. Consequently, this format is
particularly suitable for course formats like the one presented here. Outlines can be created, and text can be
formatted, images and videos can be added, mathematical formulas and referencing can be used.

To create their own code, students can download the Jupyter files to their machine and locally run a Jupyter
server, which allows to access a Python kernel and run their code in the browser or in code editors.

The open-source software TESPy [16] is used for the component-based simulation of the considered energy
conversion processes. The software is developed as part of the open energy modeling framework (oemof) in
the scientific field and by industrial users.11 The user can build up arbitrary thermodynamic processes from
single predefined components like heat exchangers, compressors, valves, or turbines. In addition to heat
pumps, geothermal or solar thermal power plants, heat networks, or chillers can also be mapped. The software

5https://github.com/conda-forge/miniforge
6https://www.jetbrains.com/community/education/#students
7https://code.visualstudio.com/
8https://fwitte.github.io/TESPy teaching exergy
9https://github.com/fwitte/TESPy teaching exergy

10file extension .ipynb
11https://oemof.org

https://github.com/conda-forge/miniforge
https://www.jetbrains.com/community/education/#students
https://code.visualstudio.com/
https://fwitte.github.io/TESPy_teaching_exergy
https://github.com/fwitte/TESPy_teaching_exergy
https://oemof.org


accesses the likewise open-source substance properties database CoolProp [22]. Detailed documentation with
more examples and tutorials is available for the software.12

Following process simulation and design, exergy analysis can be used to identify sources of thermodynamic
losses. The exergy analysis is performed automatically. Only the exergetic fuel, product, and loss of the overall
process have to be passed to the tool [17, 18]. Furthermore, the simulation models can be combined with
optimization methods [23].

4. Featured Course Material

The course is based on three relevant pillars whose approach enables change management and innovation
processes in their respective disciplines or application areas. The three pillars are

• object-oriented programming with Python,

• steady-state power plant simulation with open-source software (TESPy, CoolProp), and

• thermodynamic evaluation using exergy-based methods.

As a consequence, the contents of the course lead to the conclusion that these three pillars can be interlinked
with each other exceptionally well for prospective engineers to teach the exergy concept. We want to summarize
this by presenting selected tasks from the course and illustrating the results comprehensibly.

Within all listed thermodynamic models below we assume steady-state processes, all components are adiabatic,
there are no pressure losses in the heat exchangers, and changes in kinetic and potential energies can be
neglected. Ambient conditions are set to T0 = 25 ◦C and p0 = 1.013 bar. For the calculation of chemical exergies
the model of Ahrendts [24] is used. The corresponding flow diagrams and parameters of the processes can be
found in Figures 5, 8, 11, and 12 as well as Tables 1, 2, and 3. Due to space limitations, not all source codes
are given below. All tasks and solutions can be obtained from the git repository.

4.1. Highlight 1: Adiabatic Pipe Flow

Consider a well insulated pipeline transporting a fluid, i.e., water steam or air. The state change from 1 to 2
because of friction can be described as an adiabatic throttling valve as shown in 5.

T0

1 2

Figure 5: Flowchart of adiabatic pipe flow

Table 1: Adiabatic pipe flow parameters

Parameter Symbol Unit Value

Inlet temperature T1
◦C 195

Inlet pressure p1 bar 10
Constant (or varying) outlet pressure p2 bar 6 (or p1 ... p0)
Mass flow rate m1 kg/s 1

First, setting up the parameters of the pipe flow and calculating the inlet enthalpy, if necessary install CoolProp.13

from CoolProp . CoolProp import PropsSI as PSI
f l u i d = "water"

p i n = 10 * 1e5
T in = 195 + 273.15
h i n = PSI ( "H" , "P" , p in , "T" , T in , f l u i d )
p out = 6 * 1e5

Considering the above assumptions, and the energy balance, we determine the outlet temperature for isenthalpic
throttling using CoolProp.

h out = h i n
PSI ( "T" , "P" , p out , "H" , h out , f l u i d ) − 273.15

12https://tespy.rtfd.io
13As an alternative a simple, full-featured, lightweight CoolProp wrapper for Python is available via https://pypi.org/project/pyfluids/.

https://tespy.rtfd.io
https://pypi.org/project/pyfluids/


Subsequently, the following exercises, among others, can be performed. Implementing a function that splits
the physical exergy in its thermal and mechanical parts [25]. Creating a plot showing how the thermal and
mechanical exergies are affected within a range from ambient pressure to inlet pressure. And re-performing the
tasks by using air instead of water steam.

Using a Python function the calculation of thermal and mechanical exergy can be performed for different
temperatures, pressures and fluids.

def c a l c s p l i t t e d p h y s i c a l e x e r g y ( p , h , p0 , T0 , f l u i d ) :
r"""Calculate specific physical exergy according to splitting rule."""

s = PSI ( "S" , "P" , p , "H" , h , f l u i d )
h T0 p = PSI ( "H" , "P" , p , "T" , T0 , f l u i d )
s T0 p = PSI ( "S" , "P" , p , "T" , T0 , f l u i d )
ex therm = ( h − h T0 p ) − T0 * ( s − s T0 p )
h0 = PSI ( "H" , "P" , p0 , "T" , T0 , f l u i d )
s0 = PSI ( "S" , "P" , p0 , "T" , T0 , f l u i d )
ex mech = ( h T0 p − h0 ) − T0 * ( s T0 p − s0 )
return ex therm , ex mech

ex T in , ex M in = c a l c s p l i t t e d p h y s i c a l e x e r g y ( p in , h in , p0 , T0 , "water" )

Figure 6a and 6b show the difference in the values between inlet and outlet of the thermal and mechanical
exergies, representing the corresponding exgery destruction in the pipe flow for varying pressure ratios. Note
the different scales of the y-axes. The thermal exergy of water steam changes by up to 300 kW, while the
mechanical exergy difference is 0.9 kW at maximum. For air the thermal exergy difference reaches a maximum
of around 0.5 kW, the mechanical exergy changes up to 200 kW.

0 1 2 3 4 5 6 7 8 9
0

100

200

300

Pressure loss whithin pipe, p1 − p2 [bar]

Ė
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Figure 6: Thermal and mechanical exergy destruction within the the pipe for varying pressure losses

The fundamental difference of the substance characteristic leads to the fact that the exergy destruction for water
steam in the pipe flow is mainly triggered by a decrease of the thermal exergy. In the case of air, the mechanical
exergy decreases significantly more.

A comparison of the exergy destruction rate for the pipe flow of water steam and air is shown in Figure 7. The
ratio of both exergy destruction rates is almost constant and is about 1.5.
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Figure 7: Exergy destruction for water steam and air within the adiabatic pipe flow

Lessons Learned from this task:

• Physical exergy of a mass flow can be split into a thermal and a mechanical part.

• At the same pressure and temperature, the shares of thermal and mechanical exergies depend on the
working fluid.



4.2. Highlight 2: Open-Cycle Gas Turbine

A simple gas turbine model should be developed within this task. Compressed ambient air is mixed up with
methane. The gases after the combustion are used in a gas turbine expander to supply mechanical, respectively
electrical energy.
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System Boundary

AC Air Compressor
CC Combustion Chamber
EXP Expander
G Generator
SRC-A Source, Air
SRC-F Source, Fuel
SNK-E Sink, Exhaust

Figure 8: Flowchart of open-cycle gas turbine

Table 2: Open-cylce gas turbine parameters

Parameter Symbol Unit Value

Net power output Ẇnet MW 150

Air compressor, isentropic efficiency ηs,AC ± 0.85
Air compressor, pressure ratio rp,AC ± 18

Combustion chamber, thermal efficiency ηCC ± 0.98
Combustion chamber, pressure ratio rp,CC ± 0.95

Expander, isentropic efficiency ηs,AC ± 0.9
Expander, inlet temperature T4

◦C 1400
Expander, outlet pressure p5 bar 1.013

Fuel, inlet pressure p3 bar 20
Fuel, inlet temperature T3

◦C 25
Fuel, mass analysisa yi ,fuel ± (... , 1.0)

Air, mass analysisa yi ,air ±

















0.7551
0.2314
0.0129
0.0006

0.0
0.0

















a All fluid compositions are given as yi =
(

yN2
, yO2

, yAr, yCO2
, yH2O, yCH4

)T

TESPy is used to set up the thermodynamic model of the gas turbine. The solution is carried out for the full load
case. The documentation of the source code can be found in the appendix.

A parameter study should be performed based on the results for the air compressor pressure ratio and
expander inlet temperature. The solution is a multiple run of the simulation above, while varying pressures and
temperatures.

Figure 9 depicts a parameter plot for the given gas turbine system varying expander inlet temperature from
900 ◦C to 1400 ◦C and the air compressor pressure ratio from 5 to 30. The reference point corresponds to
the data from Table 2. For the plot only the marked points were calculated, the lines in between are linear
regressions. If necessary, the accuracy of the graph can be increased by performing more calculations. An
optimal combination of expander inlet temperature and pressure ratio exists to maximize the specific work and
the efficiency of the gas turbine.
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Figure 9: Gas turbine parameter plot for varying expander inlet temperature air compressor pressure ratio

However, with this initially only energetic evaluation of the process, based on the specific power and the net
efficiency, the real thermodynamic losses cannot be quantified and the performance of the system components
cannot be compared with each other. The exergy analysis answers these open questions.

In case TESPy is used for the simulation of the thermodynamic performance, an exergy-based evaluation can
be carried out using the class ExergyAnalysis. The students have to set up the exergy flow rates crossing
the system boundary and define the exergetic fuel, the exergetic product and the exergetic loss of the overall
process.

The busses for the net work rate and the fuel input are already defined. In case of fuel the chemical exergy must
be considered. Additionally, an exergy loss bus must be defined for the exhaust gas.

The generic exergy analysis of TESPy can be set up within a few lines of code, defining the above mentioned
exergy flow rates and the ambient conditions.

from tespy . t o o l s import ExergyAnalysis
ean = ExergyAnalysis ( gas tu rb ine , E P=[ work net ] , E F =[ e x f u e l ] , E L =[ ex loss ] )
ean . analyse (pamb=1.013 , Tamb=25)

The graphical evaluation of the exergy analysis can be done, for example, with a waterfall diagram. Penkuhn
et al. [26] show this for a cogeneration plant. Another form of visualization is the representation of exergy
rates in a Sankey diagram, often called a Grassmann diagram.14 The exergy analysis results are linked to the
representation of the process flow diagram. The different material and energy streams of the flowsheet are
brought to a uniform basis with the help of the exergy. The width represents the exergy rate. In addition, the
exergy destruction is directly assigned to each component. Figure 10 shows this for the gas turbine process
under investigation. The highest exergy destruction rate occurs in the combustion chamber, followed by the
expander and air compressor. The exhaust gases represent an exergy loss for the overall process.
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exhaust EL
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Figure 10: Grassmann diagram of gas turbine process showing the results of the exergy-based assessment

14Grassmann [27] transferred the idea of Sankey to the exergy concept. Exergy flow diagrams are therefore associated with his name.



The light tint indicates physical exergy, and the dark tint indicates chemical exergy, for example, visible in the fuel
exergy flow rate or the exergy flow rate between the combustion chamber and the expander. It can be observed
that all flows are either nearly pure chemical or pure physical exergy.

Lessons Learned from this task:

• Learn that TESPy can do a lot of work for you.

• Relevant thermodynamic process parameters identified and numerically evaluated.

• Applied exergy analysis for a simple process for the first time, and identified the locations and magnitudes
of real thermodynamic inefficiencies.

4.3. Highlight 3: Process Design Study for a Combined Heat and Power Plant

This example contains a process design study. A proposal for a power plant to supply electricity and district
heating is to be developed. The heat source is a geothermal field.

The design proposal is to be modeled, simulated, and evaluated independently by the students. The design
based on the principle of cogeneration is to be compared with a process design with complete condensation
operation (without heat extraction). For this purpose, the energetic and exergetic efficiency of the overall process
will be defined.

η =
Ẇnet + Q̇DH

Ḣ1 − Ḣ2

(1)

ε =
Ẇnet +

(

ĖFL − ĖRL

)

Ė1 − Ė2

(2)

All predefined parameters and boundary conditions can be found in Figure 11 and Table 3.
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Figure 11: Process design study for a combined heat and power plant to provide electricity and district heating.

The following subtasks are to be solved within the scope of the assigned problem: Selection of suitable working
fluids and selection and reasoning of the use of thermodynamic properties models for the simulation; creation of
a process design, modeling, and simulation in TESPy; definition and use of relevant variables for the evaluation
of the process designs and subsequent comparison and discussion.

There is no generally valid standard solution for solving this task. Two possible designs with and without heat
extraction are shown in Figure 12. In both variants, the heat flow of the liquid part of the geothermal fluid is
absorbed by an upstream organic Rankine cycle (ORC) and used to produce electricity. The steam phase is
expanded in a steam turbine. In the case of simultaneous provision of district heating, a heating condenser with
preheating follows before the geothermal fluid is returned. In the design for electricity generation only, a second
ORC is inserted after the steam turbine.

Both process designs are simulated and compared both energetically and exergetically. The results are shown
in Table 4. According to Eq. (1), the energetic evaluation treats two different energy flows (electricity and heat)



Table 3: Process design study specifications and constraints

Component Parameter Unit Value

Auxiliary installations Electrical power requirements MW 3

Generators Mechanical-electrical efficiency ± 0.985

Motors Electrical-mechanical efficiency ± 0.975

Steam turbines Isentropic efficiency ± 0.9
Mechanical efficiency ± 0.99
Minimum steam quality ± 0.9

Pumps Isentropic efficiency ± 0.8
Mechanical efficiency ± 0.99

Heat exchangers Minimal temperature difference liquid±liquid K 10
liquid±condensing K 5
liquid±steam K 20
liquid±gaseous K 25
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Figure 12: Flowcharts of possible process designs



equally. The efficiency is significantly higher in the case of heat extraction. It gives the impression that the
process is much closer to the thermodynamic optimum, which is not the case, as the comparison of the exergetic
efficiencies shows. Here, both exergetic products can be directly converted into each other. The result is that
the process designs have approximately similar range of exergetic efficiencies, and therefore the misestimation
of the energetic evaluation can be revealed.

Table 4: Comparison of energetic and exergetic efficiency for developed process designs

Process design Energetic efficiency η [%] Exergetic efficiency ε [%]

Geothermal combined heat and power plant 80.4 70.3
Geothermal power plant 19.0 62.8

Lessons Learned from this task:

• The exergy analysis assists in the selection and improvement of a suitable process design.

• Different material and energy streams can be consistently evaluated based on exergy.

• Various process designs with different fuels or products remain comparable with the help of exergy.

5. Conclusion

The idea presented in this article is based on the notion that research and teaching should be accessible to all
with as few barriers as possible. At the same time, the paper addresses the exergy concept, one of the essential
analysis tools of thermodynamic engineering. Object-oriented programming with Python, particularly steady-
state power plant simulation with open-source software, is linked to exergy as an established thermodynamic
quantity in the concept presented.

A modular structure is developed to facilitate the integration of the resources into existing courses and for
self-learners to choose their appropriate entry point. The modular structure covers exergy analysis of single
component operation as the entry-level, where the fundamental understanding of the exergy concept is conveyed.
Based on that, students will learn to model simple thermodynamic cycles and to carry out first and second-
law analyses by evaluating the simulation results. It is further supported by applying parametric analysis to
understand the connection between individual component parameters to the thermodynamic performance of the
overall process.

Further processing possibilities arise from the potential integration of additional exercises, the extension to the
exergoeconomic analysis [28], the exergoenvironmental analysis [29], or the advanced exergy analysis [30].
At the same time, all interested students, researchers, and practitioners are invited to try the course, and to
contribute by making comments or reporting bugs and developing it further collaboratively.
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Nomenclature

Abbreviations

A Air

AC Air compressor

CC Combustion chamber



CD Condenser

CL Coolant

D Drum

DH District heating

E Exhaust

ECO Economizer

EXP Expander

EV Evaporator

F Fuel

FL Feed line

G Generator

GF Geothermal fluid

GT Gas turbine

M Motor

ORC Organic Rankine cycle

P Pump

SEP Separator

SNK Sink

SRC Source

ST Steam turbine

T Turbine

RL Return line

Letter symbols

Ė Exergy rate, W

Ḣ Enthalpy rate, W

ṁ Mass flow rate, kg/s

p Pressure, bar

Q̇ Heat rate, W

r Ratio, ±

T Temperature, ◦C

w Specific work, kJ/kg

Ẇ Work rate, W

x Quality, ±

yi Mass fraction, ±

Greek symbols

∆ Difference

ε Exergetic efficiency

η Energetic efficiency

Subscripts and superscripts

0 At ambient state

D Destruction

F Fuel

i Stream

p Pressure

P Product

s Isentropic
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A Appendix: Open-Cycle Gas Turbine – TESPy Source Code

from tespy . networks import Network
from tespy . components import ( Sink , Source , Compressor , DiabaticCombustionChamber , Turbine )
from tespy . connect ions import Connection , Bus

# general c o n f i g u r a t i o n s
# substances , f l u i d s , network , u n i t s
f l u i d l i s t = [ ’N2’ , ’O2’ , ’Ar’ , ’CO2’ , ’H2O’ , ’CH4’ ]
gas tu rb ine = Network ( f l u i d s = f l u i d l i s t , p u n i t =’bar’ , T u n i t =’C’ , h u n i t =’kJ / kg’ )

# composi t ion o f given f l u i d s
a i r = {’N2’ : 0.7551 , ’O2’ : 0.2314 , ’Ar’ : 0.0129 , ’CO2’ : 0.0006 , ’H2O’ : 0 , ’CH4’ : 0}
f u e l = {’N2’ : 0 , ’O2’ : 0 , ’Ar’ : 0 , ’CO2’ : 0 , ’H2O’ : 0 , ’CH4’ : 1}

# def ine sources and s inks
s r c a i r = Source ( ’air’ )
s r c f u e l = Source ( ’fuel’ )
snk exhaust = Sink ( ’exhaust’ )

# de f ine components
cmp AC = Compressor ( ’air compressor’ )
cmp CC = DiabaticCombustionChamber ( ’combustion chamber’ )
cmp EX = Turbine ( ’expander’ )

# de f ine connect ions
c1 = Connection ( s r c a i r , ’out1’ , cmp AC , ’in1’ , l a b e l =’1’ )
c2 = Connection (cmp AC , ’out1’ , cmp CC, ’in1’ , l a b e l =’2’ )
c3 = Connection ( s r c f u e l , ’out1’ , cmp CC, ’in2’ , l a b e l =’3’ )
c4 = Connection (cmp CC, ’out1’ , cmp EX , ’in1’ , l a b e l =’4’ )
c5 = Connection (cmp EX , ’out1’ , snk exhaust , ’in1’ , l a b e l =’5’ )

# add connect ions to network
gas tu rb ine . add conns ( c1 , c2 , c3 , c4 , c5 )

# parameter o f components
cmp AC . s e t a t t r ( e ta s =0.85 , pr =18)
cmp CC . s e t a t t r ( eta =0.98 , pr =0.95)
cmp EX . s e t a t t r ( e ta s =0.9)

# parameter o f connect ions
c1 . s e t a t t r ( p=1.013 , T=25 , f l u i d = a i r )
c3 . s e t a t t r ( p=20 , T=25 , f l u i d = f u e l )
c4 . s e t a t t r (T=1400)
c5 . s e t a t t r ( p=1.013)

# busses
work net = Bus ( ’work netto’ )
f u e l i n = Bus ( ’fuel input’ )

work net . add comps (
{’comp’ : cmp AC , ’base’ : ’bus’ , ’char’ : 1} ,
{’comp’ : cmp EX , ’char’ : 1})

f u e l i n . add comps (
{’comp’ : cmp CC, ’base’ : ’bus’} )

gas tu rb ine . add busses ( work net , f u e l i n )

# parameter o f busses
work net . s e t a t t r (P=−150e6 )

# solve network
gas tu rb ine . so lve ( ’design’ )

# p r i n t network r e s u l t s
gas tu rb ine . p r i n t r e s u l t s ( )
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Abstract: 

An exergy analysis is carried out on the negative CO2 emission gas power plant (nCO2PP), which integrates 
the process sections of fuel preparation, power generation and carbon capture. Processes of exergy 
destruction are studied with particular focus on the process in the gasification unit of the fuel preparation 
section, where a large amount of exergy is destroyed in various chemical reactions from sewage sludge to 
producer gas conversion. The largest exergy losses are observed in the wet combustion chamber and in the 
fuel line with the gasification process and water condensation in the gas scrubber, amounting to 126 kW, 43-
45 kW and 56 kW respectively, which corresponds to efficiencies of 62%, 89% and 84% of these units, while 
the exergy efficiency of the power plant is 29.5%. The integration of the gasification unit with the gas scrubber 
is investigated, and a heat exchanger combination is considered. Ambient air changes in relative humidity and, 
due to increasing global greenhouse gas emissions, CO2 concentration are analysed. Insight into the 
theoretical operation of the power plant through exergy analysis allows energy efficiency to be increased by 
improving areas of highest exergy destruction. To represent real power plant operation, the analysis is based 
on an optimised process simulation calculated using the most accurate published equations of state, verified 
with experimental thermophysical property data from the literature. 

Keywords: 

Exergy Analysis; Efficiency; Gasification; Sewage Sludge; CO2; Process Simulation; Integration; Power Plant. 

1. Introduction 
The Negative CO2 emission Gas Power Plant (nCO2PP) shown in Figure 1 is the subject of intensive research 
in a project dedicated to the disposal of sewage sludge with simultaneous generation of electricity and CO2 
capture [1]. The nCO2PP cycle has already been described in several articles [2–4] as it offers the hope of 
simultaneously disposing of the harmful products of human activity (e.g., sewage sludge), then allowing the 
production of useful electricity, and finally allowing the capture of carbon dioxide in a dedicated part of the 
CCS. A contribution to the field was made in [5], where an exergy analysis of the nCO2PP system was 
conducted, investigating aspects of energy efficiency and CO2 capture. The basic equipment includes: (1) the 
working medium generator - i.e., the wet combustion chamber (WCC), the steam-gas expander (GT+GTbap), 
the spray-ejector condenser (SEC), and the gasifier in which the sewage sludge is converted into syngas by 
means of a converter, which is a bleed stream (Fig.1.). Additional equipment includes oxygen, fuel and CO2 

compressors, water pumps and heat exchangers. It is extremely important not only to test the syngas 
production experimentally, but also to model the gasification process correctly to indicate its contribution to the 
energy conversion chain. 

The nCO2PP cycle is consistent with the idea of a bioenergy with a carbon capture and storage (BECCS) 
power cycle. This involves using a renewable energy source in the form of biomass in combustion processes 
and then capturing the carbon dioxide produced in this way, ultimately achieving negative CO2 emissions. 
However, in addition to carbon performance, an important parameter for the sustainable conversion of fuel 
energy is exergy destruction. One of the critical parameters influencing exergy destruction are ambient 
parameters such as temperature, humidity and pressure, which have already been classified in many works 
by some well-known authors on the subject [6,7]. It is worth noting that the effect of CO2 in the air is also 
beginning to play an increasingly important role in exergy analyses, while the issue of determining the chemical 
exergy of individual elements still lacks a sufficiently reliable physical basis, and most scholars rely on Szargut 



[7] in this area. The situation is even more complicated when determining the chemical exergy of different 
types of biomass [8]. First of all, there is a lack of a clear chemical and physical foundation to move from well-
established methods to determine the composition of the ultimate and proximate type to the exergy, because 
here, entropy relating to the atomic level plays a role [9]. In the case of the present work, the analyses will 
focus on a significantly challenging biomass, which is sewage sludge. Attempts to model this process 
appropriately are being developed particularly intensively in the Aspen Plus environment, where, using mass, 
momentum and energy balance and the entropy production equation, the exergy destruction due to gasification 
can be determined [10]. Using these models, it is important to determine the components of the syngas at the 
reactor outlet and the input supplied to the gasifier. Due to the varying composition of sewage sludge, 
depending on the region of the world, the calorific value of the sludge and thus, the exergy that is stored in it, 
also changes [11]. In addition, there is great hope in the production of alternative fuels using sewage sludge, 
where exergetic analyses supplement information on the quality of energy conversion to useful products such 
as hydrogen [12] or methanol [13]. With respect to exergetic efficiency, it is possible to provide feedback about 
sustainable energy conversion. This is because it is necessary to identify possible ways of reducing the 
destruction of exergy, especially in devices where an alternative solution can be proposed.  

In the case of the oxyfuel cycle, which is the subject of this study, it is also important to determine the impact 
of exergy destruction in separation processes either in an air separation unit (ASU) and a spray-injection 
condenser (SEC). Industrial ASUs rely on cryogenic methods in order to be able to supply the required amount 
of oxygen, and methods to reduce power consumption are also found in this part of the system [14]. Thus, 
exergetic analyses undoubtedly provide an opportunity to study technical and environmental aspects related 
to energy systems [15]. Therefore, this approach was chosen to analyse the nCO2 cycle integrated with syngas 
production in the sludge gasification process. 

 
Figure. 1.  nCO2PP process flow diagram [16] where main devices are: WCC – wet combustion chamber, 
GT – gas turbine, GTbap – low-pressure turbine, R – gasifier, SEC – spray-ejector condenser. Additional 
devices includes: CO2 – oxygen compressor, Cfuel – fuel compressor, HE1 – heat exchanger 1, G – 
generator, PH2O-WCC – WCC water pump, PSEC – SEC pump, S+HE2 – separator connected with heat 
exchanger 2, CCO2-1 and CCO2-2 – CO2 compressors, HE3 – heat exchanger 3, HE4 – heat exchanger 4, GS – 
gas scrubber, ASU – air separation unit, LTS – lower temperature source. 

 

2. Methodology 

2.1. Principal equations 

The flow exergy is usually split into a thermomechanical part and a chemical exergy. The latter consists of a 
mixing part and the chemical exergy component. 𝐸tot = 𝐸𝑡ℎ + 𝐸ch  (1) 

The chemical exergy of sewage sludge was calculated as [13] 𝐸𝑠𝑠ch = �̇�𝑠𝑠 ∙ 𝐿𝐻𝑉𝑠𝑠 1.0412+0.2160∙(𝐻𝐶)−0.2499∙(𝑂𝐶)∙[1+0.7884∙(𝐻𝐶)]+0.0450∙(𝑁𝐶)1−0.3035∙(𝑂𝐶)  (2) 



The power plant was simulated using Aspen Plus with REFPROP equations of state. A part of the exergy was 
derived from this software. However, due to the lack of proper documentation of exergy in Aspen software, it 
was investigated whether this was total exergy, thermomechanical exergy or some part of it. Essentially, total 
flow exergy is the reversible work done when a flow is brought into equilibrium with its environment. The "Aspen 
exergy" is the reversible work done when the flow is brought from the relevant state to the Aspen dead state. 
Due to condensation and phase separation when the flow contains H2O, the mixture is partially separated. 
This means that the Aspen exergy calculation includes part of the mixing exergy together with the 
thermomechanical component. The remaining flow exergy is the reversible work obtained when the flow is 
brought from the Aspen Plus restricted dead state to equilibrium with the environment: 𝑊rev = 𝑇0 ∙ �̄� ∙ [∑ 𝑛𝑖 ∙ 𝑙𝑛 𝑛𝑖𝑛−𝑛𝐻2𝑂(𝑙𝑖𝑞0) 𝑖≠𝐻2𝑂 + (𝑛𝐻2𝑂(g0) + 𝑛𝐻2𝑂(liq0)) ∙ 𝑙𝑛 𝑝𝑠0: 𝐻2𝑂(𝑇0)𝑝0 ] + 𝑛𝐻2𝑂(liq0) ∙ (𝑝0 − 𝑝𝑠0) ∙�̄�𝑓: 𝐻2𝑂(𝑇0) + ∑ 𝑛𝑖 ∙ �̄�𝑖ch𝑖   (3) 

For streams consisting only of liquid water, the equation reduces to the chemical exergy: 𝑊rev = 𝑛𝐻2𝑂(𝑙𝑖𝑞0) ∙ �̄�𝐻2𝑂(𝑙𝑖𝑞0)ch   (4) 

Including the exergy part calculated by Aspen Plus, the total exergy is as follows: 𝐸tot = 𝐸Aspen + 𝑊rev (5) 

For the purposes of analysis, exergy destruction was obtained from the steady-state exergy balance, 𝐸𝑑 = ∑ 𝐸𝑖𝑛tot − ∑ 𝐸𝑜𝑢𝑡tot + ∑ 𝑊𝑖𝑛 − ∑ 𝑊𝑜𝑢𝑡 (6) 

The exergy efficiency of a unit is expressed as the outflow-to-inflow ratio of exergy rates, 𝜂𝑒𝑥 = ∑ 𝐸𝑜𝑢𝑡tot +∑ 𝑊𝑜𝑢𝑡∑ 𝐸𝑖𝑛tot+∑ 𝑊𝑖𝑛  (7) 

A benefit of the outflow-to-inflow efficiency (compared to the “task efficiency”) is that the efficiency of two or 
more combined units (subsystems) is simply the product of the efficiencies of the individual units. The exergy 
efficiency of the power plant is then expressed as 𝜂𝑒𝑥|𝑛𝐶𝑂2𝑃𝑃 = ∑ 𝑊𝑜𝑢𝑡−∑ 𝑊𝑖𝑛𝐸𝑓𝑢𝑒𝑙,𝑖𝑛+𝐸𝑂2,𝑖𝑛 (8) 

Here, to appreciate the CO2 capture, the thermodynamic value (pressure and chemical exergy) of the captured 
CO2 could be added in the denominator. 

 

2.2. Input data 

For exergy analysis, the Aspen Plus dead state was set to the 𝑇0 temperature of 15⁰C and 𝑝0 pressure of 1 
atm (at sea level 0), which corresponds to most standards. Thus, read values from Aspen Plus with REFPROP 
equations of state, such as saturation pressure 𝑝𝑠0: 𝐻2𝑂(𝑇0) was 0.0170579 bar and �̄�𝑓: 𝐻2𝑂(𝑇0) was 0.018031 
m3/kmol. The exergy calculation also uses the universal gas constant �̄� equal to 8.31433 kJ/(kmol K). The 
chemical exergy calculations used the composition of dry air [17] based on the US Standard Atmosphere, with 
the CO2 concentration assumed to be 375 ppm [6] for the year 2004. For comparison, a global average of 417 
ppm was used for the year 2022 [18] and a worst-case scenario of 1000 ppm was predicted for the year 2100 
[19]. 
The composition of sewage sludge digested in the gasification unit and fueling the whole power plant, was 
assumed as mass fractions 27.9% C, 6.7% H, 28.9% O, 4.4% N, 32.2% Ash, with an LHV of 9.8 MJ/kg. The 
synthesis gas produced by gasification in a steam atmosphere at 760 °C and, after cleaning in the gas 
scrubber, a volumetric composition of 9.3% CO, 46.8% H2, 13.9% CH4, 26.4% CO2 and 3.5% C3H8. 

 

Table 1. Assumptions for the thermodynamic cycle 

Parameter Symbol Unit Value 

Temperature exhaust after WCC (before GT) 𝑡2 ⁰C 1100 
Mass flow of the exhaust gas from the WCC �̇�2 g/s 100 
Exhaust pressure after WCC 𝑝2 bar 10 
Oxygen-fuel excess ratio in WCC 𝜆 - 1 
Initial syngas temperature, after gas scrubber 𝑡𝑓𝑢𝑒𝑙 ⁰C 50 
Initial oxygen temperature 𝑡𝑂2 ⁰C 15 



Syngas fuel pressure before Cfuel compressor 𝑝0−𝑓𝑢𝑒𝑙 bar 1 
Oxygen pressure before CO2 compressor 𝑝0−𝑂2 bar 1 
Fuel to WCC pressure loss factor 𝛿𝑓𝑢𝑒𝑙 - 0.05 
Oxygen to WCC pressure loss factor  𝛿𝑂2 - 0.05 
Regenerative water pressure to WCC 𝑝1−𝐻2𝑂 bar 225 
Exhaust vapor quality after HE1 𝑥5 - 0.999 
Exhaust temperature after HE1, before SEC 𝑡5 ⁰C 33 
CO2 pressure after compressor CCCU1 𝑝2−𝐶𝐶𝑈 bar 25 
CO2 pressure after compressor CCCU2 𝑝4−𝐶𝐶𝑈 bar 80 
H2O temperature after HE4 𝑡2−𝐻2𝑂 ⁰C 110 
CO2 temperature after HE3 𝑡3−𝐶𝐶𝑈 ⁰C 115 
Water vapor from Separator in 1CCU mixed with CO2 vapor - % 100% humid 

Pressure after GT
bap

 𝑝4 bar 0.078 
Temperature after SEC 𝑡6 ⁰C 35 
Turbine GT, internal efficiency (𝜂𝑖) 𝜂𝑖𝐺𝑇 - 0.89 
Turbine GTbap, 𝜂𝑖 𝜂𝑖𝐺𝑇−𝑏𝑎𝑝 - 0.89 
Fuel compressor Cfuel, 𝜂𝑖 𝜂𝑖𝐶−𝑓𝑢𝑒𝑙 - 0.87 
Oxygen compressor CO2, 𝜂𝑖 𝜂𝑖𝐶−𝑂2 - 0.87 
WCC water pump PH2O-WCC, 𝜂𝑖 𝜂𝑖𝑃−𝐻2𝑂−𝑊𝐶𝐶 - 0.8 
SEC water pump PSEC, 𝜂𝑖 𝜂𝑖𝑃−𝑆𝐸𝐶 - 0.8 
CO2 compressor CCO2-1, 𝜂𝑖 𝜂𝑖𝐶−𝐶𝑂2−1 - 0.87 
CO2 compressor CCO2-2, 𝜂𝑖 𝜂𝑖𝐶−𝐶𝑂2−2 - 0.87 
Mechanical efficiency for all devices 𝜂𝑚 - 0.99 

 

3. Results and discussion 

 
Table 2.  Calculated chemical components exergy in changing air relative humidity or CO2 concentration 

according to [6] and based on Szargut model [7]. 

Parameter Symbol Unit Value 
Relative Humidity 𝑅𝐻 % 40 50 60 50 50 
Atmospheric CO2 concentration 𝑋𝑎𝐶𝑂2  ppm 375 375 375 417 1000 

Chemical exergies of 
substances 

�̄�𝑂2ch kJ/kmol 3762 3766 3770 3766 3766 �̄�𝐶𝑂2ch  kJ/kmol 18915 18920 18924 18665 16570 �̄�𝐻2𝑂(𝑙𝑖𝑞0)ch  kJ/kmol 2195 1661 1224 1661 1661 �̄�𝐻2𝑂(𝑔0)ch  kJ/kmol 11980 11446 11009 11446 11446 �̄�𝐻2ch  kJ/kmol 239121 238585 238146 238585 238585 �̄�𝐶𝑂ch  kJ/kmol 275120 275122 275124 274868 272772 �̄�𝐶𝐻4ch  kJ/kmol 836442 835368 834491 835114 833019 �̄�𝐶3𝐻8ch  kJ/kmol 2157893 2155747 2153991 2154984 2148697 

 

To complete the exergy analysis, the next step was to calculate the chemical exergy of the sludge and 
calculate the total exergy and efficiency by substituting the chemical exergies from Table 2 above, with the 
Aspen Plus exergy known from the models. Relative humidities of 40%, 50% and 60% were used for the 
chemical exergy calculations. For comparison, the changing atmospheric CO2 concentration of 417 ppm for 
the global near-surface average in 2022 and the worst-case scenario of 1000 ppm predicted for 2100 were 
added. 

The following tables (Tables 3-13) show the change in exergy rates as a function of the change in 
dead state parameters. Note that the parameters in Table 1 do not change. 

For the gasification unit shown in Table 3, the syngas composition results came from the experiment 
presented in the authors' other work [2]. Some simplifications were applied: neglecting the exergy of moisture, 
ash, nitrogen and sulphur, focusing only on the most important aspect from the power generation point of view. 
A special attention to this process was due to the high water content in the producer gas and its subsequent 
treatment in a gas scrubber, the exergy analysis of which is shown in Table 4. While applying the simplifications 
mentioned above, the gas scrubber is simply a condenser in this case. While the producer gas has a high 
temperature, the waste heat can be recovered during the condensation process, which was not foreseen in 
the nCO2PP concept, as the power plant efficiency of BECCS was usually calculated in the literature without 



the gasification unit and gas scrubber and overlooked, thus opening a way to increase the overall energy 
efficiency of the power plant. The exergy efficiency of the gasification unit decreases with higher humidity or 
CO2 concentration, and the same is true for the gas scrubber. The exergy destruction had among the largest 
exergy destruction rates after the WCC, amounting to 43-45 kW and 56 kW for the gasification unit and the 
gas scrubber, respectively. The exergy efficiency of the gasification unit was close to 89%, while that of the 
gas scrubber was 84%. The latter can be increased together with the exergy efficiency of the power plant by 
using water condensation waste heat for the power plant processes. 

The following points show the exergy rates as a function of the relative humidity and as a function of 
the CO2 content in the air. As can be seen from Tables 5 and 6, the variation of the above parameters did not 
affect the compressors. In the whole range of the analyzed parameters, the O2 compressor exergy destruction 
remained at the level of 0.45 kW, giving an exergy efficiency of 94.6%, while for the fuel compressor the exergy 
destruction was 0.67 kW and the exergy efficiency 99.8%. It is worth noting that the influence of the 
environment on the operation of the compressors was reduced to a negligible level due to the lowest exergy 
rates. Table 7 applies to water pumps, where the effect of the dead state was much more significant. Despite 
the constant value of exergy destruction, there is a decrease in exergy efficiency with increasing relative 
humidity. This is related to the change in the value of the exergy rates carried in the water pumped by the 
pumps. In contrast, a “task efficiency” would give identical results, independent of atmospheric composition. 

Heat exchanger 1 (HE 1) results are given in Table 8, with a heat load of 48.6 kW. In this case, the 
changes in exergy flux were not only for water, but also for the mixture of water vapour and CO2. A mixture 
flowed on one side of the exchanger, so the exergy efficiency decreased as both the relative humidity and the 
proportion of CO2 in the dead state increase. Also here, a “task efficiency” would be independent of the 
atmospheric composition. 

Table 9, which refers to the water-injected oxy-fuel combustor, is of particular interest as it has several 
functions in this power plant. Apart from producing working medium with desired parameters for gas turbines, 
it has oxy-combustion destined for CCU unit, also it reuses water collecting waste heat from other parts of the 
power plant and cools down the oxy-combustion flame to desired temperature. Hence, it is called a 'wet' 
combustor. The combustion was assumed stoichiometric with perfect mixing of oxygen and fuel. In reality, 
some dissociation and kinetics (non-completed reactions) will give a somewhat lower adiabatic flame 
temperature. The exergy destruction rate of this unit was the largest in the whole power plant yielding about 
126 kW, and its exergy efficiency was about 62%, indicating that special attention needs to be paid to improving 
this process. In relation to the exergy of the sewage sludge fed to the system, this exergy efficiency was 50% 
when taking into account the whole process from gasification through water condensation in the gas scrubber, 
compression and mixing effects in the WCC before ignition and after flame generation. It is worth noting that 
while oxygen mixing with fuel did not cause significant exergy destruction, water mixing into the flame exhaust 
caused the largest exergy drop in the range of 64-67 kW. Therefore, to increase efficiency, solutions should 
be sought in the area of water injection to the WCC. 

Tables 10 and 11 refer to the main useful energy generator, the high pressure (GT) and low pressure 
(GTbap) expander with output power of 90.4 kW and 65.7 kW, respectively. The total exergy rates depended 
slightly on the amount of CO2 and relative humidity of the atmosphere at dead state. Increasing these 
parameters gave insignificant changes and virtually no effects on the exergy destruction rates, which were 4.7 
kW and 4.8 kW, respectively. In addition, as expected, the gas turbine expanders were characterized by high 
exergy efficiencies of 97.9% (GT) and 95.6% (GTbap), respectively, at RH=0.4 and 375 ppm CO2. 

Despite significant exergy rates flowing into the SEC, the exergy destruction within this device was 
negligible. The value of the exergy efficiency, as shown in Table 12, varied from 99.5% to 99.7% in inverse 
proportion to the increase in relative humidity. It can also be seen that the increase of CO2 to 1000 ppm in the 
dead state did not affect the exergy efficiency. 

One of the main objectives of the nCO2PP cycle is to capture carbon dioxide. Therefore an 
indispensable part is to determine the exergy conversion in the Carbon Capture Unit (CCU) island, where the 
following should be distinguished: heat exchangers HE3 and HE4 (heat duty 12.3 kW), compressors CCO2-1 

and CCO2-2 (power consumption 10.1 kW). The results of the analysis of the exergy destruction rates and the 
exergy efficiency are presented in Table 13. It can be noted that for the CCU island, there was a clear effect 
of the amount of CO2 in the dead state on the exergy efficiency, which decreased from 74.8% for 375 ppm 
CO2 (RH=0.5) to 73.2% for 1000 ppm CO2. This is due to the definition of the efficiency, as the inflow and 
outflow exergies both decrease with the chemical exergy when increasing atmospheric CO2. A task efficiency 
(changed exergy rate by input power) would be unaltered. 



 

3.1. Fuel supply line with gasification process 

Table 3.  Gasifying unit (R). 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet Sewage Sludge 15 1.013 33.2 375.7 375.7 375.7 375.7 375.7 
Inlet H2O(g) 100 1.013 27.1 18.0 17.3 16.6 17.3 17.3 
Outlet H2O(g), CO, CO2, CH4, C3H8, H2, without ash 760 1.013 49.6 350.6 349.1 347.9 349.0 347.9 𝐸𝑑, kW 43.1 43.8 44.4 43.9 45.0 𝜂𝑒𝑥,% 89.1 88.9 88.7 88.8 88.5 
 

Table 4.  Heat exchanger of Gas Scrubber (GS), Heat Duty =  112.1 kW. 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet H2O(g), CO, CO2, CH4, C3H8, H2 760 1.013 49.6 350.6 349.1 347.9 349.0 347.9 
Outlet CO, CO2, CH4, C3H8, H2 50 1.013 16.6 289.8 289.4 289.1 289.3 288.2 
Outlet H2O(liq) 50 1.013 33.0 4.7 3.7 2.8 3.7 3.7 𝐸𝑑, kW 56.1 56.1 56.1 56.1 56.1 𝜂𝑒𝑥,% 84.0 83.9 83.9 83.9 83.9 
 

Table 5.  Fuel Compressor (Cfuel), Work = 8.5 kW. 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet CO, CO2, CH4, C3H8, H2 15 1.013 16.6 289.8 289.4 289.1 289.3 288.2 
Outlet CO, CO2, CH4, C3H8, H2 306 10.5 16.6 297.7 297.2 296.9 297.1 296.0 𝐸𝑑, kW 0.7 0.7 0.7 0.7 0.7 𝜂𝑒𝑥,% 99.8 99.8 99.8 99.8 99.8 
3.2. Oxygen supply line 

Table 6.  Oxygen Compressor (CO2), Work = 5.9 kW. 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet O2 15 1.013 20.6 2.4 2.4 2.4 2.4 2.4 
Outlet O2 313 10.5 20.6 7.9 7.9 7.9 7.9 7.9 𝐸𝑑, kW 0.5 0.5 0.5 0.5 0.5 𝜂𝑒𝑥,% 94.6 94.6 94.6 94.6 94.6 



3.3. Water to Wet Combustion Chamber supply line with heat recovery 

Table 7.  WCC pump (PH2O-WCC), Work = 1.8 kW. 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet H2O(liq) 33 1 62.9 2.4 2.4 4.4 5.9 5.9 
Outlet H2O(liq) 35 225 62.9 9.2 7.4 5.8 7.4 7.4 𝐸𝑑, kW 0.4 0.4 0.4 0.4 0.4 𝜂𝑒𝑥,% 96.2 95.2 94.1 95.2 95.2 

 
Table 8.  Heat Exchanger (HE1), Heat Duty = 48.6 kW 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 

Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet H2O(liq) 35 225 42.9 6.3 5.0 4.0 5.0 5.0 
Outlet H2O(liq) 294 225 42.9 22.2 20.9 19.9 20.9 20.9 
Inlet (exhaust) H2O(g), CO2 323 0.078 100 41.9 39.7 37.8 39.5 38.4 
Outlet (exhaust) H2O(g), CO2 40 0.078 100 25.0 22.8 20.9 22.6 21.5 𝐸𝑑, kW 1.0 1.0 1.0 1.0 1.0 𝜂𝑒𝑥,% 98.0 97.8 97.6 97.8 97.7 
 

3.4. Wet Combustion Chamber and expansion 

Table 9.  Wet Combustion Chamber (WCC) with chemical energy rate according to LHV = 282 kW, and according to HHV = 317 kW 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet (syngas) CO, CO2, CH4, C3H8, H2 306 10.5 16.6 297.7 297.2 296.9 297.1 296.0 
Inlet O2 313 10.5 20.6 7.9 7.9 7.9 7.9 7.9 
Inlet H2O(liq) 181 225 20 5.8 5.2 4.7 5.2 5.2 
Inlet H2O(liq) 294 225 42.9 22.2 20.9 19.9 20.9 20.9 
Intermediary O2 (mixing with:), CO, CO2, CH4, C3H8, H2 308 10.5 37.2 303.0 302.6 302.3 302.5 301.4 
Flame H2O(g), CO2 4260 10 37.2 271.1 270.7 270.4 270.6 269.5 
Outlet H2O(g), CO2 1100 10 100 207.3 205.0 203.1 204.9 203.7 𝐸𝑑, kW 126.3 126.3 126.3 126.3 126.3 𝜂𝑒𝑥,% 62.1 61.9 61.7 61.9 61.7 
 

 

 



Table 10.  Gas Turbine  (GT), Work = 90.4 kW 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet H2O(g), CO2 1100 10 100 207.3 205.0 203.1 204.9 203.7 
Outlet H2O(g), CO2 672 1 100 112.5 110.2 108.3 110.0 108.9 𝐸𝑑, kW 4.7 4.7 4.7 4.7 4.7 𝜂𝑒𝑥,% 97.9 97.8 97.8 97.8 97.8 

 
Table 11.  Gas Turbine below ambient pressure  (GTbap), Work = 65.7 kW 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 

Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet H2O(g), CO2 672 1 100 112.5 110.2 108.3 110.0 108.9 
Outlet H2O(g), CO2 323 0.078 100 41.9 39.7 37.8 39.5 38.4 𝐸𝑑, kW 4.8 4.8 4.8 4.8 4.8 𝜂𝑒𝑥,% 95.7 95.6 95.6 95.6 95.6 
 

3.5. Ending of the expansion with CO2 processing  

Table 12.  Spray Ejector Condenser (SEC) with Separator, Pump Work = 18.2 kW 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet (motive fluid) H2O(liq) 33 1 28740 3564.3 2712.1 2015.8 2712.1 2712.1 
Inlet (exhaust) H2O(g), CO2 40 0.078 100 25.0 22.8 20.9 22.6 21.5 
Outlet H2O(g)+CO2 35 1 23.7 10.0 10.0 10.0 9.8 8.7 
Outlet H2O(liq) 35 1 28816 3586.2 2731.8 2033.6 2731.8 2731.8 𝐸𝑑, kW 11.3 11.3 11.3 11.3 11.3 𝜂𝑒𝑥,% 99.7 99.6 99.5 99.6 99.6 
 

Table 13.  Carbon Capture Unit (CCU), HE3 and HE4 cooling heat duty = 12.3 kW, compressors CCO2-1 and CCO2-2 Work = 10.1 kW 𝑅𝐻, % 40 50 60 50 50 𝑋𝑎𝐶𝑂2 , ppm 375 375 375 417 1000 
Function Medium 𝑡, °C 𝑝, bar �̇�, g/s 𝐸tot, kW 
Inlet H2O(g)+CO2 35 1 23.7 10.0 10.0 10.0 9.8 8.7 
Outlet H2O(liq) 65 80 0.5 0.07 0.06 0.04 0.06 0.06 
Outlet H2O(g)+CO2 65 80 23.2 15.0 15.0 15.0 14.8 13.7 𝐸𝑑, kW 7.4 7.4 7.3 7.4 7.4 𝜂𝑒𝑥,% 74.8 74.8 74.8 74.6 73.2 



 

3.6. nCO2PP exergy efficiency 
While the cumulative efficiency of the power plant in the studied combination is 27.88% [16], its exergy 
efficiency according to Eq. (8) is 29.48% when related to the exergy of the sewage sludge used as input and 
is constant for varying RH or CO2 concentration, although the value starts to vary when related to the 
producer gas. 

 
Figure. 2.  nCO2PP exergy efficiency in changing air humidity conditions 

 
 

 
Figure. 3. nCO2PP exergy efficiency in changing air CO2 concentrations 

 

4. Conclusions 

Second law analysis has been conducted on nCO2PP. The analyses gave an insight into the integrated system 
of the gasifier and the nCO2PP cycle, taking into account the influence of relative humidity and CO2 content in 
the air, which translated into chemical exergy of the components in relation to the dead state. The conducted 
analyses showed that the lowest exergy efficiency is characterized by a wet combustion chamber with a value 
of about 62%. However, exergy losses affecting the efficiency of this device are unavoidable. Another 
significant loss is the CO2 conditioning system for later storage with an exergy efficiency value of 75%. Also, 
in this set of devices, the possibilities of reducing exergy destruction are limited. Another device with a relatively 
low exergy efficiency is the gasifier unit and the heat exchanger of gas scrubber with efficiencies of 89% and 
84%, respectively. Significant prospects for reducing exergy destruction are offered by the Heat exchanger of 
Gas Scrubber because the waste heat from this device can be used to drive organic Rankine cycles or to 
produce oxygen in oxygen transport membranes. 
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Nomenclature 𝐸   flow exergy rate, kW 𝐸𝑑   exergy destruction rate, kW 𝑒̅   specific molar exergy, kJ/kmol �̇�     mass flow rate, g/s 𝑝   pressure, bar 𝑅𝐻   air relative humidity, % 𝑡   temperature, °C 𝑊   work rate (power), kW 

Greek symbols 𝜂   efficiency 

Subscripts and superscripts 𝑎𝐶𝑂2  CO2 in atmospheric air 𝐴𝑠𝑝𝑒𝑛  derived from Aspen Plus 𝑐ℎ   chemical 𝑒𝑥   exergetic 𝑓𝑢𝑒𝑙, 𝑖𝑛  either sewage sludge or producer gas input to the power plant system 𝑛𝐶𝑂2𝑃𝑃  negative CO2 emission gas power plant project 𝑂2, 𝑖𝑛  oxygen input to the power plant system 𝑟𝑒𝑣  reversible   𝑡ℎ   thermomechanical 𝑡𝑜𝑡   total 
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1. Added value of exergy 
In view of the energy transition, it is of utmost importance that students graduating from technical universities 
are well aware of energy-related concepts such as heat, work, energy conservation and the work potential, or 
quality, of energy. This work potential is important since it is needed for all processes and activities to take 
place. Preferably, all students who become policy makers, whether they graduate from technical or from non-
technical universities, are familiar with these concepts. The work potential of energy is known as exergy; a 
term proposed in 1953 by Z. Rant [1].  

According to the Science Europe Physical, Chemical and Mathematical Sciences Committee, our society does 
not have an energy crisis, but an exergy crisis [2]. As they put it [2, p.2]: “It is, however, not energy per se that 
needs to be secure, affordable and sustainable but rather exergy.” and “Exergy analysis not only tells the truth 
about energy efficiency, but, in an extended perspective, potentially leads to resource accounting on a global 
scale: a common scale for our common future.”  
Exergy analysis tells the truth about energy efficiency because it, in contrast with energy analysis, takes into 
account the work potential of the ingoing and outgoing flows of a process or system, and shows where work 
potential is lost. This loss of work potential cannot be made visible with energy analysis. Besides, the law of 
energy conservation tells that energy cannot be lost nor created. It can only change forms. 

Knowing that work potential is needed for all processes and activities and that each process and activity is 
accompanied with the loss of work potential raises the question whether enough work potential is available to 
current and future generations. Sources of work potential are fossil fuels such as gas and oil, but these are not 
renewable and their use causes carbon dioxide emissions. An example of an infinite and renewable source of 
work potential is solar energy. Solar radiation is also essential for photosynthesis; for plants and trees to grow 
and to produce the substances necessary in living organisms. Like human processes and activities, 
photosynthesis and related natural processes involve loss of work potential as well. 

Exergy analysis can be used to investigate the causes of the loss of work potential and whether there are 
possibilities to limit this loss, and thus limit the amount of work needed for the process or activity to take place. 
In this way, exergy analysis can also be helpful in the choice of which product(s) must preferably be produced, 



in the assessment of the reparability, reusability of products and the selection of, e.g., minerals that are used 
to produce a product. 

The results of energy and exergy analyses may very well indicate different parts of processes or systems that 
have the largest room for improvement. For example, the results of an energy analysis of a methanol 
production process show that the distillation section needs improvement, while the results of an exergy 
analysis of the same process clearly indicate that the reforming section causes the highest exergy loss [3]. 

Furthermore, according to Dincer and Rosen [4, p.61]: “Many suggest that mitigating the environmental impact 
of energy resource utilization and achieving increased resource-utilization efficiency are best addressed by 
considering exergy. The relations between exergy and both energy and the environment make it clear that 
exergy is directly related to sustainable development.”  
The calculation of exergy values of amounts of mass and/or energy is based on thermodynamic equations, 
which makes it a more fundamental method than other sustainability assessment methods because, e.g., the 
environmental impact is calculated by making use of models and weighting factors, the economic performance 
is based on costs that vary over time because of market developments, and the calculation of the societal 
impact of processes or systems is hampered by the limited availability and qualitative nature of data. 

This paper focuses on teaching exergy to students at Delft University of Technology (TU Delft), Delft, 
Netherlands, because all authors have graduated from this university and are, or were, employed by this 
university. Chapter 2 considers the current status of exergy teaching at TU Delft. Chapter 3 deals with teaching 
exergy in general, while chapter 4 provides examples and ideas dedicated to students taking specific 
BSc programmes at TU Delft. This is followed by discussion, conclusions and recommendations.  

2. Current exergy teaching at TU Delft 
In the academic year 2022-2023, TU Delft offers 16 BSc programmes and more than 30 MSc programmes. 
The TU Delft study guide [5] was used to determine which of these programmes discusses exergy in one or 
more of their courses by searching the study guide for courses with the search text “exerg*”, thus with a 
wildcard at the end. This search resulted in the following eight programmes. 

The BSc Mechanical Engineering includes the course Process Engineering & Thermodynamics (WB2543), 
with the ability to perform energy and exergy calculations of energy and process equipment being one of the 
learning objectives. The BSc Molecular Science & Technology comprises the course Energy, Recycling and 
Safety (4052ENRV6), where exergy is mentioned in the Dutch description (not in the English version) of the 
course contents as part of the topic energy, i.e. together with the energy balance of the earth, greenhouse 
effect and climate change. The BSc Systems Engineering, Policy Analysis & Management offers the course 
Processes in the Energy Sector (TB242EB), of which one of the learning objectives is dedicated to exergy, i.e. 
to be able to explain what exergy and exergy loss is and to calculate exergy losses, values and efficiencies. 
The BSc minor programme Engineering for Large-scale Energy Conversion and Storage (ELECS) comprises 
two courses that deal with exergy: the course Energy Conversion: Devices, Systems and Efficiencies 
(WB3575) applies exergy analysis to energy conversion systems, devices and processes and the course 
Assessment of Energy Systems (WB3585) applies several assessment methods, i.e. life cycle assessment 
and exergy analysis, to large scale energy conversion and storage systems. The MSc Applied Earth Sciences 
contains a course Energy Transition (AESM1315), of which exergy analysis belongs to the course contents, 
but in 2022/2023 only exam opportunities are offered because this course is discontinued. The 
MSc Architecture, Urbanism and Building Sciences offers the course User-centred Sustainability Studio 
(AR3B015), where exergy is mentioned in one of the titles listed as literature and study materials, i.e. Energy 
Potential Mapping - Visualising Energy Characteristics for the Exergetic Optimisation of the Built Environment 
[6]. The MSc Mechanical Engineering includes the course Equipment for Heat & Mass Transfer (ME45165), 
which deals with the principles of heat integration, exergy analysis and pinch technology for heat exchanger 
networks. The MSc Sustainable Energy Technology programme’s course The Necessity of Storage 
Technology (SET3080) investigates energy densities, efficiencies, capacities, exergies of thermal storage and 
combined heat and power possibilities.  

This does not mean that teaching exergy is part of the aforementioned programmes only, since exergy could 
be taught in other programmes without mentioning it in the study guide. E.g. it is expected that the BSc 
Architecture, Urbanism and Building Sciences pays attention to exergy by means of the Exergy guidebook for 
building professionals [7]. Because of the strong relationship between exergy and thermodynamics, especially 
entropy (Section 3.1.1), the study guide was used to find programmes that contain courses in this field by using 
the search texts “thermodynamic*” and “entrop*”. This has been complemented with a search for courses 
dealing with “energ*” for BSc programmes which don’t seem to teach exergy, thermodynamics nor entropy. 
The reason for looking in more detail at the BSc programmes is that TU Delft offers 16 BSc programmes, while 
the number of MSc programmes is considerably larger, i.e. more than 30. This makes it more feasible to start 
with all BSc students being well aware of work potential, exergy, in view of the energy transition. Table 1 
presents an overview of the results of the search for courses and programmes. 



Table 1.  Overview of exergy and/or exergy related education per BSc and/or MSc programme 
according to the TU Delft study guide 2022-2023. 

BSc programmes Exerg* Thermodynamic* Entrop* Energ* 

Aerospace Engineering  x x  
Applied Earth Sciences  x x  
Applied Mathematics    x1 
Applied Physics  x x  
Architecture, Urbanism and Building Sciences    x2 
Civil Engineering    x3 
Clinical Technology  x   
Computers Science & Engineering    x4 
Electrical Engineering    x5 
Industrial Design Engineering    x6 
Life Science & Technology  x x  
Marine Technology  x   
Mechanical Engineering  x x   
Molecular Science & Technology x x x  
Nanobiology   x  
Systems Engineering, Policy analysis & Management  x x   
MSc programmes Exerg* Thermodynamic* Entrop*  

Applied Earth Sciences x x   
Applied Mathematics   x  
Applied Physics  x   
Architecture, Urbanism and Building Sciences x  x  
Chemical Engineering  x x  
Civil Engineering  x   
Electrical Engineering   x  
Environmental Engineering  x   
Integrated Product Design  x   
Marine Technology  x x  
Materials Science and Engineering  x x  
Mechanical Engineering x x   
Sustainable Energy Technology x x   
Systems and Control   x  
Other Exerg* Thermodynamic* Entrop*  

Minor Engineering for Large-scale Energy Conversion 
and Storage  

x    

1 The course Mathematical Physical Models (AM3510) contains the derivation of differential equations from physical laws such as mass 
and energy conservation 
2 Several courses (codes with BK*) deal with energy use, in-house climate etc. 
3 Several courses (codes CTB*) deal with energy, e.g. energy balances, energy dissipation etc. 
4 The course Computer Organisation (CSE1400) deals with the design of digital computers and their energy use. 
5 E.g. the course Electrical Energy Conversion (EE2E11). 
6 The course Sustainable Impact (IOB3-5) considers the energy effectiveness in products, energy efficiency etc. 

It can be concluded from the results in Table 1 that nine of the sixteen BSc programmes teach exergy and/or 
thermodynamics and that teaching entropy is part of the BSc Nanobiology. The other six BSc programmes do 
at least pay attention to energy, though it sometimes seems quite specific. Nevertheless, the contents of all 
BSc programmes provide starting points for teaching exergy.  

3. Teaching exergy in general 
General information about exergy can be found in literature (section 3.1). As an alternative, this chapter 
provides basic knowledge about thermodynamics (section 3.2), exergy calculations (section 3.3) and methods 
that apply exergy analysis (section 3.4). 

3.1. Where to start?  

Several textbooks about thermodynamics pay attention to exergy, e.g. the books by Moran and Shapiro [8], 
Smith, Van Ness and Abbott [9] and Cengel and Bowles [10]. Textbooks about exergy have been published 
as well, e.g. by Dincer & Rosen [4], Szargut, Morris & Steward [11], Kotas [12] and Sankaranarayanan, 
Van der Kooi and De Swaan Arons [13]. PhD theses may also be a valuable source of information, e.g. [3,14-
16]. Many scientific papers about exergy have been published and even a journal dedicated to exergy analysis 
exists: the International Journal of Exergy [17]. More informal information can be found on websites such as 



the website ‘Do more with the quality of energy’, which explains in plain words, in Dutch, what exergy is [18] 
and the website tudelft.nl/exergy. 

3.2. Basic thermodynamics 

The concepts of energy, energy conservation, heat and work can in plain words be explained by an example 
from daily practice, such as the following example about bicycling. When someone wants to make a ride on 
their bike, they must exert a continued force on the pedals, in other words: they perform work. The larger the 
friction with the road, the larger the force that they need to exert on the pedals of the bicycle (be it by keeping 
the same speed, or by lowering the force and distance per revolution and making more revolutions). On the 
other hand, without friction, they would not start moving forward because the friction between the tires of the 
bicycle and the road is essential to start riding. Once started bicycling, it would be possible to bike at constant 
speed without using the pedals in case of a flat and frictionless road and the absence of any other friction 
effects. In reality, different types of friction occur and they must continue to exert a force on the pedals to 
continue biking, i.e. a continual work input is necessary. This work input is a form of energy. The law of energy 
conservation states that the total amount of energy remains the same. So, where does this work input go to? 
The exerted work causes deformation of the tires and road, and finally becomes heat at the temperature of the 
environment. Thus, the work input is transformed into other types of energy. This degradation of work is a 
general characteristic of processes that occur in reality. 

The law of energy conservation is also known as the first law of thermodynamics. However, being more 
precise: the first law of thermodynamics results from applying the law of energy conservation to a system and 
its surroundings. Another important law of thermodynamics related to the concept of work is the second law of 
thermodynamics. This 2nd law can be expressed as follows: in every real process degradation of work takes 
place, only in the limiting case of a reversible process the amount of work remains the same. In reality, 
reversible processes cannot take place because it is impossible to return both the system and the surroundings 
to the state before the process started. Examples of irreversibilities and driving forces are the following [7]: 
friction, heat transfer through a finite temperature difference, spontaneous chemical reactions and 
spontaneous mixing of substances with different compositions and unrestrained expansion of a gas or liquid 
to a lower pressure. 

The transfer of energy between a system and its surroundings can be classified as work or as heat. The latter 
is caused by a temperature difference between the system and surroundings and always occurs in the direction 
of decreasing temperature. Examples of forms of energy that are different from work and heat are the following: 
kinetic energy, potential energy due to gravity, chemical potential energy, electrical energy etc.  

3.3. Basic exergy calculations 

This section is a selection of what 2nd year BSc students Systems Engineering, Policy analysis & Management 
is taught about exergy analysis. After an introduction about the difference between energy and exergy and the 
added value of exergy, they learn how to calculate exergy values of mass and/or energy, which starts with the 
definition of exergy. Exergy is defined as the maximum theoretical amount of work that can be obtained when 
an amount of energy or mass is brought into total equilibrium with the reference environment. It follows from 
this definition that energy in the form of work resembles 100% exergy. The same holds for kinetic energy, 
potential energy due to gravity and electrical energy. To be able to calculate the maximum amount of work that 
can be obtained from other forms of energy, the reference environment needs to be defined. This reference 
environment is a model of the atmosphere, oceans and earth’s crust. It consists of components in total 
equilibrium with each other and at a certain pressure, p0, and temperature, T0, mostly 1 atm. and 25 °C, 
respectively. In some applications, e.g. in analyses related to the built environment, the actual pressure and 
temperature are used. The composition of the reference environment is chosen in such a way that by no means 
work can be obtained from the reference environment. A well-known and commonly used model of the 
reference environment has been developed by Szargut et al. [11]. 

3.3.1. Calculation of exergy values  

The exergy value of heat is calculated from its energy value and the Carnot efficiency. Assuming a constant 
temperature of the heat, the exergy value of heat at a higher temperature than the temperature of the reference 
environment is calculated as shown in Eq. (1). N.B.: when temperature T is lower than T0 the absolute value 
of the Carnot factor has to be used. 

  



𝐸𝑥Q = 𝑄 ∙ (1 − 𝑇0𝑇 )  (1) 

with:  
ExQ = exergy value of heat [J] 

Q = energy value of heat [J] 

T = temperature of the heat (assumed constant) [K] 

T0 = temperature of the reference environment [K] 

 

The exergy value of mass flows consists of a physical contribution, Eq. (2), a chemical contribution, Eq. (3) 
and/or a contribution due to mixing, Eq. (4), when the mass flow consists of more than one substance. 𝐸𝑥m,phys = (𝐻 − 𝐻0) −  𝑇0(𝑆 −  𝑆0) (2) 

with: 

Exm,phys = physical exergy value of the substance [J] 

H = enthalpy of the substance at its conditions [J] 

H0 = enthalpy of the substance at the pressure and temperature of the reference environment [J] 

S = entropy of the substance at its conditions [J/K] 

S0 = entropy of the substance at the pressure and temperature of the reference environment [J/K] 

T0 = temperature of the reference environment [K] 

 𝑒𝑥ch,𝑖0 (𝑇0) =  ∑(𝑁𝑒𝑒𝑥ch,𝑒0 (𝑇0)) +  ∆f𝑔𝑖0(𝑇𝑜) (3) 

with: 𝑒𝑥ch,𝑖0 (𝑇0) = standard chemical exergy value of substance i at T0 [J/mol] 𝑒𝑥ch,𝑒0 (𝑇0) = standard chemical exergy value of element e at T0 [J/mol] ∆f𝑔𝑖0(𝑇𝑜) = Gibbs energy of formation of substance i at T0 [J/mol] 𝑁𝑒 = number of moles of element e per mole of substance i [-] 

 𝑒𝑥mixing = 𝑅𝑇0 ∑(𝑥𝑖 ln(𝑥𝑖)) (4) 

with: 

exmixing = mixing contribution in case of ideal mixing [J/mol of mixture] 

R = universal gas constant, 8.314 [J/mol∙K] 

T0 = temperature of the reference environment [K] 

xi = molar fraction of substance i 

3.3.2. Calculation and presentation of exergy losses and efficiencies  

The loss of exergy can be subdivided into internal exergy loss and external exergy loss. The internal exergy 
loss, Eq. (5), is caused by irreversibilities (Section 3.2) and is also known as exergy destruction. The external 
exergy loss is the exergy that is lost with waste flows. 𝐸𝑥loss,internal =  ∑ 𝐸𝑥in − ∑ 𝐸𝑥out   (5) 

Universal as well as functional exergy efficiencies of a system can be calculated. Where the universal exergy 
efficiency compares all ingoing and outgoing amounts of exergy, Eq. (6), the functional exergy efficiency takes 
into account the purpose of the system [19], e.g. the exchange of heat in a heat exchanger, Eq. (7). 𝛹univ = ∑𝐸𝑥out∑ 𝐸𝑥in  (6) 

𝛹funct,heat exchanger = (𝐸𝑥p,out− 𝐸𝑥p,in)(𝐸𝑥s,in− 𝐸𝑥s,out) (7) 

with: 

Exp = exergy amount of the mass flow that is heated in the heat exchanger [J] 

Exs = exergy amount of the mass flow that is cooled in the heat exchanger [J] 



 

Besides numerical representation of the results of exergy analyses, the loss of exergy can be shown in a 
Grassmann diagram, i.e. the exergy variant of the Sankey diagram, and/or in a value diagram. Originally, value 
diagrams were used for heat transfer processes, as they show the (1-T0/T) value of heated and cooled flows 
versus the amount of heat that is transferred, but they can be used for the evaluation of thermal power plants 
as well [16].  
3.4. Exergy methods 

Scientists from all over the world have developed assessment methods that pay attention to exergy losses [3]. 
The following presents a brief overview of some important exergy analysis methods. The Cumulative Exergy 
Consumption (CExC) method was introduced in 1988 by Szargut et al. [11] and takes into account all exergy 
needed to produce a product, i.e. attention is paid to the exergy needed in its supply chains as well. A method 
that is considered equivalent [1] is the Exergetic Cost method developed by Valero et al. [20] in 1986. The 
CExC method was extended in 2001 with the abatement of emissions and the system itself by Dewulf et al. 
[21] resulting in the Cumulative Exergy Consumption for Construction and Abatement (CExCA) method. 
Around the same time, Sciubba [22] introduced the Extended Exergy Accounting (EEA) method which expands 
the CExC method by integrating thermo-economic methods and the inclusion of labour and environmental 
impact. The Cumulative Exergy Extraction form the Natural Environment (CEENE) method extends the 
CExC method with land use and was developed in 2007 by Dewulf et al. [23] to be used in combination with 
the ecoinvent database [24]. Examples of assessment methods related to the standard Life Cycle Assessment 
(LCA) method [25] are the following: Exergetic Life Cycle Analysis (ELCA) developed in 1997 by Cornelissen 
[26] includes the calculation of internal exergy losses, Life Cycle Exergy Analysis (LCEA) developed around 
the same time by Gong and Wall [27] calculates the exergetic pay-back time and the Exergoenvironmental 
analysis method introduced in 2009 by Meyer et al. [28] combines LCA with the Exergoeconomic analysis 
method by Tsatsaronis and Winhold [29]. This Exergoeconomic analysis method was introduced in 1984 for 
the combined exergetic and economic analysis of energy conversion processes and determines the costs of 
the exergy losses in the components of a system. The method was the basis of the Advanced exergoeconomic 
analysis method introduced in 2008, which splits the internal exergy losses into avoidable and unavoidable 
exergy losses and makes a distinction between exergy losses caused by the component itself and exergy 
losses caused by connected components [30]. The Total Cumulative Exergy Loss (TCExL) method can be 
regarded as combination of, or extension to, the CExC, CExCA, CEENE and ELCA methods and calculates 
all exergy losses caused by a technological system during its life cycle [3]. 

4. Examples and ideas for teaching exergy at TU Delft 
The examples and ideas for teaching exergy presented in this chapter vary in difficulty, i.e. for students with 
no background in thermodynamics at all, for students with a background in thermodynamics but who are 
unfamiliar with exergy and some illustrative examples for students who have been taught how to carry out 
exergy analysis. Section 4.1 provides an overview of which examples/ideas are recommended for students 
from which BSc programme. Sections 4.2 to 4.8 introduce and explain these examples/ideas. Many more 
examples and applications of exergy analysis can be found in textbooks about exergy, e.g. [4]. 

4.1. Overview of examples/ideas and educational programmes 

The results of the search for current education in the field of exergy, thermodynamic, entropy and/or energy 
presented in chapter 3 has been used as the starting point for providing examples/ideas for the teaching of 
exergy at TU Delft. The goal was to find examples/ideas that are related to the subjects the students are being 
taught during their BSc programme. The examples/ideas mentioned in Table 2 are based on examples used 
by the authors when teaching exergy to their students, complemented with examples that are expected to be 
interesting to students from other BSc programmes. 

The authors recommend teachers to make the lectures interesting by interacting frequently with the students 
and to visualise the theory as much as possible, e.g. by visualising the difference between physical and 
chemical exergy or how the chemical exergy of a substance can be calculated from the standard exergy values 
of the elements. It is also recommended to alternate between explaining theory and letting the students make 
calculations based on the examples/ideas provided in this chapter during the lectures. The assessment can 
consist of theoretical questions about the concept of exergy as well as questions that require calculations by 
the students. The students may be expected to know the equations by heart before taking the exam, but 
another option would be to provide a formula sheet. In the latter case, it can still be tested whether the students 
understand the theory correctly, e.g. by providing a schematic overview of an energy system including the 
thermodynamic properties of the flows and asking the students to calculate the internal and external exergy 
losses, which implies that they e.g. need to understand which temperature and enthalpy and entropy values 
should be used for the calculation of the physical exergy of a mass flow. 

  



Table 2.  Overview of examples per BSc programme. 

BSc programmes Section(s) Example(s) 

Aerospace Engineering 4.7 Hydrogen combustion 
Applied Earth Sciences 4.6 Heat exchanger 
Applied Mathematics 4.2, 4.3.2 Energy/exergy, Electricity to heat 
Applied Physics 4.6 Heat exchanger 
Architecture, Urbanism and Building 
Sciences 

4.2, 4.3.1, 4.6 Energy/exergy, Mixing hot/cold water, Heat 
exchanger 

Civil Engineering 4.2, 4.3.1, 4.4, 4.6 Energy/exergy, Mixing hot/cold water, Iron 
production, Heat exchanger  

Clinical Technology 4.2, 4.5 Photosynthesis 
Computers Science & Engineering 4.2, 4.3.2 Energy/exergy, Electricity to heat 
Electrical Engineering 4.2, 4.3.2 Energy/exergy, Electricity to heat 
Industrial Design Engineering 4.2, 4.4 Energy/exergy, Iron production 
Life Science & Technology 4.2, 4.5 Photosynthesis 
Marine Technology 4.2, 4.4, 4.7 Iron production, Hydrogen combustion 
Mechanical Engineering  4.6, 4.8 Heat exchanger, Heat pump 
Molecular Science & Technology 4.7 Hydrogen combustion 
Nanobiology 4.2, 4.5 Photosynthesis 
Systems Engineering, Policy analysis 
& Management  

4.2, 4.6, 4.7 Heat exchanger, Hydrogen combustion 

 

4.2. Energy versus exergy 

The teaching of exergy could start with the following example, which proved to be insightful to students who 
have never heard of exergy before (and maybe think the “x” is just a typo).  
This example starts with telling that different types of energy exist and that one type of energy may be more 
valuable, or useful, than another type of energy. This could be followed by the teacher asking the students to 
mention some types of energy, i.e. electrical energy, heat, kinetic energy etc. Then the teacher tells the 
students that the valuable or useful part of energy has its own name: exergy.  

After that, the teacher shows a sandwich, or a picture of a sandwich, and asks the students whether they know 
how many calories the sandwich provides and where these calories come from, i.e. from carbohydrates, 
proteins and oils/fats. Finally, the teacher tells the students that you could look at energy and exergy like the 
following: the energy represented by the sandwich are the calories and one of the components, e.g. the 
carbohydrates, is the exergy (although in reality all three components contain more or less exergy). So, exergy 
is a part of energy. The amount of exergy could be large or even 100%, i.e. many calories and many or all, in 
this case, carbohydrates such as with a sugar cube. And the amount of exergy could be small or even zero, 
i.e. calories without these carbohydrates such as with a piece of fish. 

4.3. Energy conservation versus exergy loss 

4.3.1. Mixing of hot and cold water 

The difference between energy and exergy analysis can easily be shown with the following example about the 
mixing of hot and cold water. The example is about filling a bath tub, but of course the teacher can think of 
another situation that is applicable.  

An empty and well-isolated bath tub is filled with two buckets of hot water of 60 °C and two buckets of cold 
water of 20 °C, resulting in warm bath water with a temperature of 40 °C, i.e. there are no heat losses from the 
hot or warm water to the bathroom. The temperature in the bathroom equals 20 °C. Table 3 presents an 
overview of the energy and exergy values of the water in the buckets.  

Table 3.  Energy and exergy values of buckets filled with water. 

Water temperature [°C] Energy [kJ/bucket] Exergy [kJ/bucket] 
60 °C (hot) 2511 105 
20 °C (cold) 839 0 
40 °C (warm) 1675 28 
 

The question to be asked to the students would be: calculate the total amounts of energy and exergy before 
the mixing of water and after the mixing of the water, and compare the results. The answer is quite 
straightforward since the total amount of energy before mixing equals 2*2511+2*839 = 6700 kJ, which is the 
same as the amount of energy after mixing, i.e. 4*1675 = 6700 kJ. In case of exergy, these values are different, 
i.e. 2*105+2*0 = 210 kJ before mixing and only 4*28 = 112 kJ after mixing. With this example, the teacher can 
let the students experience that the total amount of energy stays the same, is conserved, but that this does 



not hold for the total amount of exergy. The mixing of hot and cold water causes exergy loss. This exergy loss 
is of the type internal exergy loss, also known as exergy destruction, and the driving force that causes this 
exergy loss is the difference in temperature between the hot and cold water (Section 3.2). 

4.3.2. From electricity to heat 

The following example is about a laptop, but it is applicable to many more electrical devices, such as an 
electrical heater, a television, a vacuum cleaner etc. The only thing is that the power of the device and the 
temperature of the emitted heat will be different. 

Assume that a laptop is used to write a conference paper about teaching exergy, that the power of this laptop 
equals 50 W and that the room in which the author writes their paper has a constant temperature of 18 °C. 
The laptop gets warm during the writing of the paper and constantly emits heat of 60 °C. 

The question to be asked to the students would be: perform an energy and exergy analysis of this warm laptop. 
The answer to the first part of the question is, again, quite straightforward since the power consumed by the 
laptop will be fully converted into heat, i.e. the heat generation equals the electric power and both equal 50 W. 
The results of the exergy analysis are, again, different, since electric power represents 100% exergy, while the 
exergy content of heat depends on the temperature of the heat and the temperature of the reference 
environment (Section 3.3.1), in this case the temperature of the room since no other information is available. 
The amount of heat represents an exergy amount of (1-(18+273.15)/(60+273.15))*50 = 0.13*50 = 6.3 W. Thus, 
the internal exergy loss equals 50-6.3 = 44 W, i.e. 87% of the exergy input, which is very different from the 0% 
loss according to the energy analysis. 

4.4. Iron production 

The usual way of producing iron, e.g. to be used in parts of a bicycle or for large constructions, is the blast 
furnace process, which converts iron ore into pure iron by burning coke (carbon) and results in the emission 
of carbon dioxide, Eq. (R1). The reactants are at 298 K and the products at 1809 K. Fe2O3(s) + 5.7C(s) + 4.2O2(g) + 17N2(g) → 2Fe(l) + 5.7CO2(g) + 17N2(g) (R1) 

In view of the energy transition, attention is paid to an alternative way of producing iron, i.e. with hydrogen 
instead of coke, Eq. (R2).  Fe2O3(s) + 8.1H2(g) + 2.5O2(g) + 10N2(g) → 2Fe(l) + 8.1H2O(g) + 10N2(g) (R2) 

Table 4 provides the exergy values of the reactants and products of Eqs. (R1) and (R2). The question to be 
asked to the students would be: calculate the total exergy input of the original blast furnace process and the 
alternative process with hydrogen, the percentage of exergy that is lost and compare the results with regard 
to exergy and emitted components. 

Table 4.  Chemical exergy values of the substances of Eqs. (R1) and (R2) [31,32]. 

Reactants at 298 K Exergy [kJ/mol] Products at 1809 K Exergy [kJ/mol] 
Fe2O3(s)  12.4 Fe(l) 415 
C(s) 411 CO2(g) 73 
O2(g) 3.97 H2O(g) 51 
N2(g) 0.72 N2(g) 33 
H2(g) 236   
 

The exergy inputs of the original and alternative processes equal 2384 kJ/mol iron ore and 1941 kJ/mol iron 
ore, resp., and are obtained by multiplying the exergy values of the components with the stoichiometric 
coefficients shown in the reaction equation. The total exergy of the products is calculated analogously and 
comparing the exergy input with the exergy output results in exergy losses of 24% and 19%, respectively. 

4.5. Photosynthesis 

Each and every process is accompanied with exergy losses: technological processes as well as natural, 
biological processes such as photosynthesis. In his PhD thesis [14], Lems provides a detailed exergy analysis 
of photosynthesis. He assesses the light and dark reactions of photosynthesis separately and combines them 
into the following overall reaction equation, Eq. (R3): 6CO2 + 6H2O + 6P + 24hν680nm + 24hν700nm → 6C6H12O6 + 6O2 + 6PATP (R3) 

with: 

hv680nm and hv700nm = photons with a wavelength of 680 nm and 700 nm, respectively 

P = inorganic phosphate 

PATP = terminal phosphate group of ATP (adenosine triphosphate) 



Table 5 shows the exergy values of the substances. The exergy value of photons can be calculated in the 
same way as the exergy value of heat, i.e. from the energy value of the photons times the Carnot factor, with 
Tlow and Thigh being the surface temperatures of the earth (298.15 K) and the sun (5762 K), respectively. The 
Planck constant equals 6.626x10-34 Js. 

Table 5.  Exergy values of the substances occurring in the overall photosynthesis reaction. 

Substance Exergy [kJ/mol] Comment [14] 
C6H12O6 (glucose) 2955  
CO2 ≈ 0 almost in equilibrium with the concentration in the atmosphere 
H2O 0 taken at zero 
O2 ≈ 0 considered to be in equilibrium with air 
PATP 306 compared to P 
 

The question to be asked to the students would be: calculate the exergy loss caused by the overall 
photosynthesis reaction. 

The answer can be calculated as follows. The exergy value of one mole of photons with a wavelength of 680 
and 700 nm equals 6.26x10-34*680/1E9*(1-298.15/5762)* 6.022x10^23 = 162 kJ and, analogously, 167 kJ, 
respectively. This results in a total exergy input of 24*162 + 24*167 = 7896 kJ. The total exergy output equals 
2955 + 6*306 = 3261 kJ. Combining these answers results in an exergy loss of 7896 – 3261 = 4635 kJ per 
mole of glucose formation. 

4.6. Energy and exergy analysis of a heat exchanger 

An interesting example of the differences between energy and exergy analysis and between universal and 
functional efficiencies (Section 3.3.2) is the assessment of an ideal counter current heat exchanger. Table 6 
shows the enthalpy (i.e. energy) and entropy values of the primary and secondary flows, i.e. steam and flue 
gas, respectively. The steam is heated from 138 to 234 °C, the flue gas cooled from 436 to 220 °C and the 
temperature of the reference environment equals 15 °C. The chemical exergy value of flue gas equals 
69 kJ/kg. 

Table 6.  Enthalpy and entropy values of flue gas (41 kg/s) and steam (29 kg/s). 

Substance hin [MJ/kg] hout [MJ/kg] h0 [MJ/kg] sin [kJ/kg∙K] sout [kJ/kg∙K] s0 [kJ/kg∙K] 
Flue gas -3.5 -3.8 -4.3 7.9 7.5 6.0 
Steam 0.58 1.0 0.063 1.7 2.6 0.22 
 

The question to be asked to the students would be: calculate and compare the universal and functional energy 
and exergy efficiencies of the heat exchanger. Table 7 shows the results obtained by using the enthalpy values 
of the in- and outgoing flows to calculate the energy flows, Eq. (2) to calculate the exergy flows and Eqs. (6) 
and (7) for the calculation of the universal and functional efficiencies. The differences between the energy and 
exergy efficiencies as well as between the universal and functional exergy efficiencies are remarkable. 

Table 7.  Universal and functional energy and exergy efficiencies of the heat exchanger. 

 Universal [%] Functional [%] 
Energy 100 99 
Exergy 82 62 
 

4.7. Hydrogen combustion 

One of the energy carriers that has gained interest in view of the energy transition is hydrogen, since it can be 
produced when there is an excess of wind energy, stored, and combusted in a power plant when there is a 
shortage of electricity from renewable energy sources, although the round-trip efficiency is low. 

The following example is about calculating the exergy loss during hydrogen combustion with pure oxygen. It 
is assumed that the combustion temperature equals 1100 °C. The temperature of the reference environment 
is set at 25 °C and the Gibbs energy of formation of water at 25 °C equals -237 kJ/mol. Table 8 shows the 
other thermodynamic data needed for this example. 

Table 8.  Exergy values of the substances related to hydrogen combustion, at 1 atm [31]. 

Substance Enthalpy 
at 1100 °C 
[kJ/mol] 

Enthalpy 
at 25 °C 
[kJ/mol] 

Entropy 
at 1100 °C 
[J/mol∙K] 

Entropy 
at 25 °C 
[J/mol∙K] 

Standard chemical 
exergy 
[kJ/mol] 

H2 (hydrogen) 32 0 176 131 236 
O2 (oxygen) 36 0 255 205 3.97 
H2O (water) -200 -286 246 70 to be calculated 



The question to be asked to the students would be: calculate the exergy loss caused by the combustion of 
hydrogen when the effect of mixing is neglected. The solution to this example consists of the following steps: 
1) calculate the physical exergy values of the reactants (H2, O2) and product (H2O) with Eq. (2), 2) calculate 
the chemical exergy value of H2O with Eq. (3), 3) calculate the total exergy value of the reactants and product, 
4) calculate the amount of heat that is released during combustion and calculate its exergy value with Eq. (1), 
5) calculate the exergy loss by subtracting the total amount of exergy out from the total amount of exergy in. 
Table 9 shows the results. 

Table 9.  Results of the example about hydrogen combustion. 

 Energy 
 
[kJ/mol H2] 

Physical 
exergy  
[kJ/mol] 

Chemical 
exergy 
[kJ/mol] 

Total 
exergy  
[kJ/mol] 

Total 
exergy 
[kJ/mol H2] 

Total 

IN      268 

H2  19 236 255 255  
O2  21 3.97 25 13  

OUT      203 

H2O  34 0.99 35 35  
Heat of combustion 214   168 168  

Exergy loss      65 

 

4.8. Energy and exergy analysis of a heat pump 

The implementation of electric heat pumps in industry and households is very relevant in view of the energy 
transition. In this example, operational costs are allocated to the exergy destruction in the heat pump 
components. Assume that the heat pump operates 8.000 hrs per year, during 5 years at an electricity price of 
0.041 €/kWh. The efficiency of the compressor drive, ηm, equals 85%. The temperature of the reference 
environment is set at 20 °C. Table 10 shows the mass flows and thermodynamic data of the flows. 

Table 10.  Mass flows and thermodynamic data needed for the heat pump example. 

Component1 Working medium (2.1 kg/s) Source or Sink (30 kg/s) 
 hin [kJ/kg] sin [J/kg∙K] hin [kJ/kg] sin [J/kg∙K] hout [kJ/kg] sout [J/kg∙K] 
Evaporator 322 1,421 126 437 108 378 
Compressor 581 2,305 n/a n/a n/a n/a 
Drive n/a n/a n/a n/a n/a n/a 
Condenser 626 2,347 168 572 189 639 
Expansion valve 322 1,406 n/a n/a n/a n/a 

1 The working medium leaving the evaporator has the conditions of the working medium entering the compressor, etc. 

The question to be asked to the students would be: calculate per component the amount of energy transferred, 
the exergy destruction and the related operational losses (costs). Table 11 presents the results, which have 
been calculated as follows. The energy transfer by the evaporator, compressor, condenser and expansion 
valve follows from the difference in enthalpy of the ingoing and outgoing working medium. The energy transfer 
by the drive has been calculated with WD = WC/ηm. The exergy destruction caused by the evaporator, 
compressor, condenser and expansion valve has been calculated with Eqs. (2) and (5), where H0 and S0 
cancel out. The exergy destruction caused by the drive is taken as the difference with the compressor duty, 
i.e. WD minus WC. The operational losses are calculated by multiplying the exergy destruction with the number 
of operating hours per 5 years and the costs per kWh. 

Table 11.  Results of the heat pump example. 

Component Energy transfer 
[kW] 

Exergy destruction 
[kW] 

Operational losses 
[k€] 

Evaporator 544  21 35 
Compressor 95  26 42 
Drive 111  16 27 
Condenser 638  18 30 
Expansion valve 0  9 15 
  

5. Discussion and conclusions 
It is said that our society does not have an energy crisis, but an exergy crisis, and that exergy is directly related 
to sustainable development. Despite the added value of exergy analysis compared to energy analysis, it is 



important to pay attention to all three pillars of sustainability, i.e. to the environmental, economic as well as the 
social sustainability of processes and activities. 

The reader of this paper may get the impression that exergy losses should be avoided by all means, but the 
loss of exergy is unavoidable; it is needed to overcome friction and to achieve a reasonable speed of processes 
and activities. However, too large driving forces, e.g. differences in pressure and/or temperature, should be 
avoided because this would lead to a too large input of work. 

Although exergy analysis, paying attention to the loss of work potential, is relevant in view of the energy 
transition, it seems that teaching exergy is not common practice at TU Delft. It was learnt from the TU Delft 
study guide that probably just 4 of the 16 BSc programmes, 1 BSc minor programme and 4 of the more than 
30 MSc programmes pay attention to exergy and exergy analysis. However, a more detailed investigation is 
needed before firm conclusions can be drawn about the extent to which teaching exergy is part of the TU Delft 
educational programmes.  

The basics of thermodynamics and exergy calculations presented in this paper are meant as a first step in 
teaching exergy in academia, but it cannot be ruled out that (essential) information is missing. The same holds 
for the brief overview of exergy methods. 

The authors like to emphasize that the understanding of the exergy concept is highly valuable for both 
engineering professionals and policy makers that have to decide about the energy transition. Exergy analysis 
provides a more thorough understanding of the improvement potential of processes and systems. It helps to 
better understand how to reach sustainability goals such as the reduction of carbon dioxide emissions and 
improving resource efficiency. 

6. Recommendations 
It is recommended that a more detailed investigation of the teaching of exergy at TU Delft be carried out and 
that the contents of this paper be discussed with many teachers of BSc programmes, especially teachers of 
BSc programmes that do not yet seem to include the teaching of exergy. Based on these discussions, 
dedicated examples and ideas can be developed for teaching exergy as part of BSc programmes. It is 
recommended that attention be paid to teaching exergy to MSc students as well. 
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Abstract: 
Hydrogen is considered a promising alternative as an energy carrier for the transition to a renewable energy 
matrix. However, most of the hydrogen is currently produced using fossil fuels, making it essential to develop 
green hydrogen production routes. Therefore, this study aims to perform an exergoeconomic analysis of the 
high-temperature electrolysis (HTE) process for hydrogen production using solar and wind energy. To this end, 
it is proposed novel plant arrangements for solid oxide electrolysis cells (SOEC). To supply the plant’s electrical 
demand, two options are considered: a wind farm (WF) and a photovoltaic system (PV). A solar concentration 
system is considered for the thermal demand. As another contribution to the area, the analysis is carried out 
considering the Brazilian scenario, specifically Pecém (Ceará), a coastal district located in the northeast of 
Brazil. It was selected due to the high availability of solar and wind resources and the existing industrial and 
port infrastructure. Energy and exergy analyses are performed to identify the components with the highest 
level of irreversibility. Finally, an exergoeconomic assessment is accomplished to determine the exergy costs 
of hydrogen production. For the WF-SOEC arrangement, the total exergy efficiency obtained is 26.53%, and 
the unit exergy cost of hydrogen is 3.89 kJ/kJ. For the PV-SOEC arrangement, the corresponding values are 
13.74% and 7.53 kJ/kJ, respectively. Overall, the results demonstrate that HTE route using solar and wind 
energy can be a viable and sustainable alternative to produce hydrogen from 100% renewable sources and 
without direct CO2 emissions. 

Keywords: 
Exergoeconomic assessment; Green hydrogen; Solar energy; Wind energy. 

1. Introduction 
Hydrogen plays an important role in the chemical industry. Industrial hydrogen is utilized for various purposes 
such as producing fertilizers and ammonia, refining petrochemicals, processing food, cooling power generators 
in power plants, metallurgical processes, as a fuel for space exploration, and manufacturing semiconductors 
[1][2].  

In addition to being an important industrial raw material, hydrogen has the potential to become a key energy 
source for achieving sustainable decarbonization, particularly in sectors where electrification is difficult [3][4] 
From a total cost perspective (including production, distribution and retail costs), hydrogen could be the most 
cost-effective low-carbon solution for more than twenty different applications, including long-distance 
transportation by road and sea, urban vehicles, trains, the steel industry, energy storage, and residential 
heating [5][6]. 

Hydrogen can be produced using different non-renewable (coal, oil, nuclear and natural gas) or renewable 
(biomass, solar, wind, hydro, geothermal, wave energy, etc.) resources through a wide variety of technological 
routes (reforming, gasification, electrolysis, etc.) [7]. To be considered low-carbon hydrogen, it must be 
produced from renewable electricity, nuclear, biomass or fossil fuels with carbon capture, storage and 
utilization (CCUS). However, almost all the hydrogen is currently generated from fossil fuels without CCUS [8].  

Electrolysis is one of the oldest and most mature processes and has the versatility to use electricity from 
different renewable sources to produce H2. Alkaline electrolysis stands out for being the one with the greatest 
maturity and the greatest commercial reach [9]. PEM (polymer electrolyte membrane) electrolysis have many 
advantages such as lower gas permeability, high proton conductivity, and high pressure operation [10]. 
However, as the temperature rises, the electrolysis process becomes more endothermic and a greater 
proportion of the total energy needed for the system can be provided in the form of heat, leading to increased 
efficiency in the process [11].  



In this way, high-temperature electrolysis (HTE) offers higher efficiency by operating at reduced electrical 
potentials, thereby minimizing irreversibilities. The high operating temperature is an important feature of this 
process, giving rise to its two main advantages over alkaline and polymeric membrane electrolyzers: higher 
exergy efficiencies and faster chemical kinetics [12]. Despite being a process under development, it is 
approaching maturity. HTE occurs through solid oxide electrolyzer cells (SOEC) operating in the range of 
600°C to 900°C. SOECs can convert steam (H2O), carbon dioxide (CO2), or a combination of both, directly 
into hydrogen (H2) or syngas (H2+CO), respectively. HTE can be integrated with various renewable energy 
sources and industrial processes. These can serve as feedstocks for fuel synthesis plants and the chemical 
industry, thus enabling different Power-to-X scenarios. They can also be integrated with various chemical 
synthesis processes for the recycling of captured CO2 and H2O into synthetic fuels such as methane, methanol, 
and ammonia. When operating in reverse, the electrolyzer cell acts as a solid oxide fuel cell (SOFC) [13]. 

Some authors [14][15][16][17][18][19] have previously proposed plant layouts for solid oxide electrolyzer cells 
that operate from renewable sources, specially solar energy. However, these studies have mainly focused on 
technical and economic analysis, with an emphasis on energy and capital costs. In general, energy balances 
treat all energy forms as equal without distinguishing between different degrees of energy that pass through 
the system boundary and do not provide information on internal losses. Exergy analysis, which is an alternative 
technique based on the concept of exergy, can be used to address this limitation [20][21]. And from the 
perspective of modeling, simulating, and optimizing energy systems, exergoeconomic assessment is also 
important in determining the average cost per unit of exergy of each exergy stream [22].  

Based on this background, the present study makes a significant contribution to the area by employing a 
comprehensive evaluation methodology based on energy, exergy, and exergoeconomic assesment for two 
novel plant arrangements for H2 production based on the HTE route, powered by solar and wind energy. This 
assessment provides a comprehensive thermodynamic evaluation of the plant processes. In addition, the study 
focuses on the Brazilian scenario, specifically Pecém (Ceará), which is a location in northeastern Brazil with 
high availability of solar and wind resources and existing industrial and port infrastructure - optimal conditions 
for a hydrogen production plant.  

2. Method 

2.1. SOEC modelling 

The process of electrolyzing water to produce hydrogen and oxygen gases is a long-standing and established 
method. The basic principle of an electrolyzer is to use electricity to split water molecules. This phenomenon 
was initially demonstrated by Nicholson and Carlisle in 1800, and further expounded upon by Faraday in the 
1820s, who coined the term "electrolysis" in 1834. However, it was only in 1902 that the Oerlikon Engineering 
Company began the commercial use of electrolysis [11]. The reaction for water electrolysis can be represented 
by the Eq. (1): 𝐻2𝑂 →   𝐻2  +  1/2 𝑂2  (1) 

Solid oxide electrolyzer models can be classified into several types. Geometrically, they are categorized into 
zero-dimensional (0D), one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D) models. 
They can also be classified as physical models (white-box), empirical models (black-box), and semi-empirical 
models (gray-box). Additionally, in terms of length scale, SOEC models can be classified into microscale, 
mesoscale, and macroscale models, with the latter further subdivided into cell-level, stack-level, and system-
level models [23]. In this study, a semi-empirical SOEC (zero dimension) system model was developed 
according to the studies of O'Brien [12], Petipas, Brisse and Bouallou [24], and Hansen [25].  

The minimum electrical energy (Wmin) required for electrolysis (reversible process) is equal to the change in 
Gibbs free energy (G), shown in Eq. (2), where H represents the enthalpy, T is the absolute temperature and 
S the entropy of the reactants and products of the chemical reaction. With increasing temperature, the 
electrolysis process becomes progressively endothermic. �̇�𝑚𝑖𝑛 = ∆𝐺 =  𝐺𝑝𝑟𝑜𝑑 − 𝐺𝑟𝑒𝑎𝑐𝑡 =  𝐻𝑝𝑟𝑜𝑑 − 𝐻𝑟𝑒𝑎𝑐𝑡 − 𝑇(𝑆𝑝𝑟𝑜𝑑 − 𝑆𝑟𝑒𝑎𝑐𝑡)   (2) 

For the electrolysis process to take place, the minimum voltage required is the standard state open-cell voltage 
or reversible voltage (V0) given by Eq. (3), where ΔG is the Gibbs free energy change, F is the Faraday constant 
(96,486 C/mol) and j is the number of electrons transferred per molecule of hydrogen produced.  𝑉0  =  ∆𝐺𝑗𝐹   (3) 

 

When reactants and pure products are separated, the reversible voltage (V0) is applicable [26]. However, to 
account for the variety of gas compositions present in real electrolyzers, the Nerst open cell potential (VN) must 



be considered, as given by Eq. (4), where Ru is the universal gas constant, y represents the molar fractions 
and T is the absolute temperature during the reaction.  

𝑉𝑁  = ∆𝐺𝑗𝐹 −  𝑅𝑢𝑇𝑗𝐹 𝑙𝑛 ( 𝑦𝐻2𝑂𝑦𝐻2𝑦𝑂20,5)  (4) 

The thermoneutral voltage (VTN), as a function of the enthalpy of reaction (∆H), is given by Eq. (5). The 
electrolysis of water is an endothermic process. Therefore, the heat flux of the reaction (q”R) is negative. 
However, the heat flux resulting from irreversibilities (q”OHM), is positive. At thermoneutral voltage, the net heat 
flux is zero, as these heat fluxes cancel each other out [26]. Their values can be calculated using Eq. (6) where i is the current density (A/m²). 𝑉𝑇𝑁  =  ∆𝐻𝑗𝐹    (5) 𝑞"𝑅  = −𝑞"𝑂𝐻𝑀  = 𝑖(𝑉𝑁 − 𝑉𝑇𝑁) (6) 

The electrical power (ẆTN) required for the electrolysis process considering the thermoneutral voltage can be 
calculated using Eq. (7), where I is the current (A) in the electrolyzer and ṁH2is the mass flow rate of hydrogen. �̇�𝑇𝑁  =  𝑉𝑇𝑁𝐼 =  �̇�𝐻2∆𝐻 (7) 

The modelling and simulation of the electrolysis process is performed via Python using the suite Cantera [27] 
and the Coolprop library [28].  

2.2. Proposed plants 

An electrolysis plant is basically composed of electrolyzers and the Balance of Plant (BoP), which includes 
energy supply, water supply and purification, compression, processing, and storage of gases. Figure 1 
illustrates two hydrogen production plants. The first involves a wind farm supplying electricity to solid oxide 
electrolysis cells (WF-SOEC), proposed initially in a previous study [29]. In the second plant, photovoltaic 
panels (PV-SOEC) supply all the electrical energy needed. In both cases, to provide the necessary thermal 
energy, a solar tower system is used, whereby solar radiation is collected by heliostats in the solar field and 
reflected to superheat steam at a temperature of 850°C in the solar receiver (SR).  
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Figure 1. Proposed plants: (I) WF-SOEC (II) PV-SOEC  

The electrolyzer produces two streams, one containing a mixture of hydrogen (H2) and steam, and the other 
containing oxygen (O2), which are then directed to recovery heat exchangers (HX-1 and HX-5, respectively) 
to preheat the water used in the process. The H2/H2O mixture is then cooled in HX-2, and the condensed 
steam is separated from hydrogen and recycled. Finally, hydrogen and oxygen are compressed (H2 in CP-1 
and CP-2, and O2 in CP-3 and CP-4) and cooled (H2 in HX-3 and HX-4, and O2 in HX-6, HX-7, and HX-8) 



before being stored at a pressure of 30 bars. The main differences in relation to other arrangements proposed 
in the literature are related to the direct recovery of heat from the electrolyzer outlet gases and the processing 
and storage of oxygen as a co-product. 

The wind farm (or photovoltaic panels) also provides the necessary electricity to power the compressors, but 
due to the intermittent nature of electricity production, a connection to the electrical grid is also included. For 
the analysis of the proposed systems, the following conditions are considered: 

▪ The hydrogen production plant is designed to operate for eight hours a day according to the supply of 
concentrated solar energy [30]. 

▪ In the WF-SOEC arrangement, the installed capacity of the wind farm is 10 MW (five Vestas V100-2MW 
wind turbines) [31]. 

▪ In the PV-SOEC arrangement, the installed capacity is considered the minimum necessary to produce the 
equivalent amount of H2 in the WF-SOEC arrangement.  

▪ The efficiency of PV system, defined as the ratio between the output electricity and the input of solar energy, 
is 15%. 

▪ The AC-DC electricity conversion efficiency is 95%.  

▪ The solar field (SF) has an energy efficiency of 60% [17], which means that only 60% of the solar energy 
reaching the heliostats is directed to the receiver (the remaining 40% are heat and optical losses).  

▪ The solar receiver (SR) has an energy efficiency of 85% [32], which is the percentage of energy absorbed 
by the steam in the component (the remaining 15% are heat and optical losses). 

▪ The electrolyzer operates at a thermoneutral voltage to minimize thermal stress [12]. Consequently, the 
process is isothermal at T = 850ºC and p = 1 bar. 

▪ The molar steam conversion ratio (SC) is 75%, i. e., the molar fraction of H2 at the SOEC outlet is 0.75 [24].  

▪ Each compressor has an isentropic efficiency of 80%.  

▪ Heat recovery exchangers HX-1 and HX-5 do not transfer heat to the environment, and pinch point is 10°C. 
The thermodynamic state of the water is the same at the outlet of these both heat exchangers. 

▪ Pressure losses, as well as changes in kinetic and potential energy are not considered. 

3.3. Solar and wind data 

The study is being carried out for Pecém, a coastal district located in north-eastern Brazil. This location was 
selected due to its established industrial, electrical, and port infrastructure, as well as its abundance of solar 
and wind energy resources. Furthermore, there is a project to establish a green hydrogen hub in the area [33]. 

Data for solar resource evaluation are taken from The National Solar Radiation Data Base (NRSDB) through 
System Advisor Model (SAM) software considering a typical meteorological year (TMY) [34][35]. The average 
daily global horizontal irradiation (GHI) is estimated at 6.19 kWh/m²/day and the average daily direct normal 
irradiation (DNI) is estimated at 5.95 kWh/m²/day. 

For the wind resource evaluation, it was used the data from the atlas of Brazilian wind potential [36]. The wind 
speed distribution can be represented by the Weibull density probability function, given by Eq. (8), where 𝑣 is 
the wind speed, 𝑐 is the scale factor and 𝑘 is the form factor [37]. The main wind parameters for Pecém 
considering a height of 100 meters are presented in Tab. 1. 

𝑓(𝑣)  =  𝐾𝐶 ( 𝑣 𝐶 )𝐾−1 𝑒−(𝑣/𝐶)𝐾
 (8) 

The monthly mean values of direct normal irradiance (DNI) and global horizontal irradiance (GHI) for Pecém 
in a TMY are shown in Figure 2a. The annual wind speed distribution is shown in Figure 2b, considering the 
number of annual hours for different speed intervals.  

 

 

  



Table 1. Main wind parameters  

Parameter Unit Value 

Average wind speed (�̅�) m/s 8.87 

Scale factor (C) - 9.76 

Form factor (K) m/s 4.20 

Average air density (ρ) kg/m³ 1.17 

                Source: [36] 

 

Figure 2. Solar and wind data for Pecém: (a) Solar irradiance [34][35] and (b) Wind speed distribution [36]. 

3.4. Energy and exergy analysis 

The efficiency of energy conversion in SOEC system (𝜂𝑆𝑂𝐸𝐶 ) can be defined analogously to the definition for 
fuel cells in terms of the enthalpy of reaction according to Eq. (9) and the solar/wind-to-hydrogen conversion 
efficiency can be calculated in terms of the higher heating value of hydrogen (HHV) with Eq. (9): 𝜂𝑆𝑂𝐸𝐶  =  �̇�𝐻2∆𝐻�̇�𝑆𝑂𝐸𝐶  (9) 

𝜂𝑠𝑜𝑙𝑎𝑟/𝑤𝑖𝑛𝑑_𝐻2  = �̇�𝐻2𝐻𝐻𝑉𝐻2�̇�𝑊𝐹/𝑃𝑉 + �̇�𝑆𝐹  (10) 

The exergy efficiency of the electrolysis process can be defined according to the expression of Eq. (11), called 
the degree of perfection, being the ratio between the exergy of the products and the input exergy: 𝜂𝐵,𝑆𝑂𝐸𝐶 = 𝐵𝑝𝑟𝑜𝑑𝐵𝑖𝑛𝑝𝑢𝑡 = �̇�8 + �̇�17�̇�7 + �̇�𝑆𝑂𝐸𝐶  (11) 

The wind turbine exergy (�̇�𝑊𝐹,𝑖𝑛) is expressed by Eq. (12), which is a function of the air specific mass (𝜌), the 
turbine swept area (𝐴), and the wind speed (𝑣) [38]. For the exergy analysis of solar field (SF) and photovoltaic 
panels (PV), the relation between energy and exergy fluxes in Eq. (13) is considered [39], where T is the solar 
surface temperature (5778 K) and 𝑇0 is the ambient temperature (298 K). For these specific values, the ratio 
between exergy and energy fluxes is 0.9312.  �̇�𝑊𝐹,𝑖𝑛 = 12 𝜌𝐴𝑣³ (12) �̇�𝑆𝐹/𝑃𝑉,𝑖𝑛�̇�𝑆𝐹/𝑃𝑉,𝑖𝑛  = 1 −  43 𝑇𝑜𝑇 + 13 (𝑇0𝑇 )4

 (13) 

The exergy efficiencies for the solar field (SF), solar receiver (SR), wind farm (WF), photovoltaic panels, 
electrolyzer (SOEC), and heat exchangers HX-1 e HX-5 are defined as the ratio between output and input 
exergy. As for the compressors, their exergy efficiencies were determined by the ratio of the exergy change 
and the power provided. The total exergy efficiency of the plant was calculated as a function of the total fluids 
exergy rates and the solar radiation exergy rates with Eq. (14): 
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𝜂𝐵,𝑡𝑜𝑡𝑎𝑙  = �̇�𝐻2.16 + �̇�𝑂2.23�̇�𝑊𝐹/𝑃𝑉,𝑖𝑛 + �̇�𝑆𝐹,𝑖𝑛 + �̇�𝑤𝑎𝑡𝑒𝑟.1 (14) 

3.5. Exergoeconomic assessment  
Based on Fig. 3, the exergoeconomic balance can be written according to Eq. (15), where �̇�𝑖𝑛𝑝,𝑖 and �̇�𝑝𝑟𝑜𝑑,𝑖 are 
the cost rates of inputs and products, respectively. 

 

Figure 3. Exergoeconomic balance components 

∑ �̇�𝑖𝑛𝑝,𝑖𝑖 = ∑ �̇�𝑝𝑟𝑜𝑑,𝑖𝑖  (15) 

Eq. (15) can be rewritten, inserting the unit exergy cost, 𝑐𝑖, (in kJ/kJ) for each stream, according to Eqs. (16) 
and (17). It represents the amount of exergy required to produce a unit of the respective exergy stream. In this 
way, it is considered that the input used in the first process of a plant has an exergy cost equal to the unit. 𝑐𝑖 = �̇�𝑖�̇�𝑖 (16) 

∑(𝑐𝑖𝑛𝑝 ∙ �̇�𝑖𝑛𝑝)𝑖𝑖  = ∑(𝑐𝑝𝑟𝑜𝑑 ∙ �̇�𝑝𝑟𝑜𝑑)𝑖𝑖  (17) 

When necessary, partition methods are applied, as proposed by [40]: Equality method: the costs are divided 
among the products according to their exergy content; (ii) Extraction method: the costs are discharged in a 
single exergy stream. 

The product of multiplying the unit exergy cost (kJ/kJ) by the specific exergy of a given stream (kJ/kg) produces 
an exergy intensity indicator in kJ/kg that specifies the amount of exergy required to obtain a unit of mass of a 
certain stream [41], according to Eq. (18): 𝜑𝑖 = 𝑐𝑖𝑏𝑖 (18) 

4. Results and Discussion  
Figure 4a illustrates the wind exergy and generated electricity for the analysed wind farm as function of wind 
speed. Figure 4b shows the corresponding exergy efficiencies. The maximum net power output of 10 MW is 
achieved only when wind speed exceeds 11.6 m/s, which happens 12.7% of the time, or approximately 1110 
hours per year. The average net power output is estimated as 6.38 MW. The total yearly electricity generation 
in the wind farm is estimated as 55.88 GWh. Considering a total of 170.5 GWh of wind exergy available 
annually, this represents an average exergy efficiency of 32.8%.  

 
Figure 4. Wind farm results: (a) Wind exergy and electricity generated and (b) Exergy efficiency 
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The estimated electricity generation over a typical meteorological year (TMY) is shown in Fig. 5 in GWh for the 
two considered systems (WF and PV). The months with the highest and lowest levels of generation coincide 
for both forms of generation. However, the variability of wind energy is slightly higher. Fig. 6 illustrates the 
hydrogen production of the proposed plant. The estimated average daily production of hydrogen is 4.13 t, 
which results in a daily production of 23.7 t of oxygen and a water consumption of 36.8 m³/day. Due to the 
variation in direct irradiation throughout the year, the production in April tends to be 48% lower than in August. 
In practice, it means that the plant would operate at about half of its capacity during this month. 

 
Figure 5. Estimated electricity generation over a typical meteorological year (TMY) 

 
Figure 6. Hydrogen production: (a) Average hourly production and (b) Average production per month 

Table 2 summarizes the results of the energy and exergy analysis conducted for the plant’s power and heat 
supply components. The irreversibilities observed in wind turbines are associated with the interaction between 
air and blades, as well as the efficiencies of mechanical and electrical conversion. In the PV panels and solar 
concentrators there are optical losses such as attenuation, blocking, or shadowing, as well as losses related 
to heat convection and conduction [39]. For the wind farm, the values from the energy and exergy analysis are 
the same since wind exergy and electrical work are equal to the values in the exergy balance. For the PV 
panel, solar field and solar receiver, the ratio between exergy and input energy is given by Eq. (13). Specifically 
for the solar receiver, the exergy efficiency is much lower than the energy efficiency due to the irreversibility of 
the process of converting solar radiation into exergy of the steam. 

Table 2. Energy and exergy analysis: power supply components 

Components(1) 

Energy Analysis Exergy Analysis 

Received 

(MWh/day) 
Delivered 

(MWh/day) 

Energy 

Efficiency 
(%) 

Received 

(MWh/day) 
Delivered 

(MWh/day) 

Exergy 

Efficiency 
(%) 

Wind Farm (WF) 467.19 153.09 32.8 467.19 153.09 32.8 

Photovoltaic System (PV) 1020.63 153.09 15.0 950.41 153.09 16.1 

Solar Field (SF) 55.67 33.40 60.0 51.84 31.10 60.0 

Solar Receiver (SR) 33.40 28.39 85.0 31.10 13.78 44.3(2) 
(1) The wind farm is part of the arrangement (I) WF-SOEC, and the photovoltaic system is part of the arrangement (II) PV-SOEC. 
(2) Only physical exergy of the steam was considered for the calculation for the solar receiver. 
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The results of the analysis conducted for the electrolyzer, heat exchangers, and compressors are presented 
in Tab. 3. The SOEC exergy efficiency is 89.4%. The losses in the electrolyzer occurs due to overvoltage at 
the anode and cathode, as well as ohmic resistance of the cells [26]. The thermoneutral voltage (VTN) is 1.288 
V, the ohmic heat flux (q"R) is 0.163 W/cm², and the average power consumed (ẆTN) is 17.67 MW, which 
corresponds to 92.3% of the electricity demanded in the plant.  

Table 3. Energy and exergy analysis: SOEC, heat exchangers, and compressors 

Components 

Energy Analysis Exergy Analysis 

Power 

(kW) 

Rejected 

(kW) 

Energy 

Efficiency 

(%) 

Destroyed  

(kW) 

External 
Losses 

(kW) 

Exergy(2) 

Efficiency 

(%) 

Electrolyzer (SOEC) 17671.20 0 100.0 1864.69 0 89.4 

Heat Exchanger 1 (HX-1) - 0 100.0 729.33 0 40.2 

Heat Exchanger 2 (HX-2) - 878.64 - 0 153.45 - 

Compressor 1 (CP-1) 483.97 0 100.0 56.17 0 88.4 

Heat Exchanger 3 (HX-3) - 483.70 - 0 131.03 - 

Compressor 2 (CP-2) 496.38 0 100.0 57.26 0 88.5 

Heat Exchanger 4 (HX-4) - 505.10 - 0 135.82 - 

Heat Exchanger 5 (HX-5) - 0 100.0 332.23 0 34.9 

Heat Exchanger 6 (HX-6) - 6.54 - 0 0.18 - 

Compressor 3 (CP-3) 240.25 0 100.0 28.40 0 88.2 

Heat Exchanger 7 (HX-7) - 241.46 - 0 63.99 - 

Compressor 4 (CP-4) 245.28 0 100.0 28.72 0 88.3 

Heat Exchanger 8 (HX-8) - 257.42 - 0 67.50 - 

Total 19137.10 2372.86 87.6 3096.80 551.97 80.9 
(2) Only physical exergy was considered for the calculation of the heat exchangers. 

Heat recovery exchangers HX-1 and HX-5 achieved low exergy efficiencies due to the high mean temperature 
difference between the fluids. Therefore, one of the enhancements that can be made in this plant involves 
modifying the configuration of these exchangers or changing the method of heat recovery. In the other 
exchangers, the heat is rejected to the environment, which represents an exergy rate of 552 kW, enough to 
feed at least one of the compressors. Despite this, the efficiency of the set of electrolyzer, exchangers and 
compressors is 80.9%. 

The overall energy efficiency for the WF-SOEC configuration is 31.08%, and 15.10% for the PV-SOEC 
arrangement. The overall exergy efficiency is 26.53% and 13.74%, respectively. The energy losses and exergy 
destroyed are detailed in the Sankey and Grassmann diagrams in Fig. 7 and 8 for both configurations. 

Regarding other studies, Lin and Haussener [14] obtained an energy efficiency of 9.9% for a different PV-
SOEC arrangement. Restrepo et al. [17] obtained an efficiency of 31.8% for a PV-SOEC system but used PV 
panels with solar concentration (CPV) that achieve efficiencies far above conventional PV cells (36.3% versus 
15.0%). Nasser and Hassan [19] obtained an efficiency value of 18.6% considering a WF-SOEC plant 
configuration. However, it is difficult to make direct comparisons among these studies due to variations in plant 
configuration, modes of operation, and locations considered for the analyses. 
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Figure 7. Energy and Exergy Diagrams for the WF-SOEC plant: (a) Sankey and (b) Grassmann 
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Figure 8. Energy and exergy diagrams for the PV-SOEC plant: (a) Sankey and (b) Grassmann 

In the exergoeconomic analysis, the extraction method is adopted in the electrolyzer since hydrogen is 
considered the main product of the plant. However, as the total exergy of hydrogen at the electrolyzer outlet is 
almost 30 times higher than the total exergy of oxygen, there will be no significant differences in costs if the 
equality method is applied.  

The unit exergy costs for each stream are presented in Fig. 9a for the WF-SOEC arrangement, where A and 
B are the exergy fluxes of solar irradiation, C is the flow of wind exergy, and D is the electricity generated by 
the wind turbines. As the streams A, C, and 1 are the inputs used in the first process of the plant, their exergy 
costs are considered equal to the unit. The unit exergy costs obtained for solar exergy in the solar receiver, 
electricity, and steam are 1.67, 3.30, and 4.26 kJ/kJ, respectively. For oxygen, the estimated unit exergy cost 
is 4.78 kJ/kJ, and for hydrogen at the end of the process, it is 3.89 kJ/kJ. 

The unit exergy costs for the PV-SOEC plant are presented in Fig. 9b. As the efficiency of the photovoltaic 
system is less than half that of the wind system, the exergy costs are significantly higher. The unit cost of 
electricity is 6.72, steam is 6.35, and for oxygen, it is 9.61 kJ/kJ. For hydrogen, it is 7.53 kJ/kJ, which is 94% 
higher than in the previous configuration. 

 

 
Figure 9. Unit exergy costs: (a) WF-SOEC and (b) PV-SOEC 
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Finally, Tab. 4 shows the exergy intensity values for the superheated steam used in the electrolysis process 
and the gases oxygen and hydrogen produced. In the WF-SOEC plant, 471.96 MJ of exergy is necessary to 
produce 1 kg of hydrogen, while for the PV-SOEC plant, it is 913.69 MJ. Although these values are high 
compared to the chemical exergy of H2, in both cases, the exergy used is 100% obtained from renewable 
resources and without direct CO2 emissions, which gives a significant advantage compared to the currently 
predominant production processes in the hydrogen industry. Moreover, these arrangements can be optimized 
to achieve higher levels of efficiency and lower exergy costs. 

Table 4. Exergy Intensity 

Plant Stream 
Exergy intensity 

(MJ/kg) 

WF-SOEC 

H2O (850ºC, 1 bar) 8.00 

O2 (25ºC, 30 bar) 1.84 

H2 (25ºC, 30 bar) 471.96 

PV-SOEC 

H2O (850ºC, 1 bar) 11.91 

O2 (25ºC, 30 bar) 3.69 

H2 (25ºC, 30 bar) 913.69 

5. Conclusions 
This study provides a comprehensive energy, exergy, and exergoeconomic assessment for two hydrogen 
production plants based on the high-temperature electrolysis (HTE) route. The analyses were carried out for 
Pecém, a coastal district located in north-eastern Brazil. In the proposed plants, the thermal demand is 
supplied by solar energy from a solar tower system. For the electrical demand, wind turbines and photovoltaic 
panels were evaluated.  

Assuming the generation of a wind farm with 10 MW of installed capacity as a reference, the daily H2 production 
was estimated at 4.13 t. The SOEC exergy efficiency was 89.4%. The overall energy efficiency for the WF-
SOEC configuration was 31.08%, and 15.10% for the PV-SOEC arrangement. The overall exergy efficiency 
was 26.53% and 13.74%, respectively. In the exergoeconomic analysis, the unit exergy cost of hydrogen was 
3.89 for the WF-SOEC, and 7.53 for the PV-SOEC configuration. 

Regardless the efficiencies and the exergy costs achieved, it is important to note that in both arrangements 
evaluated, the exergy used is obtained 100% from renewable resources and without direct CO2 emissions. 
This gives a significant advantage over the predominant production processes in the hydrogen industry. The 
SOEC technology, while still undergoing research and development, offers a promising alternative for 
hydrogen production with the potential for further optimization of efficiency levels and lower exergy costs. 
Furthermore, this study provides a basis for future investigations into HTE-based hydrogen production plants 
and serves as a contribution to the transition towards sustainable energy systems. 
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Nomenclature 
A area, m² 𝑏 specific exergy, kJ 𝐵 exergy, kJ �̇� exergy rate, kW 𝑐 unit exergy cost, kJ/kJ 𝐶 scale factor �̇� exergy cost rate, kW �̇� energy rate, kW 𝐹 Faraday constant, 96,486 C/mol 𝐺 Gibbs free energy, kJ 𝐻 enthalpy, kJ 

𝑖 current density, A/cm² 𝐼 current, A 𝑗 number of electrons 𝐾 form factor, m/s �̇� heat transfer rate, kW 𝑣 wind speed, m/s 𝑉 voltage, V 𝑊 work, kJ �̇� power, kW �̇�  mass flow rate, kg/s 𝑞" heat flux, W/cm² 



𝑅 universal gas constant, 8.314 kJ/(kmol∙K) 𝑆   entropy, kJ/K 𝑇 temperature, °C 𝑦 molar fraction 

Greek symbols ∆ variation 𝜂 efficiency 𝜌 specific mass, kg/m³  𝜑 exergy intensity, MJ/kg 

Subscripts and superscripts 0   standard  

𝑖𝑛𝑝  input 𝑚𝑖𝑛 minimum 𝑁  Nerst 𝑂  ohmic  𝑝𝑟𝑜𝑑 products 𝑃𝑉  photovoltaic system 𝑅  reaction 𝑟𝑒𝑎𝑐𝑡 reactants 𝑆𝐹  solar field 𝑇𝑁  thermoneutral 𝑊𝐹 wind farm 
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Abstract:

Energetic  analysis  of  cities is  a challenging task,  due to  the lack of  a concise,  general  thermodynamic
parameter  to  evaluate  energetic  output  streams  that  is  applicable  to  every  city.  Therefore,  exergetic
efficiency was applied as a comparative index, given that it encompasses concepts of first and second laws
of  thermodynamics,  thus  providing  a  figure  of  merit  similar  to  those  applied  to  thermal  systems.  The
proposed concept was employed to assess five metropolitan areas in Latin America: Bogotá, Buenos Aires,
Rio de Janeiro, Santiago de Chile and São Paulo. Comparisons among the five cities show a linear trend of
increasing per capita CO2 emissions with increasing  per capita inlet exergy, as well as the importance of
electric  mobility  to  the  overall  exergetic  efficiency.  Also  noteworthy  is  the  complexity  of  observing  and
assessing internal exergetic streams and the evaluation of a usefulness of industrial production in terms of
thermodynamic properties. According to the analysis, São Paulo presented the highest exergetic efficiency,
22.43 %, while Santiago de Chile presented the lowest, 17.94 %. This result is somewhat unexpected, since
São Paulo is a warmer city, with significant HVAC use during Spring and Summer, but at the same time
reflects São Paulo’s exergetic data availability, thus allowing a more detailed evaluation.

Keywords:

Thermodynamics of cities; Smart cities; Exergetic efficiency, Data availability.

1. Introduction
Around 5,000 BC the first cities were formed as primitive centers for trade and religious activities [1] and, as
time elapsed, certain cities became specialized centers, e.g., Sidon and Tyre, in modern-day Lebanon, which
were well established maritime cities circa 2,000 BC. Since then, urban centers evolved as locus for several
economic activities like shipping, manufacturing, mining, education, finance, health and many others, with
capitals and metropolitan areas being relevant in one or more of these economic sectors. According to the
United Nations [2], in 2014, urban dwellers were 54 % of the global population, and this share is projected to
be 66 % by 2050. Such an increase in urban density will demand better solutions for mobility, water supply,
and  waste  management,  all  of  which  are  related  to  energetic  and  exergetic  efficiency  and sustainable
development.

Eger [3] and Susanti et. al. [4] pointed out that only in the last four decades have cities been analyzed from a
multidisciplinary perspective, instead of being an exclusive subject of demography, and, currently, economic
discussions involving concepts such as circular economy [5-7] provide additional tools for the study of cities.
Beyond these views in terms of economic roles and sectors, cities can also be seen as living organisms that
consume and discard mass and energy, thus being amenable to the laws of conservation which underpin the
science of thermodynamics.

Issues  with  municipal  solid  waste  (MSW)  and  sewage  management  are  much  older  than  the  formal
statements of  mass and energy conservation,  which may help  explain  why these problems are seldom
investigated from a thermodynamics standpoint. Though the number of studies exploring thermodynamics of
cities increased in recent years, such assessments are sparse compared to analysis focused on Information
and Communication Technology (ICT),  which is one of  the features of so-called Smart  Cities (SC).  The



concept of Smart City is not unequivocal [8,9] but there is consensus regarding the key role of ICT, Artificial
Intelligence (AI), and Internet of Things (IoT) to enhance governance, transparency, and mobility, among
other  interactions of  citizens with  the urban environment.  Albino et.  al.  [9]  argue that  a  comprehensive
approach to SC must also include personal and community needs, considering sustainability in a broader
sense. Also relevant is the role of renewable energy, distributed generation and electrical mobility, aiming to
improve exergetic efficiency and to achieve net zero emissions.

1.1. Thermodynamic assessment of cities

In  this  subsection a brief  overview of  recent  studies regarding thermodynamic assessments of  cities is
provided. Pelorosso et  al.  [10]  presented a discussion involving the concepts of  circular  economy,  low-
entropy  city  and  complex  socio-ecological  systems.  The  authors  also  discuss  the  role  of  urban  green
infrastructure  (UGI)  to  increase  exergetic  efficiency  and  the  possibility  of  devising  a  generic  strategy
applicable to every city. Purvis and Mao [11] examined the application of entropy as an indicator of urban
sustainability,  by means of  assessing exergy and generation of  irreversibilities.  Cities were analyzed as
dynamic entities consisting of dissipative structures, thus showing the limits of a straightforward evaluation of
entropy in urban systems. The authors argued that it is not possible to use entropy to assess material flows
and  degradation  in  a  meaningful  way,  given  the  absence  of  ‘utility’  or  ‘usefulness’  metrics  in
thermodynamics, which only has exergy, that corresponds to energetic availability. Regardless, Purvis and
Mao  agree  with  the  use  of  exergetic  assessments  and  circular  economy  strategies  to  improve  urban
sustainability.

Bristow and Kennedy [12] presented a nonequilibrium thermodynamics evaluation based on the concept of
dissipative structures as stated by Kondepudi and Prigogine [13]. The authors conducted a macro-scale
analysis,  presenting  results  of  energetic  intensity  as  function  of  population  density  for  22  global  cities.
Results  showed  that  energy  intensity  increases  at  a  higher  rate  than  population  growth,  which  is  a
characteristic behavior of dissipative structures. Additionally, Bristow and Kennedy emphasized the need for
further studies, with a consistent methodology, to assess exergetic flows in cities, especially regarding micro-
scale processes occurring within their control volume. 

Regarding Smart Cities, Zheng et al. [8] reported a scientometric review of smart city literature between 1990
and 2019, encompassing 7,380 articles. Publications were classified according to Web of Science criteria,
with 35.05 % of studies being in the ‘engineering electrical electronics’ area, 21.98 % in ‘computer science
information systems’, 20.18 % in ‘telecommunications’, and 19.95 % in ‘computer science theory methods’,
with no category dedicated to thermodynamics. Yu and Zhang [14] evaluated the energetic efficiency in 251
Chinese cities, given their adoption of smart city policies, between 2003 and 2016. The authors developed a
non-convex metafrontier data envelopment analysis to examine energy consumption data, but no analysis of
thermodynamic behavior was conducted. Yu and Zhang claim to present the first systematic analysis of
energetic efficiency of  cities in China and concluded that the adoption of SC policies positively affected
energetic efficiency.

Hartmann et al. [15] assessed the exergetic efficiency of a coastal city in Brazil (Florianópolis), focused on
the effect of MSW management, showing that a proper waste separation combined with waste-to-energy
generation could increase exergetic efficiency by 1.5 %, resulting in a yearly mitigation of 15,761 tons of
carbon dioxide. Hartmann and Garcia-Acevedo [16] further developed the methodology for evaluation of the
exergetic efficiency of urban centers, presenting results for five cities with different main economic sectors:
electricity  generation  (Foz  do  Iguaçu),  manufacturing  (Ingolstadt),  services/ICT  (Florianópolis),  tourism
(Hawaii), and oil refining (Singapore), the latter also being a Smart City. The results indicate a linear trend of
increasing per capita CO2 emissions with increasing per capita production of MSW. Also noteworthy is the
impact of electric mobility to reduce exergy destruction within the city. 

Given  this  brief  overview,  the  present  paper  aims to  add  to  the  scientific literature  by  reporting  an
assessment of the exergetic profile of five major cities in Latin America, thus providing subsidies to improve
their exergetic performances. Additionally, it intends to compare and discuss the influence of available data
on exergetic evaluation of the cities, given that availability of reliable data is one of the key issues of smart
cities [3,4,8,9,14].

2. Theoretical background
Among the reasons to employ exergetic efficiency as an ‘energy smartness index’ one can emphasize that i)
it encompasses both the first and second laws of thermodynamics; ii) it can be related to carbon dioxide
emissions and fuel savings; iii) it is a positive number between zero and one, thus easy to communicate.
Purvis  and  Mao  [11]  pointed  out  that  an  energetic  efficiency  analysis  based  only  on  the  first  law  of
thermodynamics is not adequate to every urban center, given the impossibility to evaluate the ‘usefulness’ of
intangible products such as software and services. On the other hand, every city consumes exergy through



internal irreversibilities, thus it is possible to apply exergetic assessments regardless of the main economic
sector.

The thermodynamic analysis applied here involves: a) definition of the metric to be evaluated; b) setting of
adequate control volume; c) description of simplification hypothesis; d) mathematical model; and e) analysis
of results. The preceding sections have shown that exergy is the thermodynamic property that  fulfils a).
Regarding b), a proper control volume, which includes streams of energy, enthalpy, entropy, exergy, heat,
mass, water, pollutants, among others, is illustrated in Fig. 1.

Fig. 1. Representative control volume for the thermodynamic assessment of cities.

The proposed simplification hypothesis are as follows:

(i) Inlets and outlets are considered in terms of yearly average, steady-state streams of exergy;
(ii) Exergy streams are limited to the concepts presented in Hartmann et al. [15], Moran et al. [17] and

Szargut et al. [18], i.e., exergy related to altitude, kinetic exergy,  electrical exergy, physical exergy
related to temperature difference, and chemical exergy (heating value of fuels);

(iii)  Vehicles,  house  appliances  and  other  equipment  are  considered  in  terms  of  annual  exergy
consumption;

(iv) Analysis will be limited to classical thermodynamics, thus information streams will not be assessed.

2.1. Mathematical formulation

Given the proper control volume and the set of hypotheses, the mathematical model can be formalized.
Exergetic efficiency is calculated in terms of inlet and outlet streams,

η II=
Ėout

Ėinlet

(1)

η II=1−( Ėdest

Ėinlet
) (2)



where η II  is exergetic efficiency, Ėout  is produced exergy, Ėinlet  is inlet exergy and Ėdest  is exergy destroyed

within the control volume. Equation (1) is convenient for evaluating cities which export exergy, like ones with
an oil refinery or a power plant, while Eq. (2) shows a general case. The inlet rate of exergy, Ė, is simply the
sum of all exergetic streams, e.g. electricity, coal, oil, liquid and gaseous fuels, as well as river streams. The
exergy rate for electricity is equal to its power, while that for water and other mass streams includes kinetic
exergy, physical exergy due to temperature difference in relation to a dead state, and potential exergy [17].
Chemical exergy of liquid and gaseous fuel is calculated following Szargut et al. [18],

Ė fuel, i=Ėchem=β fuel ,i ∙ LHV fuel ,i (3)

where Ėchem is the rate of chemical exergy, LHV  is the lower heating value, and β is the ratio of chemical
exergy to LHV, which is given by Rakopoulos and Giakoumis [19], for liquid and gaseous fuels, respectively,
as,

β liq=1.0334+0,0144 ( H

C ) (4)

βgas=1.0334+0,0144( H

C )−0.0694 ( 1NC
) (5)

where H /C is the hydrogen to carbon ratio in the fuel, and NC is the number of carbon atoms in the fuel
molecule. Exergy outlet evaluation is analogous to the exergy inlet one, plus the streams of wastewater and
MSW,  when useful data is available. The evaluation of the rate of exergy destruction is expressed as,

Ėdest ,i=(1− ηII , i ) Ė Inlet ,i (6)

where  η II ,i is  the  exergetic  efficiency  of  a  process  i  .  Representative  values  of  exergetic  efficiencies  of
processes and appliances, as well as the source of data are presented in Tab. 1.

Table 1.  Exergetic efficiencies for processes and appliances

Process/Appliance Exergy type % Reference
Motors (industrial, mobility) electric 76.00 [20,21]
Air conditioner electric 01.90 [22]
Personal computer electric 75.00 [22]
Lighting electric 20.00 [22]
Refrigerator electric 07.20 [22]
Cooking oven electric 24.20 [22]
Television electric 80.00 [22]
Vacuum cleaner electric 70.00 [22]
Water heater electric 10.50 [22]
Heater/boiler combustion 06.00 [23]
Internal combustion engines/vehicles combustion 25.00 [19,20]
Ovens combustion 14.88 [24]
Combustion/chemical reactions combustion 70.00 [25]

Assessment of carbon dioxide emissions due to combustion considered stoichiometric combustion [26] with
dry air, thus the emissions, in kilograms of CO2 emissions per kilogram of fuel, are: 3.09 for gasoline, 3.12 for
Diesel  oil,  1.91 for  hydrated ethanol,  3.02 for  liquefied petroleum gas (LPG),  and 2.75 for  natural  gas.
Emissions from coal, when necessary, were obtained from data available for each analysed city.



3. Results and discussions
The proposed methodology [16] was applied to assess five global cities in Latin America: Bogotá, Buenos
Aires,  Rio de Janeiro,  Santiago de Chile and São Paulo.  The selection of  these cities considered their
presence in the IMD-SUTD Smart City Index Report 2021 [27], and the energy data used as input for the
present analysis were obtained from their respective open data/transparency websites and reports, which
are  referenced  in  each  subsection.  However,  the  availability  and  specificity  of  municipal  data  varied
significantly between cities, thus hampering a thorough assessment. In order to check the reliability and
consistency of some metrics calculated in the present assessment, like per capita emissions, data available
at the US Energy Information Agency [28], the Our World in Data Project [29] and the International Energy
Agency [30] served as baseline values. Each of the following subsections provides details regarding these
differences of available information. The analysis was carried out based on data of the year 2019, before the
Covid-19 pandemic.

3.1. Bogotá

Bogotá is the capital and largest city of Colombia, with 7.2 million inhabitants in the city proper (Geoportal del
DANE - Geovisor CNPV 2018) and 10.7 million in the metropolitan area. The urban centre covers 307.3 km²,
resulting in a population density above 24,000/km². Bogotá is located in a high plateau of the Andes, with an
average altitude of 2,640 metres and typical temperatures between 5 and 20 °C. The metropolitan region is
responsible for 24.7 % of national gross domestic product and the El Dorado International Airport handles
the largest cargo volume in Latin America. 

According to the Smart City Index [27], Bogotá ranks 116 out of 118, with a ‘D’ rating, in a tier shared with
Nairobi, Lagos, Rio de Janeiro and São Paulo. Energy and emissions data for Bogotá are available on open
data websites <http://www.sui.gov.co/web/energia> [31]  and <https://public.tableau.com/app/profile/upme>
[32]. It is worth noting that the website hosted by the government [31] has many features, allowing detailed
searches considering income level (in Spanish,  estrato), rural and urban locations, government buildings,
and  many  others.  On  the  other  hand,  the  website  was  frequently  offline,  usually  at  night  and  during
weekends. Table 2 summarizes the results of the exergetic assessment of Bogotá.

Table 2.  Exergetic assessment of Bogotá, year 2019.

Energy source Exergy input,
TJ/yr

Exergy destroyed,
TJ/yr

CO2, equi,
Mton/yr

Gasoline 30,552.7 22,761.8 2.253
Diesel oil 33,926.1 25,274.9 2.353
Ethanol 416.1 310.0 0.028
LPG 1,765.4 1,502.7 0.109
Natural gas 25,201.8 23,689.7 1.844
Electricity 27,273.7 24,137.2 1.287
Total 119,135.8 97,676.3 7.874

Exergetic efficiency 18.01 % CO2, equi, ton/person-yr 1.096

From data on Tab. 2,  one can notice how the inhabitants of  Bogota have an almost equal reliance on
gasoline and Diesel for urban mobility, as well as a limited use of LPG. It is important to note that per capita
emissions available elsewhere [29] include all emissions sources. In the case of Colombia, more than 50 %
of  emissions  are  associated  with  land-use  changes  and  agriculture,  which  are  not  included  in  our
assessment.

3.2. Buenos Aires

Buenos Aires is the capital and largest city of Argentina, with 2.9 million inhabitants in the city proper and
12.8 million in the metropolitan area. The city covers 20,300 km², resulting in a population density above
14,000/km². The metropolitan area has Argentina’s two main maritime ports and represents around a quarter
of  the  country’s  gross  domestic  product.  Buenos  Aires  has  a  humid  subtropical  climate,  with  typical
temperatures between 10 and 25 °C, though summers have highs above 35 °C and record highs reaching
43 °C, while record lows are near -5 °C.

According to the Smart City Index [27], Buenos Aires ranks 98 out of 118, with a ‘CC’ rating, in a tier shared
with Mumbai, Jakarta, Istanbul, Lisbon, and Budapest. Energy and emissions data for Buenos Aires are
supposedly  available  on  open  data  website  <estadisticaciudad.gob.ar>,  though  it  has  been
down/inaccessible for  several  months.  Therefore,  the authors had to use national  level  data [33-36]  to
evaluate municipal values, which is likely to produce biased results. Table 3 presents the exergy assessment
for Buenos Aires.



Table 3.  Exergetic assessment of Buenos Aires, year 2019.

Energy source Exergy input,
TJ/yr

Exergy destroyed,
TJ/yr

CO2, equi,
Mton/yr

Gasoline 16,458.6 12,261.7 1.214
Diesel oil 22,478.9 16,746.8 1.559
LPG 2,463.0 2,096.5 0.153
Natural gas 71,949.8 61,229.3 5.265
Electricity 31,880.5 23,910.4 3.099
Total 145,230.8 116,244.6 11.290

Exergetic efficiency 19.96 % CO2, equi, ton/person-yr 3.690

From the data in Tab. 3 one can notice Buenos Aires’, hence Argentina’s, reliance on natural gas, which
corresponds  to  64  % of  the  electric  mix  [29].  It  is  also  noteworthy  that  about  1.72  million  vehicles  in
Argentina, roughly 17 % of the passenger fleet, are fuelled by compressed natural gas (CNG). Electricity
generation in Argentina consumed approximately 590,000 TJ of natural gas in 2019, followed by industries,
with a consumption close to 523,000 TJ [34]. Regarding emissions, the electricity generation in Argentina is
more carbon intensive than natural gas burning for final uses.

3.3. Rio de Janeiro

Rio  de  Janeiro  is  the  second-most  populous  city  in  Brazil,  with  a  population  of  6.72  million,  while  its
metropolitan area is home to 12.28 million. The city proper covers 1,221 km²,  with a population density
around 5,500/km². The city is known for its tropical, humid climate, with daily means above 20 °C, record
lows around 10 °C and record highs above 42 °C, thus having significant demand for HVAC.

According to the Smart City Index [27], Rio de Janeiro ranks 118 out of 118, with a ‘D’ rating, in a tier shared
with Nairobi, Lagos, Bogotá and São Paulo. Energy and emissions data for Rio de Janeiro were obtained
from its open data website <www.data.rio> [37] and also from state level data [38]. The Data Rio website is
not user friendly, since it does not offer data visualization on graphs or tables online, thus working more like
a repository of spreadsheets. Table 4 presents the exergetic assessment for Rio de Janeiro.

Table 4.  Exergetic assessment of Rio de Janeiro, year 2019.

Energy source Exergy input,
TJ/yr

Exergy input,
%

Exergy destroyed,
TJ/yr

CO2, equi,
Mton/yr

Gasoline 23,451.4 15.6 17,471.3 1.729
Diesel oil 24,575.5 16.3 18,308.8 1.704
Ethanol 6,936.1 4.6 5,167.4 0.468
LPG 5,568.1 3.7 4,739.6 0.345
Natural gas 35,575.0 23.6 26,532.3 2.603
Electricity 54,453.6 36.2 51,186.4 2.508
Total 150,559.8 100.0 123,405.7 9.357

Exergetic efficiency 18.03 % CO2, equi, ton/person-yr 1.393

Regarding data on Tab. 4, it is important to note that Brazilian gasoline, available at the pump, is mixed with
ethanol, in proportions up to 27.5 %. Hydrated ethanol is also available in gas stations, and most passenger
vehicles  produced  in  Brazil  since  2006  can  run  on  any  mixture  between  E20  gasoline  to  E100.  Also
noteworthy  are  the  low  emissions  associated  with  electricity,  which  are  due  to  Brazil’s  reliance  on
hydropower.

3.4. Santiago de Chile

Santiago is the capital and largest city of Chile, and its population of 6.3 million people corresponds to some
32 % of the country. The city has an area of 641 km² with a population density close to 10,000/km². Santiago
is located in a valley, with an average elevation of 570 metres, and has a cool, semi-arid climate, with daily
averages between 7 and 21 °C, record lows below -5 °C and record highs around 40 °C. According to the
Smart City Index [27], Santiago ranks 110 out of 118, with a ‘C’ rating, in a tier shared with Cape Town,
Bucharest, Sofia, Mexico City, Athens, and Rome.

Energy statistics for Santiago de Chile and its metropolitan region are available in reports [39] and on an
open data website <energiaregion.cl> [40], which is very user friendly even though it mostly presents per



capita data, thus lacking the extensive searching features of its Colombian counterpart. Table 5 presents the
exergetic assessment for Santiago.

Table 5.  Exergetic assessment of Santiago de Chile, year 2020.

Energy source Exergy input,
TJ/yr

Exergy destroyed,
TJ/yr

CO2, equi,
Mton/yr

Gasoline 50,141.0 37,355.0 3.697
Diesel oil 53,816.3 40,093.1 3.732
LPG 22,839.1 19,440.6 1.415
Natural gas 25,201.8 23,689.7 1.844
Electricity 64,317.0 56,920.5 19.777
Total 216,315.2 177,499.0 30.465

Exergetic efficiency 17.94 % CO2, equi, ton/person-yr 4.859

From Tab. 5 one can notice that Santiago, in comparison with Rio de Janeiro, has a similar population, but
its population density is 80 % higher than Rio’s and its exergy input is 43 % higher. Per capita emissions are
quite high since half of the Chilean electricity generation comes from fossil fuels (22 % coal, 15 % oil, and 14
% gas) [29,30].  

3.5. São Paulo

São Paulo is the largest city in Brazil  and the Southern Hemisphere, with 12.4 million inhabitants and a
population  density  of  8,000/km².  The  city  comprises  around  5.8  %  of  the  country’s  population  but  it
represents some 10.7 % of the national GDP. São Paulo is located on a plateau close to the Atlantic Ocean,
with an average elevation of 800 metres, and has a humid subtropical climate, with daily averages between
12 and 30 °C, record lows around 0 °C and record highs around 40 °C.

According to the Smart City Index [27], São Paulo ranks 117 out of 118, with a ‘D’ rating, in a tier shared with
Nairobi, Lagos, Bogotá and Rio de Janeiro. Energy statistics for the city of São Paulo are available on the
São Paulo state open data website [41], though only as a repository for reports and spreadsheets. Table 6
shows the exergetic assessment of São Paulo.

Table 6.  Exergetic assessment of São Paulo, year 2019.

Energy source Exergy input,
TJ/yr

Exergy input,
%

Exergy destroyed,
TJ/yr

CO2, equi,
Mton/yr

Gasoline 61,789.5 20.0 46,033.2 4.556
Diesel oil 64,263.1 20.8 47,876.0 4.456
Ethanol 56,944.7 18.4 42,423.8 3.842
LPG 13,907.9 4.5 11,838.4 0.862
Natural gas 19,753.5 6.4 14,738.6 1.446
Electricity 92,516.0 29.9 76,912.7 4.221
Total 309,174.7 100.0 239,882.7 20.828

Exergetic efficiency 22.43 % CO2, equi, ton/person-yr 1.707

Regarding data on Tab. 6, it is noteworthy the relevance of ethanol in the São Paulo energy mix, due to the
state being Brazil’s largest producer of sugarcane, thus making E100 price competitive with gasoline.

The state  government  of  São  Paulo  publishes monthly  data  of  its  energetic  profile,  which  allows more
comprehensive analysis compared to the other four cities.  Table 7 shows a detailed exergetic profile  of
natural gas use and  Tab. 8 shows a detailed exergetic profile of electricity consumption in São Paulo for the
year 2019.

Table 7.  Exergetic assessment of natural gas utilization in São Paulo, year 2019.

Energy source Exergy input,
TJ/yr

Exergy input,
% of city

Exergy destroyed,
TJ/yr

Residential 5,781.8 1.9 5,178.2
Commercial 2,241.9 0.7 1,908.3
Industrial 5,481.9 1.8 3,837.4
Automotive 2,042.0 0.7 1,521.3
Cogeneration 131.7 0.0 52.7
Thermogeneration 4,074.2 1.3 2,240.8



Table 8.  Exergetic assessment of electricity consumption in São Paulo, year 2019.

Energy source Exergy input,
TJ/yr

Exergy input,
% of city

Exergy destroyed,
TJ/yr

Residential 41,313.5 13.4 37,430.0
Commercial 32,788.1 10.6 28,525.7
Industrial 8,718.0 2.8 2,615.4
Rural 6.8 0.0 2.0
Public lightning 1,643.3 0.5 1,339.3
Public buildings 8,046.3 2.6 7,000.3

It is possible to observe in Tab. 7 that there is no prominent sector using natural gas, since none of them
represents more than 2 % of inlet of exergy into São Paulo’s control volume. Observation of Tab. 8, on the
other hand, reveals that, in the case of electricity use, there are some sectors more suitable for exergetic
improvements. Residential and commercial sectors presented higher shares of electricity use, thus offering
more opportunities for improvements related to renewable energy microgeneration, wall  insulation, smart
building  management,  and  general  strategies  for  energy  efficient  buildings.  These  initiatives  are  also
applicable to public buildings.

Regarding urban mobility, São Paulo presents a higher share of ethanol use, about 18.4 %,  compared to 4.6
% in Rio de Janeiro. On the other hand, Rio de Janeiro has a higher share of vehicular natural gas, about
18.8 %, while in São Paulo it is only 0.7 %. These differences are due to the distinct energetic profile of the
states, e.g. São Paulo is the main producer of ethanol, while Rio de Janeiro is the main producer and
industrial centre of petroleum and natural gas in Brazil. 

Regarding electromobility, both cities present a very low percentage of electric vehicles, lower than 0.05 %. It
is important to note that for Rio de Janeiro and São Paulo summation of all fuels for mobility (ethanol, Diesel
oil, gasoline and natural gas) is in the range of 55 – 60 %, thus offering a significant room for exergetic
improvement by means of electromobility adoption. In fact, this observation is also valid for Bogotá, Buenos
Aires and Santiago de Chile. Table 9 presents the comparison of exergetic efficiency, CO 2  emissions and
population of the five cities analyzed.

Table 9.  Exergetic comparison of the five assessed cities.

City Population,
Million people

Total Exergy input,
TJ/yr

Exergetic
efficiency, %

CO2 Emission,
Ton/person-yr

Bogotá 7.2 119,135.8 18.01 1.096
Buenos Aires 2.9 145,230.8 19.96 3.690
Rio de Janeiro 6.7 150,559.8 18.03 1.393
Santiago de Chile 6.3 216,315.2 17.94 4.859
São Paulo 12.4 309,174.7 22.43 1.707

In Tab. 9 one can notice that, even though Buenos Aires has less than half of the population of Bogotá, it
presents higher input of exergy. Also, comparing the Brazilian metropoles, São Paulo presents noticeably
higher  exergetic  efficiency  compared  to  Rio  de  Janeiro.  The  likely  culprit  for  this  difference  is  Rio  de
Janeiro's warmer climate, which increases electricity consumption by very exergetic inefficient (1.9 %) air
conditioners.

3.6. Effects of geographic location and data availability on the calculation of 
exergetic efficiency

Geographic location has a strong influence on the exergetic performance of cities, mainly due to  different
HVAC needs of each climate. According to Table 1, comparing electric devices, exergetic efficiency of air
conditioners is 1.9 % while for water heaters the value is 10.5 %. For gas boilers applied for water heating,
the exergetic efficiency is  around three times higher,  which means that colder cities  are likely to present
higher exergetic efficiencies, but the present assessment does not reproduce this expectation. For instance,
the exergetic efficiency of São Paulo, located in Köppen’s ‘Cwa’ (dry winter) climate zone, was evaluated as
22.43 %, while Buenos Aires, located in Köppen’s ‘Cfa’ (humid year round) climate zone, has an exergetic
efficiency of 19.93 %. This  discrepancy could be  due to differences  in mobility systems,  which has been
previously observed  by  Hartmann and  Garcia-Acevedo [16]  when evaluating  the exergetic  efficiency  of
Ingolstadt,  Germany,  where  an  extensive  system  of  electric  trams  operates.  However,  in  the  current



comparison, Tables 3 and 6 shows that Buenos Aires and São Paulo present similar amounts of combustion
exergy  on their transportation sectors. It is noteworthy that combustion exergetic efficiency of any fuel is
almost the same because of the dynamic behaviour of machines for mobility, as pointed out by Rakopoulos
and Giakoumis [19]. Thus the unexpected difference in the results for Buenos Aires and São Paulo must be
related to a different source of exergy destruction.

One  possible  reason  for  such  difference  could  be  attributed  to errors  on  data  collection  and/or
miscalculations. In order to check for possible discrepancies, some results were compared to the literature,
e.g., Figure 2 shows the plot of per capita CO2 emission as function per capita inlet exergy.

Fig. 2. Plot of  per capita CO2 emission as  function  per capita inlet exergy.

Figure 2 shows a linear trend of increasing per capita CO2 emission with increasing per capita inlet exergy,
with a similar trend being reported by Hartmann and Garcia-Acevedo [16]. It is noteworthy that Santiago de
Chile presented the highest per capita emission of CO2, of 4.859 Mton of CO2 per person-year, visible as an
‘outlier’ well above the trend line on Fig. 2. This high volume of emissions is due to significant consumption of
coal and Diesel oil for electricity generation.

Thus, the exergetic efficiency comparison between Buenos Aires and São Paulo,  considering their distinct
climates,  further comparisons with literature data,  and with the observed lack of reliable exergetic data for
Buenos Aires, as discussed in section 3.2, allows us to conclude that the differences on exergetic efficiency
between these two cities is mainly due the lack of comprehensive and reliable exergetic information for the
city  of  Buenos Aires.  For  instance,  data  presented on  Tables 7 and 8 for  São Paulo  allowed a better
assessment of São Paulo,  being on accordance with a previous analysis carried out for a well established
Smart City,   Singapore [16].  Therefore,  one can expect  that, as smart grids and smart city initiatives are
implemented in the major metropolitan areas of Latin America, it will be possible to improve the quality and
thoroughness of this kind of exergetic assessment.

4. Conclusions
An exergetic assessment of five Latin American cities was carried out by comparing their inlet and outlet
exergetic  fluxes  and  then calculating  the  exergetic  efficiency  and  carbon  dioxide  emissions  in  CO2
equivalent ton by person per year.

The methodology for evaluation of the exergetic efficiency of urban centers takes as a metric to be evaluated
the major energetic fluxes, i.e. gas and liquid fuels  as well as electricity; it assumes the city border as a
control volume;  applies the mathematical  model developed by Hartmann and Garcia-Acevedo [16], which
follows the basic principles  for  the evaluation of  machines and thermal  systems,  resulting in  an overall
exergetic efficiency for each analised city. 

São Paulo, rated “d” in the smart index, has the highest exergy efficiency among the cities studied, 22,43%.
This  result  is  likely due to the highest  participation of  ethanol  in  its mobility-related consumption,  since
ethanol’s share is of the same order of magnitude as gasoline and diesel, as shown on Table 6. Other cities
also rated “d” in the smart index, as Bogotá (18,01%) and Rio de Janeiro (18,03%), have medium value of
exergy efficiency.  On the other hand, Santiago de Chile has the  lowest exergy efficiency (17,94%) and



highest carbon dioxide emissions index (30,46 MTon CO2 per year),  even though its population is about half
of Sao Paulo’s. This result is probably due to the low use of ethanol  combined with the extensive use of
natural gas as a main fuel of the automobile fleet.

It is also possible to observe a relationship between the cities’ high temperatures and their low exergetic
efficiency. This phenomena could be explained due to the massive use of air conditioning systems while also
related to the type of primary source for the electricity production. Such a scenario presents an opportunity to
improve the city’s Smart City Index, by means of  investing, for example, in constructive systems aimed at
improving the energy efficiency of buildings. The methodology has been demonstrated to be applicable for
an initial assessment of the smartness of cities, but further data granularity is required to provide a thorough
analysis.
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Abstract: 

Thermoeconomics is a branch of engineering that combines concepts from thermodynamics and economics 
to tackle problems that are hard or cannot be solved by these sciences, separately. The main applications of 
thermoeconomics are cost allocation, optimization, and malfunction diagnosis of energy systems. Defining the 
productive structure plays a critical role in thermoeconomic modeling, and exergy is a highly appropriate 
thermodynamic quantity to correlate with costs. For systems containing dissipative equipment, the use of total 
exergy in conventional productive diagrams need a subsequent decision, by the analysts, on how to define its 
fuel and product. In some applications, exergy disaggregation can be elegant options, mostly to deal with 
dissipative components. Nevertheless, all of them increase the complexity in thermoeconomic modelling. In 
this work, thermoeconomic cost allocation approaches in a simultaneous heating and cooling heat pump 
system were performed from the application of some thermoeconomics methodologies. The studied system 
has one dissipative component (valve) and generates no waste. There are three specific objectives. Firstly, to 
present the different possibilities to treat and isolate the valve in the thermoeconomics modelling. Secondly, 
to compare the methodologies presented from the thermoeconomic point of view through the cost allocation 
in a simultaneous heating and cooling heat pump system. And finally, to show the pros and cons of each 
methodology applied in this study to support future decision-makings in thermoeconomic modelling. The 
research demonstrates that the differences between the methodologies used were not significant, and the 
choice of methodology should depend on factors such as the need for disaggregated equipment. In conclusion, 
the findings of this study indicate that without certain models that may overestimate the cost of particular 
components, the thermoeconomic results fall within a narrow range of 4% of the solution line. This suggests 
that the methodologies used did not yield significantly different results. 

Keywords: 

Thermoeconomic Approach, Cost Allocation, Physical Exergy Disaggregation, Modelling Complexity, 
Dissipative Component. 

1. Introduction 
Thermoeconomics is a branch of engineering that combines concepts from thermodynamics and economics 
to tackle problems that are hard to solve or cannot be solved by these sciences, separately. The main 
applications of thermoeconomics are cost allocation, local and global optimization, and malfunction diagnosis 
of energy systems.  

Historically, Keenan [1] was the first researcher to associate the exergy (availability) of the final products of an 
energy system with their respective costs [2]. Since then, this idea has been applied to several different 
problems [3], including optimisation of energy systems [4,5]. However, it was only in the late 1980s and early 
1990s that modern thermoeconomic methodologies were proposed. In 1994, the CGAM problem was defined 
to compare results by the application of such methodologies [6]. Since then, thermoeconomics has been widely 
applied to many energy system problems. 

Frangopoulos proposed the Thermoeconomic Functional Analysis (TFA) [7,8], which is originally a 
methodology for energy systems optimisation. Nevertheless, TFA can be adapted to solve cost allocation 
problems. Von Spakovsky proposed the Engineering Functional Analysis (EFA) [9], which is an optimisation 
methodology, but it can be used for cost allocation as well as TFA. Lozano and Valero proposed the Theory 
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of Exergy Cost (TEC) [10,11] which was originally developed for cost allocation and malfunction diagnosis, but 
it can be also applied to formulate optimisation problems. Tsatsaronis and co-workers proposed some 
exergoeconomic methods [12,13] that became the SPECO method [14], which is a methodology for cost 
allocation and energy systems optimisation. The methodologies were adapted to deal with environmental 
impact problems in the same energy systems as well [15–17]. 

Other thermoeconomic approaches were proposed besides the ones. Erlach et al. proposed the Structural 
Theory [18], which is a unification approach of the methodologies applied to the CGAM problem. Santos et al. 
proposed the H&S model [19], which is a modification of the Structural Theory regarding the application of 
negentropy. Lourenço et al. proposed the UFS model [20], which is an extension of the H&S model. Recently, 
a method of localized physical disaggregation [21] was proposed to isolate dissipative equipment with less 
complexity when compared with total disaggregation. However, it can incur a loss in the accuracy of the results. 
Finally, the latest thermoeconomic methodology presented in the literature is the A&F model [22], a 
methodology proposed to isolate dissipative components with less modelling complexity. 

A key concept used in most thermoeconomic methodologies and approaches is the functional diagram, also 
known as the productive diagram. The productive diagram is a graphical representation of the inter-relations 
between the subsystems of the global system and its surroundings. Subsystems are connected according to 
their respective purposes. Frangopoulos [7] proposed this key concept first in the 1980s, but it has been applied 
since then until nowadays. The way in which the productive structure is defined is a key point of 
thermoeconomic modelling. One of the most adequate thermodynamic magnitudes to be associated with the 
cost is exergy since it contains information from both the first and the second laws of thermodynamics. Most 
thermoeconomicists agree that exergy is the most appropriate thermodynamic magnitude to associate with 
cost since it contains information from both the first and the second laws of thermodynamics, qualifies the 
energy streams, and identifies the irreversibility of the subsystems [23]. 

The utilization of total exergy in conventional productive diagrams can become a hard task when the systems 
include dissipative equipment, such as valves. This is because the analyst needs to decide on how to define 
the fuel and product for the dissipative component, which can be challenging. One solution to this issue is the 
use of physical exergy disaggregation. Despite the improvement in result accuracy, when the exergy streams 
are disaggregated, the modelling complexity is increased [14].  

In this study, different thermoeconomic methodologies are applied to a simultaneous heating and cooling heat 
pump system, which contains a dissipative valve and generates no waste. The study has three specific 
objectives. Firstly, the research presents the different methodological possibilities for treating and isolating the 
valve. Secondly, it compares the various thermoeconomic methodologies based on cost allocation in the 
simultaneous heating and cooling heat pump system. Finally, it demonstrates the advantages and 
disadvantages of each methodology, which can help guide future decision-makings in thermoeconomic 
modelling. 

By presenting and comparing different cost allocation approaches, this study provides guidance for analysts 
in their future work and contributes to the development of more effective thermoeconomic modelling. 

2. Physical exergy disaggregation  
Since 1990, thermoeconomics has used physical exergy disaggregation, which was initially introduced by 
Kotas [24]. In agreement with [14], disaggregate exergy components enhance the precision of results in 
thermoeconomics. Physical exergy, disregarding kinetic, potential, and other energy forms, is expressed by 
Eq. (1), as used by H&S Model approach. It is worth mentioning that all components of exergy presented in 
this study depend solely on the thermodynamic properties of the flows, previously known. 
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Applying the definition of specific enthalpy in Eq. (1), h = u + Pv, Eq. (2) is written. Rearranging Eq. (2), the 
three terms of UFS Model are obtained and given by Eq. (3). 
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Furthermore, Eq. (4) can be obtained by rearranging Eq. (2) in a different way, specifically by combining the 
first and third terms of Eq. (3). 
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The specific Helmholtz energy of a closed system under a heat bath (reservoir at T0) is given by a = u – T0s. 
This can be applied for both i-th and dead states. Eqs. (5) and (6) show the Helmholtz energy term and flow 



work term, respectively. Thus, the physical exergy could be written as in Eq. (7), according to the A&F Model. 
It is important to highlight that the principle used in applying the A&F Model to disaggregate physical exergy 
into its Helmholtz energy terms (Eq. (5)) and flow work term (Eq. (6)) is similar to that used in the H&S and 
UFS Models.  
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3. Thermoeconomic modelling 
The productive structure is a representation that elucidates the purpose of subsystems by explicitly revealing 
their input (fuels) and output (products) components in terms of productive flows. In thermoeconomic 
methodologies, physical or/and productive flows are conventionally utilized to graphically illustrate the 
productive interconnections among subsystems. This study employs productive and physical flows to construct 
productive/physical diagrams that facilitate the visualization of the productive structure. Fictitious units 
(junctions and bifurcations) are used to assist the drawing up of the productive diagrams.  

After the definition of the productive structure, each subsystem is represented by means of a cost equation 
balance relating a thermodynamic magnitude and the unit cost of external resources, and internal flows. The 
mathematical model lists a set of cost equation balances in each subsystem to calculate the unit costs. A 
thermoeconomic model should be performed by using Eq. (8).  

( ) ( )out out in in F Fk Y k Y k E −  =                                                                                                                             (8) 

In Eq. (8), EF is the external fuel exergy consumption (in kW); and Yout and Yin means the generic 
thermodynamic magnitude of the internal flows at inlet and outlet (including final products) of each subsystem. 
The solution of the set of equations results in the unit exergy costs of each internal flow and each final product. 
In this paper, Y assumes the thermodynamic magnitudes, such as power (W), total exergy (E), Helmholtz 
energy term (EA), flow work term (EF), internal energy (EU), and entropic term (ES). The unknown kout and kin 
are the unit exergy costs of the internal flows at the outlet and the inlet of each subsystem. The unit exergy 
cost of a flow is the amount of external exergy unit required to obtain one unit of this flow, meaning that the 
unit exergy costs of a flow is a measure of the thermodynamic efficiency of the production process when 
producing this flow [25]. Each subsystem provides a single cost balance equation, thus auxiliary equations are 
necessary when several products are obtained in a component. Thermoeconomic models which use physical 
exergy disaggregation, based on the productive diagrams, consider the equality criteria [8,14,26], where 
productive flows exiting the same productive unit must have the same unit cost. It is worth mentioning that for 
all the methodologies studied in this research, in the absence of external assessment, the exergy cost of the 
mass and energy streams entering the plant equals their exergy (kw = 1 [kJ/kJ]).  

4. Case study 
A simultaneous heating and cooling heat pump system is studied to exemplify the proposal of this paper. This 
is the same system studied by Nguyen et al. [27]. The flowsheet of the system is shown in Figure 1. The heat 
pump consists of four components: evaporator, motor-compressor, condenser, and valve. The working fluid of 
the system is ammonia. The evaporator and the condenser are two water-coupled systems designed for district 
cooling and heating, respectively. In Figure 1, ‘H’, ‘C’, ‘r’ and ‘s’ correspond to hot, cold, return and supply, 
respectively, and ‘em’ corresponds to electric motor.  

 

Figure. 1.  The physical structure of the heat pump system 



Certain assumptions have been made, including the assumption that the processes are in a steady state. 
Additionally, it is assumed that ammonia is a saturated vapor at state 1 and a saturated liquid at state 3, there 
is no heat exchange with the environment, there are no changes in kinetic and potential energy, there is no 
pressure drop for flow through heat exchangers, and chemical exergy is not considered. 

Table 1 shows the parameters of the heat pump system. 

Table 1: System parameters 

Parameter Symbol Value Unit 
Condensation temperature Tcnd 70  °C 

Evaporation temperature  Tevp  7  °C 

Evaporator heat transfer rate  �̇�evp 250 kW 

Compressor isentropic efficiency ηcmp 75 % 

Electric motor efficiency ηem 90 % 

Water streams pressure PH2O 300 kPa 

Environment pressure P0 100 kPa 

Environment temperature T0 20 °C 

 
Avoiding pinch problems, Eqs. (10)-(13) are used to model the condenser and the evaporator: 

0Hs cndT T C= +                        (10) 

3Cs evpT T C= +                        (11) 

30Hr HsT T C= −                       (12) 

Cr CsT T C= +                       (13) 

Conventional mass, energy and exergy balance equations are applied from the data to each control volume. 
The simulation is done in Engineering Equation Solver [28]. Table 2 shows the values of electrical power input 
and mass flow rates of ammonia, hot water, and cold-water streams. 

Table 2. Electrical power input and mass flow rates 

Variable Symbol Value Unit 
Electrical power �̇�𝑐𝑚𝑝 110.181 kW 
Ammonia mass flow rate �̇�𝑁𝐻3 0.271 kg/s 
Hot water mass flow rate �̇�𝐻2𝑂𝐻  2.783 kg/s 
Cold water mass flow rate �̇�𝐻2𝑂𝐶  9.958 kg/s 
Hot water stream exergy �̇�𝑄𝑐𝑜𝑛𝑑  37.026 kW 
Cold water stream exergy �̇�𝑄𝑒𝑣𝑝 6.125 kW 

 

Table 3 shows the thermodynamic properties of ammonia.  

Table 3. Thermodynamic properties of the main physical flows of the heat pump system 

Flow P [kPa] T [°C] E [kW] EA [kW] EF [kW] ES [kW]  EU [kW] 
1 554 7.00 64.50 68,76 -4,27 -82,50 -13,74 
2 3312 179.80 147 129,95 17,04 -65,84 64,11 
3 3312 70.00 86.17 122,73 -36,57 -354,08 -231,39 
4 554 7.00 76.09 105,58 -29,51 -344,08 -238,47 

 

5. Thermoeoconomic methodologies 
In this Section, five thermoeconomic methodologies will be studied for the case study presented in this work. 
One of these methodologies will be presented in a physical diagram (TEC), while the others will be presented 
using a productive diagram (E Model, UFS Model, A&F Model, and localized physical exergy disaggregation). 
The aim is to develop the methodologies for the exergy cost allocation of the electrical power to the final 
products of the system, i.e., heating and cooling. In agreement with [29], this work also concurs that the best 
productive structure would be one that explains with the greatest depth and simplicity the productive function 
of the subsystems and flows present in the physical structure of the plant under examination. 
 



5.1. TEC 

According to original formulation of TEC [10], one can apply the exergy cost balance equation to each control 
volume of the system. In addition, it is considered that the final products of the system are the exergy flow 
increase of both hot and cold-water streams, respectively. In this methodology, the sum of the inlet cost 
streams is equal to the sum of the exit cost streams for each control volume shown, such as Eq. 8. However, 
the interpretation of which flows are fuels or products for each subsystem is not a trivial task. Therefore, 
equations Eqs. (14) - (17) are formulated with the aim of performing the proposed study and Figure 2 shows 
the physical structure of the heat pump system using TEC. 

 

Figure. 2.  Physical structure of the heat pump system using TEC 

1 1 2 2w cmpk W k E k E +  =                                                                                                                                                                  (14) 

2 2 3 3 cnd Qcondk E k E k E =  +                                                                                                                                                                   (15) 

3 3 4 4k E k E =                                                                                                                                                                  (16) 

4 4 1 1 evp Qevpk E k E k E =  +                                                                                                                                                                   (17) 

Whether there is removal of exergy from a mass stream within the control volume being considered then the 
unit exergy cost of the output stream is equal to the unit exergy cost of the correspondent input stream. 
Therefore, Eqs. (18)-(19) are written. 

3 2k k=                                                                                                                                                                (18) 

1 4k k=                                                                                                                                                                 (19) 

According to the authors [29], a limitation of the theory of exergetic cost, as it was originally formulated, 
consisted of defining the productive structure in relation to the same flows and components present in the 
physical structure. One of the resulting difficulties lies mainly in the adequate treatment of the dissipative units 
and of the residues of the plant [29].  
 
5.2. E Model 

The E Model utilizes total exergy to define fuels and products of the subsystems of the plant. However, when 
a valve is present in the system as a dissipative equipment, the analyst must decide how to treat the valve. It 
is not possible to assign a productive purpose to the valve using only total exergy. Usually, dissipative 
equipment is combined with other subsystems to aid in the production of the final product. Moreover, this plant 
has the characteristic of having two products, which makes the analyst's decision more difficult. Therefore, this 
study presents three options to treat the valve using total exergy, as illustrated in Figure 3. The first option 
(Figure 3a) is to combine the valve with the condenser (where the valve's irreversibility is entirely attributed to 
heat), the second (Figure 3b) is to combine it with the evaporator (where the valve's irreversibility is entirely 
attributed to cold), and the third option (Figure 3c) is to separate it until temperature T0 (ambient temperature), 
where the valve's irreversibility up to that point will be attributed to the condenser, and below temperature T0, 
it will be attributed to the evaporator. This third option appears to be more reasonable since it is consistent to 
consider (from a thermodynamic point of view) that until temperature T0, the valve contributes to the heat 
production and below the ambient temperature, it contributes to the cooling production. 



 
a) b) c) 

Figure. 3.  Three physical structure layouts for the treatment of the valve: a) valve with the condenser; b) 
valve with the evaporator; c) valve until T0 with condenser, below T0 with evaporator.  

Figures 4 to 6 depict the production diagram for the three possible treatments of the valve using Model E. It is 
worth noting that the main difference between the three diagrams is the input of the subsystem where the valve 
is merged. As previously explained, however now represented in the productive diagram, in Figure 4 the valve 
is merged with the Condenser (E Model - CV), in Figure 5 it is merged with the evaporator (E Model – VE), 
and in Figure 6 the irreversibility of the valve is divided between the condenser and the evaporator. 
In all the productive diagrams analysed in this research, the rectangles represent the actual units or 
subsystems that correspond to the physical equipment of the system. The rhombus and circles are fictitious 
units utilized to connect and/or divide the productive streams. Each subsystem includes input arrows to indicate 
its fuel or resources, and output arrows to indicate its products. The determination of productive streams is 
based on the specific exergy term variation between the inlet and outlet, with positive variation classified as a 
product and negative variation as fuel [19]. In this research, the auxiliary equation for each bifurcation is 
formulated using the multiproduct method, which assumes that the same unit costs apply to all productive 
streams that leave the same subsystem, owing to shared resources and irreversibilities inherent within the 
subsystem [30]. 
 

 

Figure. 4.  Productive diagram for the heat pump system using E Model - CV. 

 

Figure. 5.  Productive diagram for the heat pump system using E Model - VE. 



 

Figure. 6.  Productive diagram for the heat pump system using E Model - CVE. 

5.3. UFS Model 

Despite the increased computational effort required and modelling complexity compared with the E Model, the 
application of the UFS Model [20] is justified because there is a valve in the system. To be more specific, there 
are two additional exergy terms for every equipment in the productive diagram to define fuel and product, 
compared to the E Model. The valve is now isolated, and there is no longer a need to merge this component 
with another to achieve its intended production purpose. Figure 7 represent the productive diagram of the heat 
pump system using the UFS Model. As already explained, this model utilizes physical exergy disaggregated 
into internal energy (EU), flow work (EF), and entropic term (ES). 

 

Figure. 7.  Productive diagram for the heat pump system using UFS Model. 

5.4. A&F Model 

The diagram depicted in Figure 8 showcases the use of the A&F Model [22] in the heat pump system for the 
isolation of valves and the determination of their products and fuels via the utilization of Helmholtz energy (EA) 
and flow work (EF) terms.  

 

Figure. 8.  Productive diagram for the heat pump system using A&F Model. 



By employing these terms, the model allows for the appropriate handling of this dissipative component. The 
pro of the A&F Model over the E Model, in this study, is attributed to its ability to isolate valves. Regarding the 
UFS model, both models can isolate dissipative components, but the A&F Model achieves this via a simpler 
exergy disaggregation using only two terms, as opposed to the three terms used by UFS. Consequently, the 
A&F Model's simplicity and universality are its main advantages. Furthermore, compared to the UFS Model, 
the A&F Model reduces the number of flows, junctions-bifurcations, and cost equations, resulting in a 
significantly lower degree of complexity and computational requirements. 

 

5.5. Localized physical exergy disaggregation (E Model – LD). 

The localized physical exergy disaggregation [21] is used to disaggregate physical exergy only in dissipative 
equipment where the total exergy is not enough to define a productive purpose for the equipment. In this case 
study, the valve is a dissipative equipment, and therefore, the disaggregation of physical exergy into its 
Helmholtz energy (EA) and flow work (EF) terms was only used in the definition of fuel and product for this 
equipment. It should be noted that other methodologies could be used to isolate the valve as long as fuel and 
products could be defined. However, in this work, the A&F model was chosen, which is the thermoeconomic 
model with the fewest exergy terms capable of defining input and output for the valve. In other words, where 
total exergy can be used, it is used; where it is not possible, the disaggregation of physical exergy is a viable 
solution. This model has an advantage over other models that use physical exergy disaggregation, as it can 
isolate the valve with fewer flows. The Figure 9 shows the productive diagram for the heat pump system using 
localized physical exergy disaggregation. 

 

 

Figure. 9.  Productive diagram for the heat pump system using localized physical exergy disaggregation. 

6. Results and discussions 
The cost allocation models had to determine the unit exergy cost for both heating and cooling, which was a 
challenge. Regardless of the method used for allocation, the result was a pair of unit exergy costs for both final 
products that lie along a defined straight line, which can be mathematically represented by Eq. (20).  
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Thus, for each model, as the unit exergy cost of heating increases (kEQcond), the unit exergy cost of cooling 
(kEQevp) decreases. The six points in Figure 10 represent pairs of unit exergy costs for heating and cooling 
obtained from the different methods analysed in the study, and they are consistent from a thermoeconomic 
point of view since they belong to the same straight-line solution. 
In Figure 10, it can be observed in the upper corner that when assigning the entire cost of the fuel of the system 
to a single final product, the unit exergy costs will be (0;2.98) and (17.99;0) for the separately produced of 
heating and cooling, respectively. In this same region of the Figure 10, it is possible to identify a green square 
that delimits an area where the costs allocation corresponding to all thermoeconomic methodologies presented 
in this work are contained, highlighting that the results obtained for the unit exergy costs do not present 
significant differences. More specifically, when considering all possible thermoeconomic results for the unit 
exergetic costs of heating and cooling, it is possible to notice that the employed methodologies are 
concentrated within a specific range, with a variation of around 17.5% for heating and cooling. This observation 
can be interpreted as an additional indication that these methodologies demonstrate yield similar results with 
respect to the values found. 
 
 



 

 

Figure. 10.  Results of final unit exergy costs of products 

It is not possible to determine which methodology presents the best/right cost through cost allocation, as all 
the methodologies presented in this study produce coherent results. However, some comparative analysis can 
be made such as among the three possibilities for using Model E presented in the study. It is observed that 
associating the valve with the condenser results in the highest cost of heating among the three possibilities, 
which was expected because all the irreversibility related to the valve is associated with heat, which increases 
his cost. Associating the valve with the evaporator leads to an increase in the cost of cooling, as all the valve 
irreversibility is associated with the evaporator. When there is a rational criterion for dividing the irreversibility 
of the valve (Model E-CVE), an intermediate value is obtained for the costs. It can be observed that the A&F 
model exhibits the highest unit exergy cost of heating. This can be attributed to the fact that all the irreversibility 
of the valve is associated as fuel to the condenser, along with a portion of the irreversibility of the evaporator 
that is also linked as fuel to the condenser (see Figure 8). This is similar to the UFS model. However, in the 
UFS model diagram, a part of the irreversibility of the condenser returns to the cycle as fuel to the compressor, 
which slightly reduces the cost of the condenser product.  
When analysing the TEC, E Model - CVE, and E Model - LD, it is noted that all of them have an implicit or 
explicit rule for dividing the irreversibility of the valve for both final products, which results in intermediate costs 
for these products. It is worth noting that it is more thermodynamically reasonable for the irreversibility of the 
valve to be divided between both final products. However, not all methodologies presented in this study follow 
this procedure, possibly due to the subjectivity of the productive diagram, regarding the productive unit 
interconnection, adopted by the analyst during the implementation of these methodologies. By conducting  a 
more detailed analysis of cost allocation, excluding methodologies that overload the cost of heating (A&F 
Model and E - CV Model) or cooling (E Model - VE), it can be observed that the methodologies that apply a 
more rational criterion for dividing valve irreversibility among final products (TEC, E Model - VCE, E MODEL -
LD, and UFS Model) are concentrated within a specific range, with a variation of about 4% for heating and 
cooling. This conclusion is the result of a more rigorous and precise analysis, which allowed for a clearer 
identification of the methodologies that may be more effective in allocating these costs. 
The information presented in Tables 4 – 5 displays the values of fuel (Fu), product (Pr) and irreversibility (Ir) 
for each individual component of the plant, for each used methodology. It should be noted that although 
different productive structures (fuel and product) are defined, no matter the methodology, the irreversibility 
(fuel-product difference) of each component remains the same. Irreversibility is one of the responsible for 
generating costs in thermoeconomics. However, the methodologies obtain different results since different fuels 
and products are used for the productive units. It is important to highlight that the costs generated by each 
productive units depend on the product-fuel ratio (efficiency). Thus, different cost values are obtained for each 
methodology. 
Table 5 presents a comparison between the subsystems merged in the E model. It is observed that, in the E-
Model-CV, the irreversibility of the Condenser-Valve subsystem is exactly equal to the sum of the irreversibility 
of the equipment when they are separated in the other thermoeconomic methodologies. Similarly, the same 
result can be observed in the E-Model-VE. For the E-Model-CVE, two inputs, two outputs, and two 
irreversibilities were presented, as the valve is partly merged with the condenser and partly with the valve. 
Nevertheless, it is still possible to compare the irreversibility, as the sum of the two irreversibilit ies presented 
in the E-Model-CVE is the same as the sum of the irreversibility of these subsystems when separated in the 
other thermoeconomic methodologies. 



Table 4. Exergy balances of each productive units of the heat pump system. 

Model 
Condenser Valve Evaporator Compressor 

Fu 
[kW]  

Pr 
[kW] 

Ir 
[kW] 

Fu 
[kW]  

Pr 
[kW] 

Ir 
[kW] 

Fu 
[kW]  

Pr 
[kW] 

Ir 
[kW] 

Fu 
[kW]  

Pr 
[kW] 

Ir 
[kW] 

TEC 60.8 37.0 23.8 86.2 76.1 10.1 11.6 6.1 5.5 110.2 82.5 27.7 

UFS  349.1 325.3 23.8 17.1 7.1 10.1 261.6 256.1 5.5 126.8 99.2 27.7 

A&F  60.8 37.0 23.8 17.1 7.1 10.1 36.8 31.4 5.5 110.2 82.5 27.7 

E - LD 60.8 37.0 23.8 17.1 7.1 10.1 11.6 6.1 5.5 110.2 82.5 27.7 

Table 5. Exergy balances of the E Models with heat pump subsystem division. 

Model Condenser  
Valve  

Valve 
Evaporator 

Condenser  
Valve   
Evaporator 

Compressor 

Fu 
[kW]  

Pr 
[kW] 

Ir 
[kW] 

Fu 
[kW]  

Pr 
[kW] 

Ir 
[kW] 

Fu 
[kW]  

Pr 
[kW] 

Ir 
[kW] 

Fu 
[kW]  

Pr 
[kW] 

Ir 
[kW] 

E - CV 70.9 37.0 33.9 - - - - - - 110.2 82.5 27.7 

E - VE - - - 21.7 6.1 15.6 - - - 110.2 82.5 27.7 

E - CVE - - - - - - 
67.2 
15.2 

37 
6.1 

30.2 
 9.1 

110.2 82.5 27.7 

 

7. Conclusions 
This study aimed to present and compare different thermoeconomic methodologies for unit exergy cost 
allocation in a heat pump system with a dissipative valve. The study focused on presenting different options 
for treating the valve in thermoeconomic modelling and comparing the advantages and disadvantages of each 
methodology. The methodologies presented in this study were TEC, E Model, UFS Model, A&F Model, and 
localized physical exergy disaggregation.  
Different models can be used to define fuels and products of subsystems in the presence of a dissipative 
equipment like a valve. The E Model uses total exergy, but it can be challenging to assign a productive purpose 
to the valve. The UFS Model is more complex but allows for the isolation of the valve. The A&F Model isolates 
valves using Helmholtz energy and flow work terms, reducing complexity and computational requirements 
when compared with UFS Model. Finally, localized physical exergy disaggregation can disaggregate physical 
exergy only in dissipative equipment, like valves, where total exergy is not enough to define a productive 
purpose. It is important to observe that while the models define different productive structures, with different 
fuels and products utilized in each production unit, the irreversibility of each component remains constant. 
Therefore, it can be concluded that the models are consistent with thermodynamic principles.  
The results demonstrate that although each methodology presents different results, the differences are not 
significant. Therefore, the methodology to be used will depend on various factors, such as the need to have 
disaggregated equipment or not. Regarding the E Model - CV and E Model - VE, it was observed that they 
tend to overload the cost of heating and cooling, respectively. Conversely, the UFS and A&F Models 
disaggregate the valve but were presented in this study using the productive diagram, which may have some 
arbitrariness in relation to connections, due to the use of productive flow only. Thus, for these methodologies, 
the use of the comprehensive diagram, which combines both productive and physical flows, may be a more 
appropriate option, since the TEC method, which uses physical flows, presents an intermediate cost. 
When considering all possible thermoeconomic results, i.e., all the solution straight line, the obtained results 
are concentrated within approximately 17.5% of the line. However, excluding methodologies that overload the 
cost of heating or cooling, this value would drop to 4%, which indicates that these methodologies did not 
produce significantly distinct results. 
In conclusion, this study provides valuable insights for future decisions in thermoeconomic modelling and 
highlights the importance of a suitable productive structure to explain the productive function of the subsystems 
and flows present in the physical structure of the plant. 
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Nomenclature 

Latin  
A Helmholtz energy [kJ] 
a Specific Helmholtz energy [kJ/kg] 
A&F Helmholtz energy and flow work 
cmp compressor 
cnd condenser 
E Physical exergy 
evp evaporator 
evp evaporator 
F Flow work [kJ] 
H Enthalpic term [kJ] 
h Specific enthalpy [kJ/kg] 
Ir Irreversibility 
k Exergetic unit cost [kW/kW] 
LD Localized physical exergy disaggregation 
P Pressure [kPa] 
Q heat exergy 
S Entropy [kJ/K] 
s Specific entropic [kJ/kgK] 
T Temperature [°C or K] 
TEC Theory of the exergetic cost 
trb turbine 
U Internal energy [kJ] 
UFS  Internal energy, flow work, entropic term   
v Specific volume [m³/ kg] 
vlv valve 
Y thermodynamic magnitudes �̇� Mass flow [m³ /s] 
 
Greek  
ƞ efficiency 
x quality 
 
Subscript  
0 Environmental conditions 
cnd condenser 
evp evaporator 
F Fuel 
i Internal flow 
in Inlet 
out Outlet 
ph Physical 
trb turbine 
vlv valve 
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Abstract: 

An experimental study has been carried out to characterise a laboratory-scale cooling tower (CT) intended to 
provide water to a high temperature radiant cooling system during night-time. The present study evaluates the 
possibility of broadening its operation during daytime to precool the outdoor airflow required for ventilation 
during occupation periods. The performance of the CT combined with a water-to-air coil demonstrates that its 
operation within a water-economiser cycle would result into energy savings and better indoor air quality (IAQ) 
for most summer conditions studied, with the only exception of humid tropical climates. The few non-interesting 
locations can be easily identified regarding the corresponding Köppen-Geiger climate classification, and 
relative energy efficiency of the system at different climates is rather foreseeable through the local wet bulb 
depression (WBD) bin data. This leads to the conclusion that a CT designed to fed TABS during night-time 
can efficiently operate during diurnal occupation periods to remove ventilation loads of the required dedicated 
outdoor air system (DOAS) or support the additional mechanical cooling if required, with little initial cost. 

Keywords: 

Cooling Tower; Free cooling; Water-side economiser; Ventilation air cooling; ANOVA. 

1. Introduction 
Current research and policies being developed towards less energy-consuming buildings aim for energy 
efficient strategies to achieve indoor comfort. Improvements in cooling systems are key steps on this path, 
given the growing trends on energy consumption for space cooling due to global warming and urban heat 
islands, in addition to the quality of life expectations of a population that spends more and more time indoors. 

Ventilation rates have such an impact on buildings energy requirements that it may result appealing to try to 
minimise them. However, it is essential to avoid compromising IAQ, and in this sense strategies such as heat 
recovery, demand control or free cooling are targeted as possible solutions (1). 

Research conducted on Thermally Activated Building Systems (TABS) for space cooling is gaining interest 
due to higher cool water temperatures required, but a Dedicated Outdoor Air System (DOAS) would be always 
required to fulfil ventilation rates established in the standards (2). 

Among the number of existing alternatives designed to simultaneous and efficiently achieve indoor thermal 
comfort and IAQ, those based in the free-cooling potential of outdoor conditions are particularly appealing. 
Low temperature cooling towers (CT) can efficiently exploit this free-cooling potential for either cool ventilation 
air or fed high temperature water cooling systems, though to date little research work has been focused on the 
characterisation of these CT (3,4). In the present paper it is aimed to maximise this free-cooling potential by 
enabling a CT designed to operate during favourable night-time outdoor conditions for TABS cooling, to extend 
its operating hours during daytime within a water-economiser cycle for ventilation air cooling. 

1.1. Water-Economiser cycles 

The simplest solution of directly use cool outdoor air as ventilation air is the only one that could simultaneously 
improve energy efficiency and IAQ when higher airflows are supplied (5,6). The implementation of this all-air 
free-cooling solution is called air-side economiser cycle, and in principle it is always interesting in ventilation 
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systems because it can minimise or even avoid mechanical cooling requirements if outdoor conditions are 
favourable. However, it incurs in also higher fan requirements. 

Some research work focused on this particular issue. Wang and Song (7) approached it considering a steady-
state study in terms of operating conditions and auxiliary fan power consumption, to design the optimal control 
for an air handling unit (AHU) equipped with an economiser cycle. They determined the optimal supply 
temperature and airflow for three different operating zones of (I) 100% free-cooling, (II)partially assisted 
mechanical cooling and (III) minimum airflow supplied, obtaining energy savings of up to 90%. Rackes and 
Waring (8) also defined ranges of optimal temperature set-points and airflows for different building zones and 
periods along a representative day in different seasons. On contrary, from their analysis of the impact of 
changing the ventilation rate on the energy demand, Santos and Leal (1)obtained for the European climatology 
a general lowering of the yearly cooling demand if ventilation rates are increased. Hence, their results showed 
variations on the cooling demand from -0.01 to -0.16 kWh/(m2∙year) when ventilation rate was changed in 
1m3/(h∙person). Besides being favourable for every case studied, they concluded that, although results 
depended on the building type and use, climate is the determinant factor in the case of new buildings in general. 
They all nonetheless agreed in combining different systems with an adequate control to optimise energy 
savings at each operating conditions. 

Control is the core in economiser cycles, which can be on a temperature or enthalpy basis. Although the latter 
can in principle be more energy-saving, its further complexity and relative precision make temperature control 
generally more interesting, provided that climate is not excessively humid. A fixed-dry bulb temperature control 
can then be interesting if set-temperatures are adequately defined according to the climate (5). Hence, 
limitations of these systems are intrinsically related to climate conditions. When outdoor conditions are beyond 
the psychrometric region of interest for air-side economisers applicability, they can still be interesting for water-
side economisers operation. This is because water-side economisers exploit outdoor air free-cooling potential 
indirectly, by cooling water in a CT that later passes through a coil where ventilation air is cooled. However, 
additional electric power requirements due to fans and pumps would have considerable weight in this case, 
thus restricting the range of applicability more importantly. 

Although free-cooling potential for different climate conditions and the related energy savings have been 
extensively studied for air-side economisers for different locations and cases (9), water-economisers have not 
been so widely approached. 

Kim et al. (10) proposed a water-side free-cooling system to provide cooling water required in a liquid desiccant 
system assisted with evaporative cooling that operates with 100% outdoor air. A range of hot and humid 
conditions of dry bulb temperature (DBT) between about 20 and 32°C, and wet bulb temperature (WBT) from 
about 20 to 25°C were tested for the CT operation. With this combined system they obtained COPs of 3 to 20 
times those expected for a conventional chiller. They also obtained important reductions in the chilling demand 
through a similar system proposed for a Data Centre (11). 

Most research work on economisers applications focused on Data Centres, due to the large cooling demands 
involved in these applications, which lead to the existence and development of further numerous technologies 
to efficiently provide the required cooling (12–14). Air-side economisers are particularly appealing for higher 
energy savings are expected, as demonstrated by Cho et al. (15) for subtropical climates. However, some 
authors have directed their studies to specific implementations of water-side economisers because of the 
requirements on air cleanliness and humidity, besides the advantages on the system’s integration within the 
central cooling system (16). Ham and Jeong (16) demonstrated through an annual simulation of a water-side 
economiser modelled in EnergyPlus, that this system would always result into energy savings with respect to 
cooling consumptions in Data Centres. If a proper design of the Data Centre is developed (that is, an aisle 
contained instead of uncontained Data Centre) higher supply temperatures could be set, thus enlarging the 
number of operating hours and consequently the energy savings. Agrawal et al. (17) compared various 
strategies to improve efficiency in air cooling for Data Centres at different locations of 17 climate types. Among 
them, they proposed configurations of 1 or 2 cooling towers to provide cooling water that is later used to precool 
water used in the AHU. Results showed that interest of water-side economisers increased for colder climates 
and that a two-cooling tower configuration would improve energy savings in some cases. Interest of water-
side economiser over indirect evaporative cooling strategies focused on its less water consumptions.  

As could be expected, efficiency of water-side economisers also depends on the season. Durand-Estebe et 
al. (18) obtained, through simulation in TRNSYS of different water-side economiser strategies in a Data Centre, 
optimal temperature set-points of 20°C during Winter, whereas it rises to 24°C for mid-season operation at a 
Mediterranean mild climate. However, these optimal set-points would differ for different case studies in terms 
of air-cooling production or control strategy. Hence, they proposed a control that adapts to the outdoor climate 
operating conditions.  

On the overall, water-side economisers have been demonstrated to be effective. However, as also stated for 
air-side economisers, actual energy savings may not always be significant due to extra fan and pump power 
consumption. Durand-Estebe et al. (18) disregarded the power required by water pumps in water-side 
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economiser cycles, though payed close attention to extra fan power required when air temperature set is 
raised. They in fact obtained an increase in the fan energy consumption of 43% when air temperature is 
modified from 16°C to 24°C to optimise energy savings by reducing heat pump energy requirements by 78%. 

Besides, the installation is voluminous and costly, so it would be only reasonable if energy savings obtained 
balance out the initial investment, costs of water consumption and maintenance of the CT (17–19). 
Nonetheless, initial cost can be justified through the expected energy savings (10). 

The aim of the present study is to assess the energy savings potential of expanding the operation of a CT 
designed for TABS, towards daytime operation in a water-economiser cycle, either to remove ventilation loads 
or to precool supply air when thermal comfort is not achieved by means of the TABS and additional cooling is 
required.  

2. Methodology 
A laboratory-scale device has been designed and constructed. It consists of a low temperature CT combined 
with an external finned coil as a water-to-air heat exchanger. This system would permit the pre-cooling of 
ventilation air through the coil with water previously cooled in the tower. 

The target was to experimentally characterise the operation of this system in diurnal summer air conditions, to 
study the possibilities of expanding the operating period of low temperature cooling towers implemented for 
night-time water cooling for TABS, to daytime operation for cooling ventilation air. 

2.1. Cooling tower 

The experiments are conducted with the open, forced draft wet cooling tower shown in Figure 1. 

 

Figure. 1.  Low temperature cooling tower used for the tests. 

Water is sprayed from the upper part of the tower with the aid of a set of nozzles. The tower is equipped with 
a droplet separator at the air outlet to avoid generation of aerosols and unnecessary water losses. The packing 
consists of polycarbonate panels with a structure of hexagonal cells, offering a total exchange area of 13,5 m2, 
which results in a surface density of 370 m2/m3. The water tank has a total capacity of 100 l; water level can 
be controlled with a level-viewer in the tank and is maintained at 60 l. Air enters the tower through a separate 
orifice in the same water tank, generating the desired counter-flow through the tower filling. Cooled water in 
the tank is then driven to the coil by a water pump placed at the water tank exit, and from the coil to the tower 
nozzles. 

A copper-tube aluminum-fin coil is employed to pre-cool ventilation air with the aid of water cooled in the tower. 
It consists of staggered tubes of 3/8’’ and 3.2mm separation between fins, arranged in 4 columns and 12 rows. 
Its total dimensions are 320x320x90mm. The coil is assembled within a structure to which the air ducts for 
ventilation air are connected. 

The approach of the tower results to be about 5°C, which falls within the expected achievable range in practice 
(20). This high value is due to the also high outdoor air operating temperatures tested in the study, which has 
an important influence on the CT performance owing to results in existing literature (3,10). The outdoor DBT 
is also decisive for the approaching temperature, according to the Analysis of Variance (ANOVA) performed 
from the experimental results obtained in the present work (figure 2.a). However, the approaching temperature 
could be reduced by increasing the air flow rate (3,4), as observed in figure 2.b. 
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Figure. 2. Average approaching temperatures in the CT for increasing (a) outdoor air DBT; and (b) air flow 
rate. 

This high approach justifies the limited effectiveness obtained in the tower (figure 3), as the effectiveness of 
the tower is calculated from the water temperature drop achieved in the tower to the maximum temperature 
drop achievable (1): 𝜀𝜀𝑇𝑇 = (𝑇𝑇𝑇𝑇𝑆𝑆 𝑖𝑖 − 𝑇𝑇𝑇𝑇𝑆𝑆 𝑠𝑠) (𝑇𝑇𝑇𝑇𝑆𝑆 𝑖𝑖 − T𝑆𝑆𝑤𝑤 𝑇𝑇𝑠𝑠 𝑖𝑖)⁄  (1) 

 

Figure. 3. CT effectiveness to approaching temperatures obtained for different air flows. 

2.2. Test bench 

The cooling tower and the coil are connected together as illustrated in figure 4. Air supplied to both the CT and 
the coil is conditioned by an Air Handling Unit that enables the system to operate at the different outdoor 
conditions defined in the design of experiments. Water cooled in the tower would be automatically driven to 
the TABS during night-time, and to the coil for diurnal operation, switched when the building becomes 
occupied. Ventilation air pre-cooled in the coil would be supplied to the conditioned space. 

 

Figure. 4. Configuration of the combined system. 

Measurements of air DBT and RH are acquired at the air inlet and outlet of the CT and the coil, as indicated 
in figure 4. Also, water temperatures are measured in the water circuit at the inlet and outlet of both the coil 
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and the tower. Water flow is measured with a variable area flowmeter at the outlet of the water tank, with ±2% 
accuracy and range from 1.5 to 10 l/min. Air flow is measured through the pressure drop obtained in orifice 
plates placed in the air ducts downstream the AHU plenum for air distribution. 

Temperature sensors are 4-wired Pt-100 with accuracy of ±0.1°C and range from 50 to 250°C. They have 
been calibrated before the tests with a calibration oven. 

RH sensors are capacitive type, ±2% stability and 0 to 100% range, also previously calibrated to a reference 
sensor. 

Pressure drop is measured with differential pressure sensors placed upstream and downstream enough of the 
two orifice plates. These orifice plates have been previously calibrated with a reference nozzle. 

2.3. Design of experiments 

Table 1 presents the design of experiments. Three levels of airflow are studied, while the water flow is fixed at 
4 l/min (and thus not reflected in table 1). This is because only water-to-air flow ratios are of interest (3). The 
consequent operating water-to-air ratios are of about 1.5, 0.9 and 0.8 for levels V1, V2 and V3, respectively. 
Four levels of outdoor air DBT and another four levels of wet bulb temperature (WBT) are proposed. These 
levels are selected to cover the widest range of probable diurnal outdoor air conditions during summer period. 
Conditions for the set T1-W4 belong to the fog region and are thus disregarded; consequently, a total of 90 
tests have been developed. 

Table 1. Design of experiments. 

FACTORS 

V (m3/h) DBT (°C) WBT (°C) 

V1 150 T1 25 W1 18 

V2 250 T2 30 W2 21 

V3 300 T3 35 W3 24 
  

T4 40 W4 27 

 

An AHU is used to reproduce the desired outdoor conditions, as shown in figure 4. Because the variable 
controlled in the AHU was the relative humidity, for each pair of DBT – WBT the corresponding RH was 
calculated, then established as the set condition in the AHU together with the DBT. These operating conditions 
are tested in an arbitrary order and twice to check repeatability. Those tests where repeatability was not 
observed, were developed again and the less reliable tests were disregarded. 

3. Results and discussion 

3.1. Ventilation and cooling potential 

3.1.1. Air temperature drop in the coil 

Figures 5.a) to c) show the air temperature drop obtained in the coil for the different inlet airflow rate, DBT and 
WBT. It can be observed that ventilation air cooling in the coil is influenced by its initial DBT (TCai) and WBT 
(Twb Cai). Higher TCai result into larger temperature drops because the air DBT at the inlet determines the 
logarithmic mean temperature difference (LMTD). But, to understand how Twb Ca i affects air cooling achieved 
in the coil, it must be noticed that outdoor air is used both as operating air in the tower and as ventilation air in 
the coil (TCai=TTai; Twb Cai=TwbTai). Because the WBT determines the water temperature achieved at the outlet 
of the cooling tower (TTwo), then driven to the coil, Twb Ca i also influences the LMTD, though indirectly. 
Increasing Tai yields larger air-to-water temperature differences in the coil. Likewise, both higher Tai and lower 
Twb a i foresee larger water cooling in the tower, hence larger air-to-water temperature differences and then air 
temperature drops in the coil. 

 

Figure. 5. Experimental air temperature drop through the coil for airflows (a) V1, (b) V2, and (c) V3. 
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The ANOVA demonstrate a main contribution of TCai, of 65% on the temperature drop, and a contribution of 
TWB C ai of 15%. Effect of airflow is limited to 8%, and the remaining effect comprehends the effect of dual and 
three factors interactions, as well as a remaining non-determined contribution. 

3.1.2. Ventilation air cooling capacity 

Because only sensible cooling is performed through the coil, 𝑥𝑥𝑅𝑅𝑠𝑠 would be constant and ventilation air cooling 
can be obtained as expressed in equation (2): �̇�𝑄𝑅𝑅𝑠𝑠 = �̇�𝑚𝑅𝑅𝑠𝑠 ∙ (𝐶𝐶𝑝𝑝𝑠𝑠 + 𝐶𝐶𝑝𝑝𝑐𝑐 ∙ 𝑥𝑥𝑅𝑅𝑠𝑠) ∙ ∆𝑇𝑇𝑅𝑅𝑠𝑠 (2) 

Figure 6 represents air cooling achieved in the coil in terms of the the wet bulb depression (WBD), which is 
defined as the difference between the outdoor air DBT and its WBT. For the same reason derived from previous 
figures 5.a) to c), it can be observed that increasing the outdoor air WBD result in larger heat transferred from 
the air cooled in the coil. This is due to better evaporative cooling potential in the tower under larger WBD, 
hence larger water temperature range, which is afterwards used to cool the ventilation airstream in the coil. In 
this case, there is greater influence of the airflow rate, due to the same definition of equation (2). 

 

Figure. 6. Air cooling achieved in the coil at different outdoor air conditions and ventilation airflows. 

The ANOVA developed on this parameter showed a main dependency on airflow, of 50%, being the 
contribution of TCai a 35% whereas Twb Ca i accounts for only 8%. The remaining effect is similarly distributed 
between the effect of the three possible pairs of factors interaction and a non-determined error. 

Consequently, although harsher outdoor air conditions entrain larger thermal loads, they also yield better 
performance. This point agrees with the idea stated by Ma et al. (21) that the external environment at the same 
time hinders the building autonomy and benefits the building homeostasis. 

3.1.3. Coil thermal effectiveness. 

Another interesting parameter to be considered concerning the coil operation is its thermal effectiveness. 
According to the ε-NTU method, thermal effectiveness of the coil can be defined as (3): 𝜀𝜀𝑠𝑠 = (𝑇𝑇𝑅𝑅𝑠𝑠𝑠𝑠 − 𝑇𝑇𝑅𝑅𝑠𝑠𝑖𝑖) (𝑇𝑇𝑅𝑅𝑠𝑠𝑠𝑠 − 𝑇𝑇𝑅𝑅𝑆𝑆𝑖𝑖)⁄  (3) 

 

Figure. 7. Thermal effectiveness in the coil. 
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Figure 7 shows that the difference between TCai and the Twb Ca i has no effect. However, higher airflows imply 
shorter residence times and thus lower air temperature drops, hence smaller thermal efficiencies. This idea 
agrees with the results of the ANOVA on this parameter, as the contribution of the airflow rate is 82%. 

3.2. Total cooling application 

In this section, daytime operation of the cooling tower is studied as a mean to remove the ventilation loads 
generated by the required DOAS for TABS. The TABS are cooled with the night-time operation of the CT as 
the only cooling source and no further mechanical cooling is required during occupation times. The adaptive 
thermal comfort criteria can be fairly considered under these conditions. 

The adaptive thermal comfort criteria is regarded in the existing European standards on indoor environment 
([23] EN 16798-1:2019 Standard: Energy Performance of Buildings. Ventilation for Buildings. Part 1: Indoor 
Environmental Parameters for Design and Assessment of Energy Performance of Buildings Addressing Indoor 
Air Quality, Thermal Environment, Lighting and Acoustics. Module M1-6., n.d.) as suitable when there is no 
mechanical cooling and occupants can adapt to the thermal conditions by operating windows or modifying 
their clothing.  

Some authors conceive adaptive comfort for buildings where TABS are implemented for thermal mass cooling, 
if water cooling demand is supported through low energy means. Whether considering adaptive or 
conventional thermal comfort models for TABS is thoroughly studied by Sourbron and Helsen (23). According 
to these authors every criterion would be valid in these cases, but they highlight that the key of the decision 
among existing models lays on the conflict between energy savings and strict comfort requirements. Pfafferot 
et al. (24) state that buildings with TABS fed by ground cooling should be considered as ‘‘mixed-mode 
buildings’’, and decide to consider the adaptive models. They nonetheless concede that further research on 
their applicability for these cases would be needed. The suitability of adaptive thermal comfort models for 
radiant cooling panels with water cooled in a CT is evaluated by Memon et al. (25), obtaining adequate indoor 
conditions in naturally ventilated spaces.  

 

 

Figure. 8. Temperatures achieved in the ventilation air precooled in the coil and adaptive comfort ranges to 
be expected. 

To study whether the cooling tower could support ventilation loads during its daytime operation, it would be 
enough to pay attention to supply air temperatures reached in the coil. These are represented in figure 8 within 
the ranges of adaptive comfort defined in the European standard ([23] EN 16798-1:2019 Standard: Energy 
Performance of Buildings. Ventilation for Buildings. Part 1: Indoor Environmental Parameters for Design and 
Assessment of Energy Performance of Buildings Addressing Indoor Air Quality, Thermal Environment, Lighting 
and Acoustics. Module M1-6., n.d.). Because comfort ranges for the adaptive criterion are not defined for 
outdoor air DBT over 30°C, trends have not been extrapolated, and the corresponding limits for 30°C have 
been considered for temperatures over this value. Besides, cases between 25°C and 30°C are scarce, being 
anyhow limited the validity of its application. 

Figure 8 shows that supply air temperatures are maintained within the comfort ranges, except from the cases 
when the harshest outdoor conditions occur working with the highest airflow rate. For these cases, as well as 
for those when TABS and the night-time operation cooling tower as the only cooling source are insufficient, 
additional cooling would be needed during daytime occupation, and adaptive comfort criteria would not be 
acceptable. 
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3.3. Air precooling application 

If additional mechanical cooling is required to achieve comfort, then the adaptive thermal comfort criteria would 
no longer be applicable, and the water-economiser cycle would just reduce the energy demand required by 
the conventional chilling system. 

The energy savings achievable through the water-economiser cycle are calculated for various locations at 
different summer climate types. Four cities Worldwide and then seven Spanish cities have been selected and 
compared to assess the climate applicability of the CT. The considered cooling season spans from May to 
September for the Northern Hemisphere and from November to March for the Southern Hemisphere. 

Worldwide cities selected correspond to the following Köppen-Geiger climate classification (26): (a) London, 
UK (Cfb: Temperate climate without dry season, warm summer); (b) Sydney, Australia (Cfa: Temperate climate 
without dry season, hot summer); (c) Las Vegas, US (Bwh: Arid, desert, hot climate); and (d) Singapore (Af: 
Tropical, rainforest). Climate data used in the study is obtained from Meteonorm databases (27). 

Results obtained for the three airflow levels tested are gathered in table 2. Operating periods are calculated 
for a base temperature of 25°C, as an upper limit set-temperature for indoor thermal comfort in offices in 
summer ([23] EN 16798-1:2019 Standard: Energy Performance of Buildings. Ventilation for Buildings. Part 1: 
Indoor Environmental Parameters for Design and Assessment of Energy Performance of Buildings Addressing 
Indoor Air Quality, Thermal Environment, Lighting and Acoustics. Module M1-6., n.d.). Consequently, number 
of operating hours corresponds to the summer occupation periods (May to September between 8 a.m. and 8 
p.m.) when outdoor DBT is over 25°C. If outdoor air DBT falls below 25°C, the system would operate under 
an air-economiser cycle, while for temperatures above 25°C, the water-economiser cycle would start operating. 
This temperature control is considered over enthalpy control due to its simplicity and less cost; however, 
enthalpy control would be recommendable in humid climates (S. K. Wang, 2001). 

Energy savings are calculated through the correlations obtained for the total air-cooling capacity (Figure 6) 
applied to the climate data at each location on an hourly basis. The corresponding electric energy savings in 
the conventional water chilling system are estimated for a seasonal COP of 2.5.  

Finally, actual energy savings are calculated deducting the electric energy consumption of the circulation 
devices: the water pump and the additional fan power required to support the pressure drop in the cooling 
tower. No additional fan requirements are considered through the coil because it is part of the existing 
ventilation system. 

The power of the water pump (Wpump) used in the tower is of 46W. To obtain the additional fan power 
requirements (Wfan), equation (4) is used:  𝑊𝑊𝑓𝑓𝑠𝑠𝑛𝑛 = ∆𝑃𝑃𝑇𝑇 ∙ �̇�𝑉𝑇𝑇 (4) 

The pressure drop in the cooling tower has been experimentally characterised through equation (5) for different 
air volume flows in the tower. A constant of KT=200 has been obtained, for the pressure drop ΔPT in [hPa]: �̇�𝑉𝑇𝑇 = 𝐾𝐾𝑇𝑇 ∙ �∆𝑃𝑃𝑇𝑇 (5) 

Table 2. Operating periods and expected energy savings (World) 

CITY 
Water-economiser cycle 

operating period 

No. hours / % summer 

Air cooling 

[kWh] 

Energy savings (no 
aux.)* 

[kWhe] 

Energy savings 

[kWhe] 
Airflow 
level 

LONDON 58 11.6 4.6 1.8 V1 

(Cfb) 2.9% 13.6 5.4 2.1 V2 

  16.3 6.5 2.8 V3 

SYDNEY 540 91.6 36.6 10.5 V1 

(Cfa) 27.5% 106.8 42.7 12.0 V2 

  132.7 53.1 18.0 V3 

LAS VEGAS 1772 935.8 374.3 288.6 V1 

(BWh) 89.1% 1124.7 449.9 348.9 V2 

  1199.7 479.9 364.8 V3 

SINGAPORE 1846 159.1 63.6 -25.6 V1 

(Af) 92.8% 177.8 71.1 -34.0 V2 

  268.6 107.4 -12.4 V3 

*Without considering additional power consumption of the auxiliary devices. 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

Table 2 shows how harsh climate conditions may enable the cooling tower to operate during longer daytime 
periods with larger energy savings. Indeed, the system would operate during around 90% of the summer -
daytime occupation- period at Las Vegas. However, particularly humid climates like Singapore would have 
long operating periods but low effectiveness, yielding negative energy savings. It can also be observed that 
increasing airflows always allow larger energy savings, despite also larger pressure drops in the CT and the 
consequent extra fan power requirements. 

A second study has been conducted for seven Spanish climates according to the Spanish building code (28) 
and the Köppen-Geiger classification (26): (i) Avila – E1/Csb (Temperate climate, dry warm summer); (ii) 
Barcelona – C2/ Csa (Temperate climate, dry hot summer); (iii) Bilbao – C1/ Cfb (Temperate climate without 
dry season, warm summer); (iv) Madrid – D3/ Csa (Temperate climate, dry hot summer); (v) Sevilla – B4 / Csa 
(Temperate climate, dry hot summer); (vi) Valencia – B3/ Csa (Temperate climate, dry hot summer); (vii) 
Valladolid – D2 / Csb (Temperate climate, dry warm summer). Concerning the Spanish building code climate 
index (composed by a letter and a number), only the number is of interest here, which refers to the summer 
climate harshness. Climate data used in this study has been obtained from the Spanish building code. Results 
are gathered in Table 3. 

Table 3. Operating periods and expected energy savings (Spain) 

CITY 
Water-economiser cycle 

operating period 

No. hours / % summer 

Air cooling 

[kWh] 

Energy savings (no 
aux.)* 

[kWhe] 

Energy savings 

[kWhe] 
Airflow level 

Avila 323 133.1 53.3 37.6 V1 

(E1/ Csb) 16.2% 159.4 63.7 45.4 V2 

  173.6 69.5 48.5 V3 

Bilbao 

(C1/ Cfb) 

288 

14.5% 

65.0 26.0 12.1 V1 

76.6 30.6 14.2 V2 

90.2 36.1 17.4 V3 

Barcelona 579 120.5 48.2 20.2 V1 

(C2/ Csa) 29.1% 141.7 56.7 23.7 V2 

  169.2 67.7 30.1 V3 

Valladolid 

(D2/ Csb) 

715 

35.9% 

280.9 112.4 77.8 V1 

336.0 134.4 93.7 V2 

367.8 147.1 100.7 V3 

Valencia 924 205.5 82.2 37.5 V1 

(B3/ Csa) 46.5% 242.2 96.9 44.3 V2 

  285.8 114.3 54.4 V3 

Madrid 873 353.7 141.5 99.3 V1 

(D3/ Csa) 43.9% 423.3 169.3 119.6 V2 

  462.0 184.8 128.1 V3 

Sevilla 1405 519.1 207.7 139.7 V1 

(B4/ Csa) 70.6% 620.1 248.1 168.0 V2 

  683.2 273.3 182.1 V3 

*Without considering additional power consumption of the auxiliary devices. 

Again, increasing airflow levels entrain larger energy savings, despite additional consumption of the fan. On 
the other hand, longer operating periods do not necessarily involve larger savings. This is because a simple 
fixed DBT control is performed whereas it has been demonstrated that the system performance is highly 
dependent on the WBD. However, despite an enthalpy control of the cooling tower operating periods would 
provide more coherent results concerning number of operating hours and energy savings achieved, it would 
not be interesting due to its greater complexity and given that energy savings are anyway positive. 

Hence, the achievable energy savings cannot be foreseen in detail if only the climate harshness index of the 
Spanish building code and the operating hours are considered. More humid climates incur into worse results 
than those expected regarding the operating hours. The cases of Madrid and Valencia, Avila and Bilbao, and 
Valladolid and Barcelona have the same climate classification in summer, but Valencia, Bilbao, and Barcelona 
are more humid climates. Hence, energy savings are of about 2.5, 3, and near 4 times higher for Madrid, Avila, 
and Valladolid, respectively. This lack of direct connection among operating hours and energy savings 
highlights the importance of carefully considering the climate of the location, to avoid excessive energy 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

consumptions of the circulation devices. For this reason, summer climate classification in the Spanish building 
code would be insufficient to foresee the applicability of this system. Consequently, to better study the interest 
of the cooling tower diurnal operation, the WBD bin-data of the target location rises as a key point of study, if 
faced to the experimental results of the system (9). This comparison is illustrated in figures 9 (a) to (g). 

(a) Avila 
 

(c) Valladolid 
 

(e) Madrid 

(b) Bilbao 
 

(d) Barcelona 
 

(f) Valencia 

 
(g) Sevilla 

Figure. 9. WBD-bin data of the selected Spanish cities compared to the system’s cooling capacity. 

In these figures, WBD of up to 20°C are considered, for being these the ones experimentally characterised. 
The cooling capacity of the system at V3 is represented, deducting the additional fan and pump power 
requirements. It can be seen how climates with larger WBD ranges would enable more energy savings, thereby 
justifying the values obtained in table 3.  Therefore, from figure 9 Avila, Valladolid, Madrid and Sevilla would 
appear to be the most interesting locations for day-time operation of the cooling tower to pre-cool ventilation 
air, and actually are the ones with better results (table 3). 

4. Conclusions and future work 
A low temperature cooling tower has been experimentally characterised at a laboratory scale. Water cooled in 
the CT is used for ventilation air cooling in a water-to-air coil through a water-economiser cycle. 

The performance of the CT is studied for three water-to-airflow rates of 0.8, 0.9 and 1.5, keeping the water 
flow constant, four DBT and four WBT. An ANOVA demonstrates that the airflow factor has the largest 
contribution to the water-economiser cycle thermal effectiveness and cooling capacity. Increased airflow yields 
larger energy savings, together with better IAQ expectations, despite higher fan power requirements. 

Energy savings have been calculated for 4 cities Worldwide (London, Sydney, Las Vegas and Singapore) and 
seven Spanish cities. It was seen that, although the best results were obtained for the driest climates, 
broadening the operation period of the CT would result into positive energy savings for all cases studied but 
for Singapore. 

Non-interesting humid climates can be easily identified regarding the WBD-bin data. On contrary, the Spanish 
building code climate classification for summer is not detailed enough to foresee the locations where the 
system proposed would have better potential, as it does not consider the humidity of the summer season. 
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At those climates where the water-economiser cycle is effective, the use of fixed DBT control is enough to 
switch between an air or a water-economiser cycle. This option is preferable over an enthalpy control, due to 
its higher simplicity and the positive energy savings obtained at these climates. 

Thanks to positive energy savings and no significant investment required, it is interesting in most cases to 
expand to daytime operation of an existing CT for night-time TABS cooling, either to simply supply ventilation 
loads or to pre-cool air if auxiliary mechanical cooling is needed. 
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Nomenclature �̇�𝑄 heat transfer rate, W �̇�𝑚 mass flow, kg/s �̇�𝑉 volume flow, m3/s 

T dry bulb temperature, °C 

Twb wet bulb temperature, °C 

x absolute humidity, kgvapor/kgdry air 

cp heat capacity, kJ/(kgdry air ∙K) 

RH Relative Humidity, % 

P fan/pump power, W 

ΔP Pressure drop, Pa 

KT pressure drop constant in the tower 

ε Thermal effectiveness 

Subscripts and superscripts 
o outlet 

i inlet 

T tower 

C coil 

a air 

w water 

v vapor 

Abbreviations: 

AHU=Air handling unit 

ANOVA= Analysis of Variance 

COP=Coefficient of Performance 

CT=cooling tower  

DBT=Dry bulb temperature 

DOAS=Dedicated Outdoor Air System  

IAQ= Indoor air quality 

RH=Relative Humidity 

TABS=Thermally Activated Building Systems  

WBD=Wet bulb depression  

WBT= Wet bulb temperature 
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Abstract: 

Most of the literature models for condensation heat transfer prediction are based on specific experimental 
parameters and are not general in nature for applications to fluids and non-experimental thermodynamic 
conditions. Nearly all correlations are created to predict data in normal HVAC conditions below 40°C. High 
temperature heat pumps operate at much higher parameters. This paper aims to create a general model for 
the calculation of heat transfer coefficients during flow condensation which could be applied to a wide range 
of fluids and thermodynamical parameters up to the vicinity of the critical point. To achieve this goal authors 
present a model based on Feed Forward  Neural Network. The designed neural network consists of 5 hidden 
layers and utilizes ReLu and linear activation functions. The first four layers consist of 50 neurons, and the last 
layer consists of 1 neuron.  The network was trained on a consolidated database which consists of 4659 data 
points for 25 fluids and covers a range of reduced pressure from 0.1 to 0.9 for various mass velocities and 
diameters. Two input variants were considered. For randomly selected test data Mean Square Root achieved  
0.1093 and Mean Absolute Error MAE achieved 0.2243 for the first configuration which consist of 4 
parameters. For the second variant, which consists of 17 parameters,  MSE achieved 0.0452 MAE achieved 
0.1028.   

Keywords: 

condensation; heat transfer coefficient; high value of reduced pressure; increased saturation pressure; artificial 
neural network. 

1. Introduction 
The condensation process in high temperature heat pumps occurs at temperatures higher than 80˚C. There is 
a knowledge gap in the literature for increased saturation temperatures above 90˚C. There is sparse data for 
the corresponding high reduced pressures for lower values of saturation temperature. Most of existing 
experimental data is collected for temperatures below 40 ˚C, which is related to the refrigeration applications 
of low boiling agents. For temperatures higher than 120 ˚C most refrigerants operate around the 
thermodynamic critical point, where rapid changes in viscosity and density of the liquid and vapor phases 
occur, which has a significant impact on interfacial interactions. During the 2022 energy price crisis increased 
demand could be observed for industrial high temperature heat pumps (HTHP). These devices enable energy 
recovery and further utilization in industrial processes.  High temperature heat pumps operate in the vicinity of 
the critical point. Among the others, the thermal and hydraulic issues close to the critical point are the least 
recognized. The larger amount of works are related only to carbon dioxide, much smaller to water. Studies for 
other fluids are very scarce. The ones published are presented in a consolidated database. Only a few 
experiments regard condensation at high saturation temperatures in the near critical area. The basic 
characteristics in flows through the channels at close to critical parameters have been studied since the 50s 
of last century. Nevertheless, the phenomena presenting the specific challenges for the successive 
researchers have been observed and can be outlined as follows: 1) The fluid is very expandable, while the 
thermal diffusivity tends to zero due to very low thermal conductivity and high specific heat. 2) The thermal 
properties change nonlinearly, which is different from the normal liquid or gas flow and leads to new flow 
structures. 3) The absence of surface tension and a capillary effect leads to low pressure loss and low flow 
friction. 4) The buoyancy effect can be more complex. 5) There are expected thermal-mechanical effects and 



several time and spatial scales, related to thermal equilibrium or stability evolution in confined spaces. 
Recently, because of environmental protection requirements, it’s an obligation to look for new working fluids, 
in the case in which physical characteristics are not sufficiently studied. In addition, a large group of these 
fluids are mixtures. In such a case, the issue is further complicated. It’s hard to define the close to the critical 
area due to the temperature glide effect as well as the different thermal and flow properties of the mixture 
components. As a result, there is a risk of the formation of vapor-liquid mixtures with dynamics difficult to 
control. This may happen when one (or more) of the mixture components passes the critical point, while the 
other components remain in the subcritical area. The situation is similar for media containing additives, i.e. 
refrigerant oils, air, or inert gases. Untypical character and high dynamics of phenomena taking place in the 
area close to critical require the selection of working parameters of installation to be chosen very carefully. The 
authors aim to create a general model which can accurately predict the heat transfer coefficient during 
condensation at various values of reduced pressure. A special focus on parameters in the vicinity of critical 
point is a novelty of this research. The authors utilized Feed forward Neural Network which has a different 
structure than the neural network presented by other authors. The new FNN is also significantly smaller.   

Work carried out by other researchers is described in paragraph 1. The consolidated database is described in 
the second paragraph. Feed-forward network model is presented in the next paragraph. The results are 
discussed in the fourth paragraph.  

1.1. Prediction methods that utilize neural networks. 

The study presented by [1] uses machine learning (ML) methods to predict heat transfer coefficients (HTCs) 
for flow condensation in horizontal tubes. A database with a wide range of fluids and experimental conditions 
is compiled to evaluate five ML models. Using XGBoost models, a new universal correlation is developed 
based on the analysis of the most important parameters. The study finds that the ML models perform well in 
predicting the 1213 test data points, with convolutional neural network CNN achieving the best mean absolute 
relative deviation (MARD) of 5.82% and the coefficient of determination (R2) of 0.98 or higher for both XGBoost 
models. XGBoost is better at extrapolating data with reliable performance and the lowest MARD of 19.64%. 
They also created a conventional correlation which mean absolute relative difference achieved 19.21%. Qiou 
et al. [2] gathered a consolidated database of  16953 data points. The consolidated database was divided into 
training and testing data, and an optimization is performed to create the final model architecture consisting of 
dimensionless input parameters and hidden layers. The artificial neural network (ANN) model demonstrates 
excellent accuracy in predicting the test data with a mean absolute error (MAE) of 14.3%, and 92.0%, and 
97.4% of the predicted data fall within ±30% and ±50%, respectively. The performance of the ANN model was 
compared with universal correlations for saturated flow boiling heat transfer which was outperformed by ANN. 
Zhou et al. [3] proposed a new method for predicting heat transfer coefficients in flow condensation in 
mini/microchannels using a consolidated database of 4,882 data points from 37 sources. The data includes 
various parameters such as working fluid, reduced pressures, hydraulic diameters, and mass velocities. Four 
machine learning models were developed and compared, and the ANN and XGBoost models showed the best 
predicting accuracy. These models were able to predict test data with MAEs of 6.8% and 9.1%, respectively. 
The models were also compared to a highly reliable universal correlation and were found to perform better in 
predicting heat transfer coefficients for individual datasheets and different condensation flow regimes. The 
models were able to accurately predict heat transfer coefficients for datasets outside their training database 
when fluid specific information was available. The study shows that machine learning algorithms can be used 
to develop a robust new tool for predicting heat transfer coefficients in flow condensation in mini/micro 
channels. Moradkhani et al. [4] presented a study which focused on the creation of accurate models for 
estimating the condensation heat transfer coefficient (HTC) inside conventional and mini/micro channel heat 
exchangers using machine learning methods. The study evaluated the performance of three different models: 
gaussian process regression (GPR), hybrid radial basis function (HRBF), and interpolating-based radial basis 
function (RBF). The study also presented a new general correlation using the least square fitting method 
(LSFM). The study evaluated the accuracy of earlier HTC models and found a lack of more accurate models 
for condensation heat transfer coefficient (HTC) in conventional and mini/micro channels. Among the intelligent 
method-based models, the GPR model showed the highest accuracy for the testing dataset with an average 
absolute relative deviation of 4.50%, and it was selected as the most reliable model for predicting the HTC in 
different channels. The study also developed a new conventional general HTC correlation.  

2. Consolidated database 
The consolidated database is presented in the Table 1. It consists of data presented in 28 publications for 21 
fluids. Mass velocity varies from 75 to 1400 kg/(m2 ·s), reduced pressure varies from 0.1 to 0.9 and diameters 
vary from 0.76 mm to 15 mm. The first 22 sources which consist form almost 2900 data points were used to 
train neural networks. 6 last sources  are intended for ANN testing 

 

 

 



Table 1.  Consolidated Database. 

number Authors Diameter 
[mm] 

Fluid 
[-] 

Mass 
Velocity G  
[kg/(m2·s)] 

Reduced 
Pressure Pr 
[-] 

Number of 
Points [-] 

1 Mcdonald et al. 
[5,6] 

0.76-1.45 R290 150-450 0.254-0.809 260 

2 Aroonat [7] 8.1 R134a 300-500 0.251-0.325 54 
3 Cavallini et al. [8] 8 R22, R410a, 

R32, 
R236ea,R134a, 
R125 

100-800 0.307-0.55 251 

4 Cavallini et al. [9] 1.4 R134a, R410a 200-1400 0.251 77 
5 Cavallini et al. 

[10] 
0.96 R32, R254fa 100-1200 0.068-0.428 117 

6 Keiratch [11] 0.86-3 R404a 200-800 0.382-0.618 522 
7 Garimella et 

al.[12] 
0.76-1.52 R410a 200-800 0.805-0.899 214 

8 Jiang et al. [13] 9.4 R410a, R404a 200-800 0.8005-0.9 416 
9 Fonk and 

Garimella[14] 
1.4 R717 75-150 0.103-  

0.231 

 

75 

10 Andersen [15] 3.05 R410a 400-800 0.8  52 
11 Del Co et al. [16] 0.96 R1234yf 200-1000 0.3007 67 
12 Del Co et al. [17] 0.762 Propane 100-1000 0.3225 63 

13 Longo et al. [18] 4 R290, 
PROPYLENE, 

R404a 

75-300 0.25-0.322 194 

 14  Longo et al. [19]  4  R32, R410a  100-800 0.33-0.49  159 
 15  Longo et al. [20]  4  R134a, R152a, 

R1234yf, 
R1234ze(e) 

 75-600 0.13-0.3  280 

 16  Ghim and Lee 
[21] 

 7.75   R245fa  150-500 0.093  20 

17 Patel et al. [22] 1 R134a, 
R1234yf 

202-811 0.256-0.3 77 

18 Zhuang et al. 
[23] 

4 Ethane 101-255 0.22-0.522 230 

19 Song et al. [24] 4 R14 200-650 0.27-0.79 189 
20 Zhuang et al. 

[25] 
4 Methane 99-254 0.43-0.76 286 

21 Milkie et al. [26] 7.75 R245fa, n-
PENTANE 

150-600 0.04-0.17 266 

22 Keniar and 
Garimella [27] 

1.55 R245fa, R134a, 
R1234ze(E) 

50-200 0.05-0.32 149 

23 Moriera et al. 
[28] 

9.43 R134a, 
PROPYLENE, 
R290, R600a 

50-250 0.12-0.32 140 

24 Huang et al. [29] 0.00418 R410a 200-600 0.49 35 

25 Illan-Gomez et 
al. [30] 

1.16 R1234yf 350-945 0.23-0.43 219 

26 Del Col et al. [31] 1 Propylen 80-1000 0.35 109 

27 Azzolin et al. [32] 3.4 R134a 50-200 0.25 73 

28 Berto et al. [33]  R245fa 30-150 0.68 124 

  0.76-9.4 25 fluids 75-1400 0.103-0.9 1916 

3. Neural network model 
The previously cited studies [1–4]show that the use of the artificial intelligence method can give better results 
than conventional correlations for predicting the heat transfer coefficient. During the initial tests, 3 methods 
were investigated: Feedforward Neural Networks (FNN), Convolutional Neural Networks (CNN), and the k-
means clustering algorithm. The results provided by FNN were the most promising and the authors decided to 



pursue this approach. Artificial Neural Network ANN showcased high quality results also in [34,35]. A multi-
layer neural network was developed to train the prediction of the heat transfer coefficient during flow 
condensation. The scheme of this network is presented in the Figure 1.  

 

Figure. 1.  Scheme of designed neural network. 

The applied neural network uses activation functions (FA), such as ReLu (fR) 𝑓𝑅(𝑥) = max(0, 𝑥) and Linear 𝑓𝐿(𝑥) = 𝑥. ReLu is used on 4 first layers, and the last layer utilizes linear function. The authors of the work 
tried to make the architecture of the network used as simple as possible, and at the same time give the best 
results. Finally, 5 hidden layers were used with 50 neurons in the first layer (M=50), 50 neurons in the second 
layer (N=50), 50 neurons in the fourth layer (D=50), 50 neurons in the third layer (P=50),  and 1 neuron in the 
last layer (Q=1). The output (𝑦𝑜𝑢𝑡)signal from the network is described by the relation: 𝑦𝑜𝑢𝑡(𝑥, 𝜔) = 𝑓𝐿(∑ 𝜔𝑗𝑖𝐼 ∙ 𝑥𝑖𝑄𝑖=1 (∑ 𝜔𝑜𝑢𝑡𝑓𝐿(∑ 𝜔𝑙𝑘𝐼𝐼𝐼𝑓𝑅(∑ 𝜔𝑘𝑗𝐼𝐼 𝑓𝑅(∑ 𝜔𝑗𝑖𝐼 ∙ 𝑥𝑖 + 𝜔𝑗0𝐼𝑀𝑖=1 )𝑁𝑗=1 +𝐷𝑘=1𝑃𝑙=1𝜔𝑘0𝐼𝐼 ) + 𝜔𝑙0𝐼𝐼𝐼) + 𝜔0𝑢𝑡𝑂𝑖𝑣 ) + 𝜔𝑙0𝐼𝐼𝐼)                  (1) 

Signals 𝑥(𝑘) = [𝑥1, … , 𝑥𝑀]given to the input k neuron multiplied by sets of weights𝜔(𝑘) are sent to the next 
fully connected layer. The vector of initial weights 𝜔(𝑘) = [𝜔1, … , 𝜔𝑀] is randomized from the range (0,1). 
Given the research results described in [36] the Adam algorithm was used to teach the networks under study. 
The network performance error was calculated as the difference between expected 𝑦 and output �̂� based on 
Mean Squared Error (MSE) and Mean Average Error (MAE) for all n observations i;i = 1..𝑛;  𝑀𝑆𝐸(𝑦, �̂�) = 1/𝑛∑ (𝑦(𝑖) − �̂�(𝑖))2𝑛𝑖                   (1) 

4. Results 
FNN was trained for two input data configurations. The first one consisted only of basic thermodynamical 
parameters: diameter, flow rate, quality, and reduced pressure (in comparison to critical pressure). The second 
configuration feature also a set of criteria numbers. From the learning database, nearly 800 measurements 
were randomly selected to test the database. A comparison of the two input configurations is presented in the 
Table 2. Both configurations achieved good results for the test dataset. Case 1 with only 4 basic input 
parameters achieved accurate output data of its limited input data.  The second configuration achieved 
significantly better results., which are lower than the measurement errors of most experiments. Most 
experiments regarding measurement of HTC during condensation have measurement errors between 10 and 
20%. It is worth mentioning that the presented ANN was much smaller than the artificial intelligence networks 
presented by [1–4]. Values of MSE and MAE have achieved thanks to data preparation and curation for FNN. 
The expected value was turned into a logarithmic value and rescaled, which enabled FNN to achieve 
formidable results. 

Table 2.  FNN evaluations on the test dataset for different input combinations. 

case number of input 
parameters 

input parameters MSE MAE 

1 4 d, G, Pr, X 0.1093 0.2243 

2 17 d, G, Pr, X, Rev, 
Rel, Pral, Prav, 
Nul, Nuv, CON, 
Bo, Frl, Frv, Frlf, 
Frvf, Wevf 

0.0452 0.1028 



 

Figure. 2.  Histograms that present the distribution of input parameters.  

Histograms which present the distribution of input parameters are present in the Figure 2. Parameters are 
described in the nomenclature section. Most important are diameter, mass velocity, reduced pressure and 
quality which are measured during the experiment. The rest of the parameters are criteria numbers which are 
calculated using fluid properties and mentioned experimental parameters. The learning process of the first 
dataset can be observed in the Fig. 3. Comparison of experimental and calculated values of HTC can be 
observed in the Fig. 4 and the Fig. 5. Value of the expected value and output value for the training dataset 
provides good results for sparse input data. Both variants were trained for 100 epochs.  



  

 

Figure. 3.  Learning graph for the first input configuration 

  

 

 

Figure. 4.  Comparison of experimental heat transfer coefficient and results for the first input configuration. 
Experimental values are blue and FNN output values are red. 
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Figure. 5.  Comparison of HTC value measured during the experiment and ANN output data for the first 
input configuration 

The learning process of the second dataset can be observed in the Fig. 6. Comparison of experimental and 
calculated values of HTC can be observed in the Fig. 7 and in the Fig. 6. Better results can be observed in the 
Fig. 8. than in the Fig. 4. Learning process is significantly faster f second configuration. 

 

Figure. 6. Learning graph for the second input configuration 
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Figure. 7.  Comparison of experimental heat transfer coefficient and results in for the second  input 
configuration. Experimental values are blue and FNN output values are red. 

 
 

 

Figure. 8.  Comparison of HTC value measured during the experiment and ANN output data for the second 
input configuration 
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4. Conclusions 
The authors created a model which can predict heat transfer coefficient during flow condensation. The model 
utilizes Feed Forward Neural Network (FNN). The method was trained on the consolidated experimental 
database which consists of 4659 data points. The consolidated database covers various parameters of 
diameter, mass velocities, and reduced pressures ranging from 0.1 to 0.9. The proposed Feed Forward Neural 
network achieved very good results for randomly selected data points. Designed FNN consists of 5 hidden 
layers and utilizes ReLu and linear activation functions. ADAM algorithm was used for training. Mean Square 
Root MSE achieved 0.1093 and Mean Absolute Error MAE achieved 0.2243 for the first variant. For the second 
variant, MSE achieved 0.0452 MAE achieved 0.1028. The value of MAE achieved by the second configuration 
is lower than the measurement error of most experiments. It is important to mention that created FNN is 
relatively small, but it managed to provide good results. The created network consists of 5 layers.  Further 
development of work is required to gather more experimental data points from different experiments than used 
in testing data and testing created FNN on a new dataset. This will allow to test the new method in a real-case 
scenario. 

Nomenclature 
ANN Artificial Neural Network,  

d diameter, m 

G mass velocity, kg/(m^2·s) Pr reduced pressure -ratio of pressure to critical pressure, - Rel Reynolds number for saturated liquid 𝑅𝑒𝑙 = 𝐺𝐷𝜇𝑙 , - Rev Reynolds number for saturated vapour 𝑅𝑒𝑣 = 𝐺𝐷𝜇𝑣, - t temperature, °C Wel Weber number for saturated liquid 𝑊𝑒𝑙 = 𝐺2𝐷𝜌𝑙 , - x Quality, - HTC heat transfer coefficient , kW/(m2K) FNN Feed Forward Neural Network, - ML Machine Learning, - CNN Convolutional Neural Network, - Pral Prandtl number for saturated liquid, - Prav Prandtl number for saturated vapour, - Nul Nusselt number for saturated liquid, - Nuv Nusselt number for saturated vapour, - CON Confinement Number, - Bo Bond number, - Frl Froude number for saturated liquid, - Frv Froude number for saturated vapour, - Frlf Froude number for liquid fraction, - Frvf Froude number for vapour fraction, - 

Wevf Weber number for vapour fraction, - 
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Abstract: 

Moisture control is essential for appropriate indoor air quality, mainly in humid regions. Liquid desiccant 
dehumidification system is among the latest techniques used to minimize the humidity indoors and maintain 
thermal comfort, requiring less energy than dehumidification through conventional refrigeration. In the current 
work, a four-stage dehumidifier is constructed, which consists of a dynamic packing soaked in the solution 
containing the desiccant. The linear motion of packing is induced by a cam spring follower mechanism powered 
by a motor. Celdek 7090 is used as packing along with Calcium Chloride of different concentrations as 
desiccant.  Experiments are conducted for varying air velocity, desiccant concentration, and inlet dry bulb 
temperature. Input parameters are noted and performance parameters such as coefficient of performance, 
moisture removal rate, dehumidification efficiency, and humidity and temperature drops are evaluated. Results 
indicate that an increase in the desiccant concentration yields larger dehumidification, though 40% desiccant 
concentration led to adverse effects on the system components and hindered the flow. Rise in the inlet 
temperature slightly raised the dehumidification. System gave maximum moisture removal rate, 
dehumidification efficiency, and coefficient of performance equal to 4.83 g/s, 72.74%, and 4.35 respectively. 
Results also showed that increasing air velocity reduced the dehumidification efficiency. Air quality check 
conducted on the exit air, it is found that air quality is good and meets ASHRAE standards. 

Keywords: 

Multistage dehumidifier; desiccant; coefficient of performance; dehumidification effectiveness; air quality. 

1. Introduction 
Due to the rise in the world’s population, there is a significant increase in the energy consumption. Air 
conditioning (AC) alone comprises 50% of the overall building energy utilization [1]. It is thus critical to improve 
the energy efficiency when controlling the temperature and humidity within the occupied spaces. In AC, the 
temperature is maintained below dew point temperature to remove moisture by condensation [2]. Due to water 
collection, there is a risk of growth of the mold and bacteria, with the consequent undesirable health effects. 
Therefore, to remove more moisture, reheater is required [3]. Desiccant dehumidification is an alternative 
approach which can provide high air quality and meet thermal comfort conditions [4]. Liquid desiccant 
dehumidification system (LDDS) is an alternative option where that dehumidifies the air with the use of liquid 
desiccant. Humid air is driven through the duct and interacts with the packing, where there moisture 
condensates [5]. This is due to the vapor pressure difference between the desiccant and the air. As the 
concentration of the desiccant increases, there is a drop in the vapor pressure of the desiccant and the 
moisture diffuses from the higher to the lower concentration [6]. Some of the packings which are commercially 
available are Celdek and Aspen packing. Celdek packing gives high wettability value. Wettability is the 
desiccant holding capacity of the packing. Lithium bromide (Li Br) and Lithium Chloride (Li Cl) are commonly 
used desiccants which yielded good dehumidification, but they are corrosive [7]. This issue can be overcome 
using less corrosive desiccants such as Calcium Chloride (Ca Cl2) and potassium formate (HCO2K) [8]. 
Thickness of the packing and desiccant concentration are decisive on the dehumidification performance [9]. 
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Outside climate is another factor which determines the dehumidifier performance. In the majority of the 
systems, the packing is static, single stage, and the type of flow between the air and the desiccant is either 
counter or cross flow [10]. Counter flow can result into higher performance. Some articles in the literature focus 
on multistage and dynamic dehumidifiers.  

Air can be driven through one or more packings. Similarly, the packing may be static or dynamic. Dong et al. 
[11] studied a corrugated, S-shaped, PVC, and a globular shaped, polypropylene packing. the performance of 
the dehumidifier was evaluated for the inlet air flow rate and temperature. In terms of the moisture 
effectiveness, corrugated packing gave better results than S-shaped packing. Globular packing gave the least 
performance among all. Wang et al. [12] worked on a counterflow liquid desiccant dehumidifier which used 
structured packing with wettability of 650 m2/m3. Experiments were conducted for variable packing height, 
climatic conditions, and air velocity. The system gave a moisture effectiveness of 0.6 and moisture removal 
rate of 0.9 g/s. Jain et al. [13] built a dehumidifier unit which comprised a cooling tower, heat exchanger, 
regenerator and control unit. The desiccant used by the unit was Ca Cl2 and Li Cl, and the desiccant 
concentration and air flow rate were varied. Results indicated that change in the specific humidity of Lithium 
Chloride and Calcium Chloride was found to be 5.86 and 1.77 g/kg. Bouzenada et al. [14] developed a 
desiccant air conditioning system which used Ca Cl2 as desiccant. Operating parameters such as air 
temperature, humidity and air velocity were varied and found that absorption mass rate varied linearly with the 
inlet air humidity. Results indicated that the system gave a vapor pressure of 20 Pa. Lu et al. [15] worked on 
LDDS where the inlet air humidity ratio and temperature were varied. Experimental test rig was developed and 
found that outlet desiccant and air temperature increased with the inlet conditions. Solution fraction increase 
gave a drop in the outlet humidity. Seenivasan et al. [16] compared the performance of single and two stage 
dehumidifiers. Air flow rate were varied and found that there was a drop in the dehumidification effectiveness. 
There was a rise in the condensation rate with the increase in the desiccant flow rate. Also, the performances 
varied with the desiccant concentrations and found that moisture removal rate increased significantly. Results 
inferred that two-stage dehumidifier performed better than single stage dehumidifier. Cheng et al. [17] worked 
on a multistage dehumidifier and conducted experiments for different number of packing stages. The system 
used Li Cl solution which interacted with the humid air in cross flow direction. Results indicated that 
dehumidification efficiency was mainly affected by air flow rate and solution flow rate, and the system gave a 
dehumidification efficiency of 80%. Li et al. [18] performed an experimental study on a multistage planar 
membrane dehumidifier both counter and parallel flow arrangements. Nafion 212 membranes were used, and 
the inlet operating conditions were initially maintained at 27⁰C, then varied. Performance parameters were 
obtained by varying the temperatures, relative humidity, and air flow rate. Results indicated that counter flow 
dehumidifier gave better performance compared to the parallel type.  

After reviewing the literature, it is found that most of the papers used counter and cross flow types, while 
desiccant used were Li Cl and Ca Cl2. Celdek packing is widely used, which gave high wettability. Few works 
focused on the variation of the climatic conditions and the solution flow rate. Most research focus on single 
stage static dehumidifiers, while research related to multistage dynamic dehumidifiers is scarce. Also, the 
study of the influence of the desiccant concentration variation and the climatic conditions on the system 
performance are limited. To overcome these gaps, a multistage reciprocating dehumidifier is constructed 
where the desiccant concentration and inlet climatic conditions were varied to obtain the performance 
parameters such as moisture removal rate and moisture effectiveness. Energy efficiency is also studied and 
expressed in the form of the COP. 

2. Methodology 
Figure.1 shows the psychrometric process in the desiccant dehumidification system.  

 

Figure.1. Psychometric process representing dehumidification. 
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The air gets dehumidified as it passes through the reciprocating packing system. WA, TA are the air specific 
humidity and temperature at the inlet, while WB, TB are the air specific humidity and temperature at the outlet. 
In the dehumidification process, the temperature of air increases as the specific humidity drops.  

 

The moisture removed from the air (MRR) is given by equation (1), which is evaluated by the product of air 
flow rate and difference in specific humidity. 𝑀𝑀𝑃𝑃𝑃𝑃 = (𝜔𝜔𝑖𝑖 − 𝜔𝜔𝑠𝑠) 𝑚𝑚𝑠𝑠̇  (1) 

The dehumidification efficiency given in equation (2) is defined as the ratio of the difference between the inlet 
and outlet specific humidity to the inlet specific humidity and equilibrium specific humidity. 𝜀𝜀 =

𝜔𝜔𝑖𝑖−𝜔𝜔𝑜𝑜𝜔𝜔𝑖𝑖−𝜔𝜔𝑛𝑛𝑒𝑒 (2) 

The mass transfer coefficient is defined as the product of the MRR to the product of the surface area and the 
specific humidity difference of average and equilibrium points. It is given by equation (3). 𝐾𝐾 =

𝐷𝐷𝑅𝑅𝑅𝑅𝐴𝐴 (𝜔𝜔𝑒𝑒𝑒𝑒−𝜔𝜔𝑒𝑒𝑒𝑒,𝑛𝑛𝑒𝑒)
 (3) 

The Coefficient of Performance (COP) is defined as the ratio of the enthalpy difference or heating effect to the 
total energy required. It is shown in equation (4).  𝐶𝐶𝐶𝐶𝑃𝑃 =

𝐻𝐻𝐸𝐸𝐸𝐸𝑛𝑛𝑛𝑛𝑠𝑠𝐸𝐸𝐸𝐸 𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠𝑚𝑚𝑛𝑛𝑐𝑐 (4) 

All the performance parameters are determined using equations (1) to (4) and represented in section 3 in the 
form of graphical representation.  

 

2.1. Multistage dehumidifier test rig construction and operation 

Figure 2 shows the experimental test rig constructed. It mainly consists of an absorber unit where the 
dehumidification process is carried out, composed by four packings at different positions that reciprocate inside 
the desiccant solution.  

The evaporator of a vapour compression refrigeration system is integrated in the absorber to regulate the 
desiccant temperature. Celdek 7090 is used for the multistage packing, which rotates thanks to a 0.3HP motor 
that powers a cam spring follower mechanism. A blower drives the air through a 25cm×25cm and 2.5 m length 
duct, where it interacts with the packing soaked with desiccant. As the air gets dehumidified, the desiccant 
concentration drops due to the water condensation. To regain the due concentration, the desiccant is driven 
to a preheater tank, where it is heated up to approximately 65°C, then driven to the heater tank equipped with 
an electric coil that supplies 1 kW. A separator consisting of baffled structured plates enables the mass transfer 
and the hot desiccant is pumped to a contact device system. The contact device consists of four further 
reciprocating packings where air interacts with the hot desiccant, removing the moisture and cooling it. The 
desiccant at the original concentration is pumped to a radiator where it is further cooled, then supplied to the 
absorber unit. The connection of the different systems is represented in Figure 3.  

In this system, the reciprocating packing gets dipped inside to increase the wettability. The reciprocating action 
is enhanced due to cam follower mechanism powered by a 0.3 HP motor. Air is blown by a 0.5 HP blower and 
interacts with the Ca Cl2 desiccant, which leads to moisture condensation. High desiccant concentration has 
low vapor pressure; hence the air moisture diffuses towards the concentrated desiccant. Low concentration 
desiccant is driven through a regenerator to regain the original concentration. The regenerator consists of a 
preheater, separator, heater and a contact device. Weak desiccant is preheated using the waste condenser 
heat from a VCR cycle. It is driven through the heater where the desiccant is heated to the boiling temperature, 
then enters the separator to eliminate moisture from the solution. The separator contains baffle plates and is 
insulated using Asbestos covering. This completes a first stage of dehumidification. The desiccant moves into 
the contact device where it is in contact with the reciprocating packing. Due to the vapor pressure difference 
between hot desiccant and the fresh air entering the contact device, a second stage dehumidification takes 
place. In the second stage regeneration, due to the packing action, the temperature of the desiccant slightly 
drops down. The high temperature concentrated desiccant is made to pass through the radiator to reduce the 
temperature drastically and the warm desiccant enters the absorber unit where the temperature of the 
desiccant is in equilibrium temperature due to the evaporator coil. Table.1 gives the operating conditions of 
the system. 
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Figure.2: View of the multistage dehumidifier test rig 

 

 

 

 

Figure.3: Scheme of the multistage dehumidifier test rig 
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Table.1. Experimental conditions and parameters studied 

Packing, wettability, type 
of flow and fluids 

Inlet conditions Measuring 
parameters 

Performance 
parameters 

Packing: Celdek 7090, 
 

Wettability: 632 m2/m3 
 

Type of flow: cross flow 
 

Fluids: Air and Calcium 
Chloride desiccant 

 
Cam shaft speed: 10 rpm 

Inlet temperature: 
30 to 42ºC 

 
Mass flow rate: 

0.23 to 0.62 kg/s 
 

Desiccant 
concentration: 

20%, 30% and 40% 

Outlet 
temperature, 

 
relative humidity, 

  
wet bulb 

temperature 

Moisture removal rate, 
 

 COP, 
 

 dehumidification 
efficiency, 

 
mass transfer coefficient 

 

2.2. Measuring instruments 

Several instruments are used to measure the operating parameters. A refractometer is used to measure the 
concentration of the salt. It measures the salinity range between 1 to 100% and has a resolution of 1%. The 
desiccant flow is measured using a flow meter which has a range of flow between 10 to 120 LPM and has a 
pressure value of 20 bar. Dry bulb temperature is measured using Pt100 thermometers with a range from -20 
to 80°C, accuracy ± 0.1˚C, and resolution of 0.1˚C. To measure the wet bulb temperature, a Pt100 thermometer 

with similar specification is used, where the bulb is covered with a soaked cloth. Capacitive hygrometers are 
used to measure the relative humidity, which has a range of 0 to 99%. Anemometer measures the air velocity 
of air which has the range of 0.3 to 30 m/s and resolution 0.1 m/s. Tachometer measures the cam shaft speed 
of rotation which has range of 10 to 9999 rpm and resolution 0.1 rpm. Energy meter measures the total energy 
consumed by the unit during the operation period. It has voltage of 220 V, frequency 50 Hz and current 80 A.  

3. Results and discussion 
Experiments have been conducted by varying the mass flow rate of air and desiccant concentration. For a 
particular concentration, mass flow rate of air is varied from 0.23 kg/s to 0.62 kg/s with an increment of 0.1 
kg/s. Air and desiccant conditions such as air temperature, specific humidity, desiccant concentration, and air 
velocity are measured at the inlet and exit of the system. 

 

Figure. 4. Variation of MRR with mass flow rate of air and inlet DBT 

Figure 4 shows the variation of MRR with the flow rate for different desiccant concentrations. As the 
concentration and mass flow rate increases, MRR also increases. Higher air velocities have higher mass flow 
rates. Even though difference in the humidity ratio decreases for higher mass flow rates, increased mass helps 
to remove more moisture per time unit. This increases the MRR (g/s). As the concentration is increased, vapour 
pressure difference between air and the desiccant also increase. Higher vapour pressure difference increases 
the ability to remove more moisture. Hence, 40% concentration desiccant absorbs more moisture than 20 %. 

Figure 4 also shows the variation of MRR with the inlet air temperatures. For any value of fixed air relative 
humidity, as the air temperature increases, humidity ratio also increases. This increases the dehumidification 
capacity of the air sample. Hence, as the inlet air temperature increases, higher MRR is observed. The results 
show that for 0.52 kg/s air flow rate, MRR increases by 11.79% for 40% desiccant concentration, as compared 
to that of 20% concentration. Similarly, when the inlet temperature varies from 30 to 42°C, MRR increases by 
30.2%. 
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3.1. Outlet DBT 

Figure 5 shows the variation of the exit DBT with the mass flow rate and the inlet DBT for different desiccant 
concentrations. Higher concentrated desiccant can absorb more moisture from the air, or, in other words, 
higher heat of condensation is released. This heat increases the temperature of both the air and the desiccant. 
This leads to a rise in the exit air temperature for all tested cases. As the mass flow rate of the air increases, 
the amount of moisture being condensed reduces, which in turn reduces the exit air temperature.  

Figure 5 also depicts the variation of the exit DBT for different air inlet temperatures. Higher inlet temperature 
increases the temperature rise for any fixed air mass flow rate. This is because higher inlet temperature is 
responsible for higher dehumidification, hence enhanced heat transfer rate, which also increases the air 
temperature. From the tested values, it is observed that the air exit temperature is 4.5% higher for 40 % 
desiccant concentration than for 20% concentration and 0.52 kg/s air flow rate. When the inlet temperature 
varied from 30 to 42°C, exit DBT raises by 83%. 

 

Figure. 5. Variation of outlet DBT of air with mass flow rate and inlet DBT 

3.2. Dehumidification or moisture effectiveness (DE) 

Dehumidification or moisture effectiveness (DE) is the ratio of moisture absorbed by the desiccant to the 
difference between the inlet and equilibrium moisture. Equilibrium moisture is the moisture contained by the 
air sample at the desiccant inlet conditions. It is clearly seen from figure 6 that higher desiccant concentrations 
show higher moisture effectiveness. This is because as the concentration increases, dehumidification also 
increases. For a constant value of equilibrium moisture, higher DE will be observed. As the mass flow rate of 
the moisture increases, DE value decreases resulting in reduced DE. 

 

Figure. 6. Variation of Dehumidification effectiveness with mass flow rate and inlet DBT 

Figure 6 also depicts the variation of DE for various inlet air temperatures. As the air inlet temperature 
increases, DE also increases. Similarly, as the inlet temperature increases, dehumidification capacity of air 
sample increases. For any constant RH condition, specific humidity values are higher for higher temperatures. 
This increases the dehumidification capacity. Hence higher temperature will have higher tendency for 
dehumidification. When the concentration is increased from 20% to 40%, DE increases 11.5% for 0.52 kg/s 
air flow rate. For the same air mass flow rate, when the inlet temperature increases from 30 to 42°C, DE 
increases by 10.6%. 
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3.3. COP 

COP is the ratio of enthalpy change due to the dehumidification to the total energy input to the system. Total 
energy input includes the work supplied to the blower and the motor that runs the cams. It is observed from 
figure 7 that desiccant concentration significantly influences the COP, as the dehumidification values increase 
when increasing the desiccant concentration. Furthermore, as the air mass flow rate increases, COP tends to 
rise. Even though energy input to the blower increases for higher mass flow rates, the increased enthalpy 
difference contributes to higher COP values. It is also seen that higher inlet temperatures tend to enhance the 
COP. This is mainly due to the higher moisture absorbing capacity of the air sample at higher temperatures 
with fixed RH conditions. Concerning the energy requirements, these are independent from the inlet 
temperatures. Consequently, higher inlet DBT increases the enthalpy difference and hence the COP. The 
experimental results reveal that when the desiccant concentration is enhanced from 20 % to 40%, COP rises 
by 48%. Similarly, when the inlet temperature increased from 30 to 42°C, the COP is increased by 45% for 
0.53 kg/s air flow rate. 

 

Figure 7. Variation of COP with mass flow rate and inlet DBT 

4. Conclusions 
Experimental investigations are conducted in a reciprocating multistage dehumidification unit to assess the 
dehumidification performance for different CaCl2 desiccant concentrations and different air inlet temperatures. 
The results obtained can be summarized as follows: 

▪ Multistage reciprocating dehumidification shows better performance as compared to that of a single stage 
stationary type, with higher values of MRR and moisture effectiveness. 

▪ Increasing the concentration from 20 to 40% increases the MRR, DE, and COP by 17.6%, 13.2% and 
53.6%, respectively, for 0.23 kg/s air flow rate. 

▪ When the inlet temperature increased from 30 to 42°C, the performance parameters MRR, DE, and COP 
increased by 27.2%, 34.5% and 49 %, respectively, for 0.23 kg/s air flow rate. 

▪ When the mass flow rate is increased from 0.23 kg/s to 0.72 kg/s, the DBT, humidity ratio, and DE decrease 
by 9.5%,7.2%,16.1%; whereas the MRR and the COP increase by 80% and 95%, respectively, for 20% 
desiccant solution and inlet temperature of 34°C. 

Hence, it is seen that a multistage reciprocating dehumidification unit offers benefits such as higher 
performance with reduced desiccant consumption, as the desiccant remains stationary unlike the conventional 
dehumidification systems. As the four pads are intermittently in contact with air, pressure drop and energy 
consumption are lower. This contributes to more sustainable dehumidification technologies with minimum 
energy consumption and environmental pollution. 
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Greek symbols ε dehumidification effectiveness or efficiency, % 

Subscripts and superscripts 𝑎𝑎 air 𝑎𝑎𝑎𝑎 average 𝑒𝑒𝑒𝑒 equilibrium 𝑖𝑖 inlet 𝑜𝑜 outlet 
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Abstract:

Concentrated Solar Power plants are commonly recognized as one of the most attractive options within car-
bon free power generation technologies because their high efficiency and also because implementation of
hybridization and/or storage is feasible. In this work a small-scale system focused on distributed production,
in the range of kWe (5 kWe to 30 kWe), is modeled. A parabolic dish collects direct solar power towards a
receiver located at its focus. There, the heat transfer fluid increases its temperature for thermal storage or
for directly producing electricity at the power block. Thus, this is a crucial component in CSP systems since
it greatly influences global efficiency. There is a trade-off in the energy balance within the thermal receiver,
since the higher the temperatures it achieves, the higher the radiation losses could be. In this work, a heat
transfer analysis for an air volumetric receiver coupled to a parabolic dish is carried out. The solar receiver
is modeled under steady-state conditions using a detailed set of equations. The model considers the main
losses by convection, conduction and radiation at the glass window and the surrounding insulator. The tem-
peratures and heat transfers along the different receiver zones are computed with a built from scratch in-house
code programmed in Mathematica®. The thermal efficiency mainly depends on the incoming solar irradiance
at the glass window, the receiver geometry and the type of materials considered, as well as on the ambient
temperature. It is expected that this model (precise but not too expensive from the computational viewpoint)
could help to identify the main bottlenecks, paving the way for optimization when designing solar volumetric
receivers in this kind of systems.

Keywords:

Concentrated Solar Power, Solar receiver, Heat transfer, Parabolic dish, Distributed energy.

1. Introduction

A key element in any concentrated solar power (CSP) system is the solar receiver. It can be considered as a
special type of heat exchanger with the aim to convert the input direct solar irradiance into heat for a thermal
fluid. Receiver efficiency is essential to obtain a high efficiency in the overall CSP plant and so, commercial
interest. Heat transfer processes in the solar receiver are very complicated and during the last years many
experimental or simulation studies were conducted in order to propose optimized designs. A recent compilation
of those studies is due to Sedighi et al. [1].

A particularly interesting application of CSP systems is the possibility of producing distributed electricity at the
scale of kWe, close to the consumption place. Solar dishes, for instance, are capable to perform this task with
good efficiencies. A collecting parabolic dish reflects the input solar radiation into a solar receiver located at
parabola focus, where it is transferred to a fluid that uses to be a gas running a thermodynamic cycle.

Particularly, Brayton cycles are being investigated due to their promising features as high efficiency, versatility,
compactness, and possibility to integrate hybridization or storage schemes. Requirements for solar receivers
designed to operate together with Brayton cycles include the necessity to operate at high temperatures (over
about 800◦C) and relatively high pressures [2].

Pressurized volumetric receivers use closed loops, can be compact and reach large efficiency at large tem-
peratures and pressures adequate for Brayton cycles [3]. Moreover, can operate with gases different from air,
as helium, argon, nitrogen or CO2. Their design continue being a challenge nowadays in order to set the basis
for new evolutions of CSP systems, increasingly interesting from an economic perspective. These receivers



are usually closed with a quartz glass window that can reach temperatures about 1200◦C and its cooled by
the thermal fluid itself or through an extra cooling system [4]. Behind the glass, there is a cavity containing
a porous media, the absorber, that is directly impinged by solar radiation. The gas flows through its pores
getting a high temperature. Foam can be metallic or ceramic [5]. The first are more economic and can reach
temperatures about 1450◦C, for instance with Nickel compounds. Other advantages of metal foams include
high porosity and specific surface area, as well as, high mechanical strength. Outer walls of the receivers are
usually thermally isolated from the ambient to minimize heat losses. Aluminum silicate is a usual material with a
low thermal conductivity (around 0.06 W/(m.K) [6]. Bellos et al. [7] have reviewed the most recent technologies
and advances on cavity receiver designs for solar dish concentrators.

Studies and analysis of solar receivers for solar dish applications include experiments and simulations at differ-
ent levels. Zhu et al. [4, 6] performed both studies for an own design. The experimental study was conducted
at Hangzhou, China, and consisted of a compressor, a dish and a receiver with a Ni foam absorber [4]. Varia-
tions with time of different parameters as energy and exergy efficiencies, heat losses, temperatures, pressures
were performed at real solar conditions in a period with approximately constant direct normal irradiance (DNI).
Subsequently, a simplified stationary model for heat transfer in receiver zones was presented [6]. A good
agreement between experimental and calculated receiver efficiency (with values about 82%) was obtained.

At a different level of refinement, Wang et al. [8] developed a Computational Fluid Dynamics (CFD) model
that was validated against experimental measures. A SiC (silicon carbide) absorber was utilized and different
porous parameters were analyzed. Maximum temperatures of the outlet air slightly exceeded 1000 K. Solar to
thermal efficiencies over 63% were obtained.

The aim of this work is to accurately predict the thermal efficiency of the system made up of a Parabolic Dish
Collector (PDC) and a solar volumetric receiver placed at its focus. This system subsequently could be coupled
to a thermal cycle, as Stirling or Brayton ones, to produce electric energy for distributed applications. This work
is part of a series of studies by our group devoted to a complete modeling of the overall system, including the
optics of the parabolic dish, the thermal efficiency of the receiver and the efficiency of the thermodynamic
cycle. The methodology intends to be capable of making precise computations for each subsystem at a similar
physical level, making clear the bottlenecks of all involved efficiencies with the aim to propose improved designs
and operation schemes on the whole system [9]. Special emphasis on subsystems integration is envisaged.
For instance, CFD analysis would be an alternative analysis method [10]. However, this would an extensive
computational effort and the key physical factors affecting global system efficiency (and the corresponding
efficiency bottlenecks) are not always easy to extract. Due to space limitations, in this paper only the model for
the efficiency of the solar receiver is exposed.

A detailed set of equations for the heat transfer model in each of the stages during gas heating will be employed.
The model includes some features not considered and/or barely touched in previous works, as the volumetric
(instead of superficial) heat transfer coefficient for the porous media, different temperatures inside and outside
of the glass window, losses across the receiver insulator, more accurate expressions for thermal radiation
exchanges and a more complete set of view factors. All these factors are included in appropriate energy
balance equations. Most important losses are also incorporated to the model. The models presented in
the following paragraphs pursue to be realistic enough to precisely determine the thermal efficiency within a
reasonable computational time. They include a comprehensive set of equations with a relatively large number
of parameters, but all of them are controllable and with a clear physical origin and meaning.

2. Modelling

The solar receiver model was originally inspired in that from Zhu et al. [6], although significant modifications
are introduced in order to enlarge its capabilities and to improve model accuracy. The solar receiver model is
exposed in the following subsections.

2.1. Energy efficiency equation

The receiver thermal efficiency is the ratio between the heat absorbed by the fluid and the total heat flux
impinging at the receiver aperture area, as it is shown in Eq. (1):

ηth,rcv =
Q̇r

Ib
=

ṁ ( Åho − Åhi )

ηd Ad DNI
(1)

where Q̇r stands for the heat flux absorbed by the fluid at the receiver. It can be calculated in terms of the fluid
mass flow through the receiver, ṁ, and the difference between the outlet and inlet fluid specific enthalpies, Åho

and Åhi , respectively. Ib is the solar radiation power impinging at the solar receiver window. This parameter can
be expressed as the product of the parabolic dish optical efficiency, ηd , dish aperture area, Ad , and direct solar
irradiance (DNI) [6, 11]. Thus, Eq. (1) encompasses solar receiver efficiency associated with heat losses and
parabolic dish optical efficiency.



2.2. Solar volumetric modelling: Heat transfer equations
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Figure 1: (a) Scheme of the receiver used for this work [6]. Air temperatures (Ti , T1, T2, T3, T3B, T4 and
To) are depicted in black. Surfaces temperatures related to glass, internal wall, absorber foam, front external
insulator, and back external insulator (Tg , Tw , Tf , TL1 and TL2, respectively) in blue and ambient temperature
(Ta) is depicted in green. (b) Geometrical parameters used in the heat transfer model of the receiver. (c) 3D
image of the receiver (taken from Zhu et al. [6]).

The solar receiver model presented hereby considers an axially cylindrical pressurized volumetric receiver
with a geometrical design as shown in Fig. 1. For validation and numerical applications the design by Zhu
et al. [6] will be considered, but the models developed in this paper could be applied to other designs and
dimensions in a straightforward manner. The symmetry axis goes through the window centre and it is normal
to the window surface. As commented in the Introduction, this kind of receivers are especially interesting for
high-temperature applications because aperture quartz glasses can reach temperatures quite above 1000 ◦C
and receiver thermal efficiency at such conditions can be very high. Usually, the heat transfer fluid (HTF) is
pressurized air and the receiver core is a metal or ceramic foam that will be considered as a uniform medium
with a given porosity (Zone 4 in Fig. 1).

All the temperatures and heat exchanges involved are included and shown in Fig. 1(a). Figure 1(b) displays
the main geometric parameters considered. The HTF (air) enters the receiver at Ti temperature and crosses
different zones until it arrives at the outlet, at temperature To. Next, a brief description of all zones is given.



• Zone 1: It can be split in two parts: phase i −1 (from the receiver inlet until the end of Zone 1), and phase
4 − o (from Zone 1 after the absorbing foam until the receiver outlet). The colder air (at temperature
Ti ) receives heat (Q̇1) from the flux of air which is crossing the receiver outlet, since the latter has a
higher temperature (To). Thus, the air arrives at Zone 2 at temperature T1. Due to this heat exchange,
the temperature at the receiver exit, To, is slightly lower than the air temperature just after crossing the
absorber foam (T4). The heat transfer can be modeled as a mixed convection and conduction process
(similar to a heat exchanger).

• Zone 2: There is a heat transfer (Q̇2) through the inner cylinder wall (at temperature Tw ) to the air, which
rises its temperature from T1 to T2. Q̇2 comes from the thermal and visible radiation emitted by the
absorber foam and the glass window to the inner cylinder wall.

• Zone 3: The air receives a heat flux Q̇3 by means of convection with the inner glass surface (at tempera-
ture Tg,i ). Thus, the air achieves temperature T3. Besides, the heat balance at the glass window has to
be considered, and it will be further explained in detail in the following paragraphs.

• Zone 3B: The air exchanges a heat flux, Q̇3B, through convection with the inner wall surface (at temper-
ature Tw ). Hence, the air arrives at the absorber foam at temperature T3B. Q̇3B influences the energy
balance at Zone 2.

• Zone 4: Here, the fluid crosses the absorber foam (at temperature Tf ), receiving thus a heat flux Q̇4. In
this stage, the air rises its temperature up to T4. The heat transfer corresponds to a convection with the
pores inside the absorber foam.

The previous brief explanation serves as an introduction to the set of equations employed for simulating the
receiver. The equations are exposed in the following paragraphs but first, some considerations should be
noticed:

• This work presents a steady-state model. Hence, mass balance equations (ṁi = ... = ṁo = ṁ) will be
indirectly included within heat balance equations.

• Absorber foam (Tf ) temperature is considered uniform along the whole material. This assumption means
that Tf is the left, right and inside temperature for the absorber foam.

• The wall of the inner cylinder is considered a grey body under thermal-balance conditions. Then, its
absorptivity (αw ) and emittance (ϵw ) are equivalent. This element also possesses a uniform temperature
Tw .

• It has been considered negligible the glass thermal radiation transmittance. Thus, there are no radiation
losses across the glass (greenhouse effect).

As in any heat transfer process, three equations should be taken into account: heat transfer mechanisms,
and mass and energy balances. As previously mentioned, mass balance is included within enthalpy balance.
Regarding the pressure, it has been considered a global pressure drop of 0.2 bar [11] across the receiver.
However, for each heat transfer, the pressure drop is small enough for considering it constant. Thus, within
the equations, the isobaric heat capacity, Åcp, will be considered instead of enthalpies. The following equations
describe the volumetric solar receiver model:

2.2.1. Zone 1

The heat exchange in this zone is modeled as a heat exchanger (Logarithmic Mean Temperature Difference,
LMTD, expression will be considered). Then, the energy balance can be written as:

Q̇1 = ṁ Åcp(T )(T1 − Ti ) + Q̇L1 = ṁ Åcp(T )(T4 − To) (2)

Here, Q̇L1 stands for the thermal losses through the insulator (Zone L1, see Fig. 1). Besides, as a heat ex-
changer, the heat transfer should meet the following relation:

Q̇1 = U1A1
(To − Ti ) − (T4 − T1)

log
(To − Ti )

(T4 − T1)

(3)

where Åcp(T ) stands for the average isobaric thermal capacity between temperatures Ti and T1, or between
T4 and To. Åcp(Tm) is calculated through REFPROP coupled with Mathematica® [12, 13]. Regarding U1, it
represents a global conduction and convection heat transfer coefficient, while A1 stands for the effective Zone
1 area.



2.2.2. Zone 2

The heat transfer in this zone, Q̇2, is also modeled as a heat exchanger, where the air and the inner wall
cylinder are involved. The energy balance can be written as:

Q̇2 = ṁ Åcp(T )(T2 − T1) + Q̇L2 = hwoAw
(Tw − T1) − (Tw − T2)

log
(Tw − T1)

(Tw − T2)

(4)

where Q̇L2 represents the thermal losses through the insulator (Zone L2 in Fig. 1) and T1, T2 are the air
temperatures at Zone 1 and Zone 2, respectively. hwo is the convective coefficient at the inner cylinder outer
surface wall. Aw stands for the inner cylinder wall area, but it only comprises the wall area in between the
absorber foam and the glass window. Temperature Tw is the inner wall temperature.

Finally, heat flux Q̇2 emitted by the wall comes from the absorber foam and from the glass window. The
absorber foam releases thermal and visible radiation due to the reflection of the direct sun beam radiation (Ib)
impinging on it. It also receives visible radiation from the glass window. At the same time, the wall losses
energy due to the convection with the air crossing Zone 3B, and thermal radiation to the glass window are
considered. Then, the following heat balance equation can be written:

Q̇2 =

Visible radiation from foam
︷ ︸︸ ︷

τg Ib Fgf · ρf Ffw +

Visible radiation from glass window
︷ ︸︸ ︷

τg Ib Fgw (1 − ρw Fwf − ρw Fwg) +

Thermal radiation from foam
︷ ︸︸ ︷

σ(T 4
f − T 4

w )
1−ϵf

Af ϵf
+ 1

Af Ffw
+ 1−ϵw

Aw ϵw

−

Thermal radiation to the glass
︷ ︸︸ ︷

σ(T 4
w − T 4

g,i )

1−ϵw

Aw ϵw
+ 1

Aw Fwg
+

1−ϵg

Ag ϵg

−

− Q̇3B
︸︷︷︸

Convection with air

(5)

where ϵw , ϵf and ϵg are the wall, absorber foam and glass window emissivities, respectively. Note that the wall
is being considered as a grey body in thermal equilibrium. Thus, the wall absorptivity (i.e. the share of energy
that the wall will absorb and transfer to the air) is the same as the wall emissivity (αw = ϵw ). The share of visible
radiation reflected by the foam and by the wall are represented as ρf and ρw , respectively, while τg is the glass
window transmissivity. Af is the cross-sectional foam area, and σ is the Stefan-Boltzmann constant. The term
Ffw is the ’view factor ’ between the foam and the wall. It represents the ratio between the amount of thermal
radiation leaving the foam that hits the wall [14]. Similarly, Fwg is the wall-to-glass view factor, and Fgf is the
glass-to-foam view factor. Finally, Tf and Tg,i are the absorbing foam and the inner glass surface temperatures,

respectively. Q̇3B is the convection heat exchange between the inner wall and the fluid, which will be defined
later.

2.2.3. Zone 3

Here, the air fluxes over the internal surface of the glass window. This prevents the window breakage, since
the air flux lowers its temperature. On one hand, there is a convection heat transfer between the air and the
inner window surface, which can also be modeled as a heat exchanger. Thus, the following equations can be
used:

Q̇3 = ṁ Åcp(T )(T3 − T2) = hgiAg

(Tg,i − T3) − (Tg,i − T2)

log
(Tg,i − T3)

(Tg,i − T2)

(6)

where hgi is the convective coefficient at the glass inner surface, Ag is the cross sectional glass area, Tg is the
glass window temperature and T3, T2 are the Zone 3 and Zone 2 air temperatures, respectively.

Besides, some other heat transfers occurs at the glass window. It receives visible radiation directly from the Sun
(Ib) as well as from the absorber foam (∼ Ffg ρf τg Ib). The window also receives thermal radiation from the wall
and the foam. However, it also suffers convection and radiation losses with the ambient. The convection heat
transfer with the air can be also considered a ’loss’ at the glass window inner surface. All these phenomena
can be summarized in the following expression:

Visible radiation
︷ ︸︸ ︷

αg · Ib + τg Ib (Ffg ρf Ffg + Fgw Fwg ρw ) +

Thermal radiation from foam
︷ ︸︸ ︷

σ(T 4
f − T 4

g,i )

1−ϵf

Af ϵf
+ 1

Af Ffg
+

1−ϵ
′

g

Ag ϵ
′

g

+

Thermal radiation from wall
︷ ︸︸ ︷

σ(T 4
w − T 4

g,i )

1−ϵw

Aw ϵw
+ 1

Aw Fwg
+

1−ϵ
′

g

Ag ϵ
′

g

=

= Q̇3
︸︷︷︸

Convection with air

+ hgo Ag (Tg,o − Ta)
︸ ︷︷ ︸

Convection with ambient

+ ϵ′g Ag σ (T 4
g,o − T 4

a )
︸ ︷︷ ︸

Radiation with ambient

(7)

where αg is the glass absorptance at visible wavelength. ϵ′g is the glass emissivity at long wavelength and Ffg

is the foam-to-glass view factor. Finally, hgo stands for the convective coefficient at the outer glass surface.



2.2.4. Zone 3B

Aiming to model the solar receiver as realistic as possible, it has been considered a convection heat exchange
between the internal wall, on the inner side, with the fluid. This heat transfer is not considered in [6]. The
energy balance equations describing this phenomena will be related to the energy balance at Zone 2 (Q̇3B in
Eq. (5)):

Q̇3B = ṁ Åcp(T )(T3B − T3) = hwiAw
(Tw − T3) − (Tw − T3B)

log
(Tw − T3)

(Tw − T3B)

(8)

where hwi is the convective coefficient at the wall inner surface, Aw is the internal wall area, Tw is the wall
temperature and T3B, T3 are the Zone 3B and Zone 3 air temperatures, respectively.

2.2.5. Zone 4

At this stage, the absorbing foam exchanges heat with the air crossing through it. This occurs through convec-
tion, so the energy balance equations are:

Q̇4 = ṁ Åcp(T )(T4 − T3) = Vf · hvf

(Tf − T3) − (Tf − T4)

log
(Tf − T3)

(Tf − T4)

(9)

where Vf is the absorber foam vacuum volume Vf = Af Lfϕ. The parameters ϕ and Lf are the foam porosity and
foam width, respectively. Zhu et al. [4, 6] only provides the pore diameter, dp, and the Pores Per Inch, (PPI).
Thus, Fu et al. [15] expression was used for obtaining the absorbing foam porosity: ϕ = (π/4)(PPC dp)2 where
PPC refers to ’Pores Per Centimeter’. It can be calculated by means of PPI.

The volumetric convective coefficient, hvf , is obtained by following Barreto et al. [10], Wu et al. [16] and Fu et

al. [15] works. Similarly to previous equations, T4 stands for the air temperature at the foam outlet. Besides,
an energy balance for the absorber foam system must be established. The foam absorbs the visible radiation
coming from the glass window, but it also suffers some losses: visible radiation reflected, convection heat
transfer with the air, and thermal radiation emitted to the wall and glass. So, the following equation can be
written:

Visible from glass to foam
︷ ︸︸ ︷

τg Ib Fgf (1 − ρf ) +

Visible from wall to foam
︷ ︸︸ ︷

τg Ib Fgw · Fwf ρw = Q̇4 +

Thermal radiation to the wall
︷ ︸︸ ︷

σ(T 4
f − T 4

w )
1−ϵf

Af ϵf
+ 1

Af Ffw
+ 1−ϵw

Aw ϵw

+

Thermal radiation to the glass
︷ ︸︸ ︷

σ(T 4
f − T 4

g,i )

1−ϵf

Af ϵf
+ 1

Af Ffg
+

1−ϵg

Ag ϵg

(10)

The air temperatures at all the stages are perfectly characterized by those previous equations. However, losses
through the receiver insulator must be modeled in order to obtain more precision when analyzing the system.

2.2.6. Heat losses at the insulator: Zone L1

This zone refers to the cylindrical insulator from the inlet pipes until the absorber foam plane. It also consid-
ers the plane surface surrounding the inlet and outlet pipes, as depicted in Fig. 1. The heat transfer across
the insulator surfaces will be modeled as a heat exchanger. So, the heat transferred from the air to the insu-
lator (convection and conduction) must be the same as the heat flux from the outer insulator surface to the
surroundings (convection and radiation).

Q̇L1 = AiL1UL1
(T1 − TL1) − (Ti − TL1)

log
(T1 − TL1)

(Ti − TL1)

(11)

where Q̇L1 denotes the heat flux that is lost through the Zone L1. AiL1 stands for the internal insulator area,
including the cylindrical and the circular sectors ones. UL1 is an effective heat transfer coefficient, which
accounts for the cylindrical and plane zones. Thus, AiL1 UL1 can be written as:

AiL1UL1 = AiL1.cylUcyl .L1 + AiL1.flatUflat .L1 (12)

where:

AiL1.cyl = 2π ri L1; AiL1.flat = π (r2
i − r2

p,o − 3r2
p,i ) (13)

Ucyl .L1 =

[

1

hL1,in
+

ri · log(ro/ri )

ki

]

−1

; Uflat .L1 =

[

1

hL1,in
+

eo

ki

]

−1

(14)



Ucyl .L1 and Uflat .L1, represent two global conduction and convection heat transfer coefficients for the cylindrical
and flat areas, respectively. The insulator thermal conductivity (0.06 W/(m.K) for aluminium silicate) is denoted
by ki , eo stands for the insulator thickness and hL1,in represents an average convection coefficient for the inner
insulator surface. ri denotes the inner insulator cylinder radius while ro accounts for the external insulator
radius, respectively. rp,i and rp,o are the inlet and outlet pipes radius. The effective flat area, AiL1.flat , does
not include the three inlet pipes nor the outlet pipe (see Eq. (13)). The last heat exchange occurs at the
outer insulator surface, where convection and radiation with the surroundings has been considered. Thus, this
phenomenon can be described through the following expression:

Q̇L1 = Ao1 (hc,L1 + hr ,L1) (TL1 − Ta) (15)

where Ao1 represents the insulator outer surface area in Zone L1, including cylindrical and flat ones:

Ao1 = Ao1,cyl + Ao1,flat = 2π ro L1 + π (r2
o − r2

p,o − 3r2
p,i ) (16)

hc,L1 is the convection coefficient between the outer insulator surface temperature (TL1) and ambient temper-
ature (Ta), while hr ,L1 stands for the radiation coefficient under the same conditions. This radiation coefficient
can be written as follows [17]:

hr ,L1 = ϵL1 σ (TL1 + Ta)(T 2
L1 + T 2

a ) (17)

where ϵL1 is the outer insulator surface emissivity.

2.2.7. Heat losses at the insulator: Zone L2

This zone refers to the cylindrical insulator from the absorber foam plane until the glass window plane. It also
takes into account the plane surface surrounding the glass window, as depicted in Fig.1. Similarly to Zone L1,
the heat transfer across the insulator surfaces will be considered as heat exchangers.

Q̇L2 = AiL2UL2
(T2 − TL2) − (T1 − TL2)

log
(T2 − TL2)

(T1 − TL2)

(18)

where Q̇L2 denotes the heat flux lost through the insulator front side. AiL2 UL2 is an effective heat transfer
coefficient, which accounts for the cylindrical and flat zones.

The coefficients are analogous to those explained for Eqs. (11) and (13). The only difference is that here, the
temperatures involved are T2, T1 and TL2 (the outer insulator surface temperature in Zone L2) as depicted in
Fig. 1. rg stands for the receiver glass window radius.

Again, the heat released from the outer insulator surface to the surroundings, can be described by:

Q̇L2 = Ao2

(

hc,L2 + hr ,L2

)

(TL2 − Ta) (19)

where Ao2 represents the insulator outer surface area within Zone L2, including cylindrical and flat ones.

hc,L2 is the convection coefficient between the outer insulator surface temperature (TL2) and ambient tempera-
ture (Ta), while hr ,L2 stands for the radiation coefficient under the same conditions.

2.3. Receiver thermal energy efficiency

All previous equations allow for calculating the receiver efficiency by means of Eq. (1) through the resolution of
To. However, ηth,rcv can also be estimated by means of the heat fluxes as follows:

ηth,rcv =
Q̇′

1 + Q̇′

2 + Q̇3 + Q̇3B + Q̇4 − Q̇1

Ib
(20)

where Q̇′

1 = Q̇1 − Q̇L1 and Q̇′

2 = Q̇2 − Q̇L2. Within Zone 1, a wall temperature, Tw , it is not considered, and the

inner cylinder wall is assumed to be a heat exchanger. So, note that Q̇1 is not a net flux since it is gained by
the fluid at the inlet (phase i − 1) but it is lost at the output (phase 4 − o). Considering this, Eq. (20) can be
rewritten as:

ηth,rcv =
Q̇2 + Q̇3 + Q̇3B + Q̇4 − Q̇L1 − Q̇L2

Ib
(21)

Finally, the efficiency can also be expressed as a function of heat losses as follows:

ηth,rcv = 1 −
Q̇g + Q̇L1 + Q̇L2 + ρg Ib

Ib
(22)

where the term ρg Ib accounts for the share of solar energy radiation reflected by the glass window.
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Figure 2: Solar receiver thermal efficiency as a function of mean receiver temperature, Tm: Comparison
between Zhu’s model (purple) [4] and this work (orange).

3. Validation

In this subsection, the validation of the solar receiver model is presented. As mentioned before, the geometry
has been mainly taken from Zhu’s work [4]. The optical efficiency will be taken as the same that Zhu et al.

provide (ηd = 0.8645). In Table 1, the value of the parameters employed for the validation process are exposed.
In Fig. 2, a comparison between the values obtained in this work and Zhu et al. [6] results is depicted. It shows
a good agreement, especially in the medium zone of the temperature interval. The smallest relative difference
(0.05%) is found at 861.8 K. The greater relative differences are found at the lowest temperature (1.06% at
523.9 K) and at the highest temperature (0.83% at 953.3 K). The relative difference is below 1.5% for all the
cases. Thus, it can be considered that the model presented here has been validated.

4. Application

The model presented here can be used to predict the thermal receiver efficiency at specific locations with
different meteorological conditions. In Fig. 3, the receiver thermal efficiency for two days is presented. The
mass flow rate remains constant in these simulations. The location selected is Ouarzazate (Morocco) and the
days are one day in summer (June 24th, 2021) and one day in winter (December 22th, 2021). The variation of
DNI and ambient temperature (Ta) are also attached.
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Figure 3: Solar receiver thermal efficiency along one day at Ouarzazate (Morocco). The thermal receiver
efficiency, (ηth,rcv , (%), green), DNI (W/m2) multiplied by 0.1 (orange) and ambient temperature (◦C, cyan) are
depicted together. (a) June 24th, 2021. (b) December 22th, 2021. December month is exposed for proving
that, if DNI overcome a minimum value, receiver’s thermal efficiency could achieve values close to the ones
obtained in summer.



Table 1: Solar receiver parameters for the validation with Zhu’s [6] work.* These parameters are not made
explicit within Zhu’s work.

Nomenclature Value (unit)

DNI 600 W/m2 Solar heat flux impinging at the glass window

σ 5.67 10−8 W/(m2 K4) Stefan Boltzmann constant
ṁ 0.04 kg/s Mass flow rate
ηd 0.8645 Dish optical efficiency

Ad 44 m2 Dish aperture area
Glass window
ρg 0.136 Reflectivity at visible wave
τg 0.851 Transmissivity at visible wave
αg 0.013 Absorptivity at visible wave
∗α′

g 1 Absorptivity at long wave (perfect)

rg 0.125 m Radius
∗Lg 0.015 m Glass thickness
Inner cylinder wall
ρw 0.2 Reflectivity at visible wave
ϵw 0.8 Emissivity (grey body at thermal equilibrium)

Aw 0.1788 m2 Total wall area (only the share of wall placed in between
porous matrix and glass window)

∗ew 0.001 m Wall thickness
Foam porous matrix
ρf 0.05 Reflectivity at visible wave
ϵf 0.95 Emissivity (grey body at thermal equilibrium)
rf 0.182 m Radius
Lf 0.065 m Foam width
ϕ 0.792 (-) Porosity
PPI / PPC 75 / 29.53 Pores Per Inch / Pores Per Centimeter

dp 3.40·10−4 m Pore diameter

dc 1.86·10−3 m Average pore cell diameter

ls 6.58·10−4 m Strut length
Geometrical parameters∗

L1 0.195 m Receiver length for the phase i ± 1 (to the right of the foam)
L2 0.1079 m Receiver length for the phase 1 ± 2 (to the left to the foam)
ei 0.014 m Radius difference between inner wall and insulator cylinders
ri 0.136 m Internal insulator radius
eo 0.003 m Insulator thickness
ro 0.2 m External insulator radius
Inlet and outlet pipes
rp,i 0.01 m Inlet pipe radius
∗rp,o 0.042 m Outlet pipe radius
View factors
Ffg 0.4193 Foam porous matrix to glass window
Ffw 0.5807 Foam porous matrix to inner wall
Fgf 0.8891 Glass window to foam porous matrix
Fgw 0.1109 Glass window to inner wall
Fwf 0.6069 Inner wall to foam porous matrix



Meteorological data were taken from MERRA (Modern-Era Retrospective Analysis) for the ambient temper-
ature and from Copernicus Europe’s eye on earth for the DNI data. Both of them were provided by Solar
Radiation Data (SoDa) Service [18, 19]. If the DNI overcomes the minimum value of 30 W/m2 (necessary
for the set of equations to converge), the receiver thermal efficiency ranges between 80.47 % and 54.57 % in
June, and between 78.45 % and 56.01 % in December.

The results in Fig. 3(a) shows an almost constant value for ηth,rcv during the central hours of the day (a sunny
day without DNI oscillations), reaching values above 82%. The day selected in December is a cloudy day with
strong oscillations of DNI. Mean temperature is quite lower than in June. In spite of this, maximum thermal
efficiency value is 78.45 % (only 2.42 % below the maximum for June, achieved at a DNI value of 768 W/m2).
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Figure 4: Solar receiver outputs throughout the day June 24th, 2021, at Ouarzazate (Morocco). (a) Inlet
(orange), outlet (blue) and ambient temperatures (cyan) in K (Ti ,To and Ta, respectively). (b) Fluid Heat fluxes
(Q̇1 (green), Q̇3 (orange), Q̇4 (red) and losses trough the glass window (Q̇g (magenta) and trough the insulator

Q̇L1 + Q̇L2 (dark cyan)). Q̇4 is multiplied by 0.2 · 10−3 and Q̇g is multiplied by 10−3. (c) Thermal receiver
efficiency, (ηth,rcv in green), is multiplied by 10. The product of mass flow and enthalpy increase (ṁ ·∆h) (red)
and the solar power at the receiver window, Ib (magenta) are depicted together.

In Fig. 4, some of the output indicators of the receiver model throughout June 24th, 2021 are presented. It has

been considered that during night hours, and also for DNI values below 30 W/m
2
, the system is turned off.

Fig. 4(a) depicts the inlet and outlet temperature (Ti (blue) and To (orange), respectively). While Ti seems to
follow ambient temperature (Ta) shape (plotted in cyan), the outlet temperature resembles the shape of DNI
during the sunlight hours. In Fig. 4(b) it is clear that the heat absorbed inside the porous foam, Q̇4 (red), is the
highest heat flux contribution to the fluid for raising its temperature. At the same time, the heat losses through
the glass window, Q̇g (magenta), account for the main losses within the receiver. In Fig. 4(c), aiming to explain
the receiver efficiency plateau during the day, the numerator of the Eq. 1 , ṁ ( Åho− Åhi ) was depicted in red, along
with the denominator, Ib (magenta). Since the ratio between the numerator and the denominator is almost the
same throughout the sunlight hours, the receiver efficiency, ηth,rcv , is also approximately constant during the
same hours as it is seen in Fig.4(c) and Fig. 3(a).
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Figure 5: (a) Fluid temperatures during its flow through the receiver (see Fig. 1(a)) for notation. (b) Tempera-
tures on receiver surfaces at the same conditions: June 24th, 2021 at noon.

Finally, in Fig. 5, the profile of the fluid (Fig. 5(a)) and receiver surfaces temperatures (Fig. 5(b)) are shown.
These temperature values correspond to June 24th, 2021 at noon (12 h). In Fig. 5(a), it is depicted how the air
rises its temperature from 528.7 K (Ti ,temperature at the outlet of the initial compressor) until 1196.42 K (T4,
the temperature after crossing the porous foam). The outlet temperature (To) is approximately 12.3 K below
T4, due to the heat exchange between the receiver outlet and inlet (Zone 1). As depicted in Fig. 5(b), the
highest temperature among the surfaces is achieved at the porous foam, Tf , (1242.31 K). There is a difference
of 378 K between the inner and outter glass surfaces (Tg,i and Tg,o, respectively). This temperature difference

is proportional to the heat losses across the glass window (Q̇g). The insulator surface temperatures for Zone L1
(376.66 K) and Zone L2 (354.45 K), are about 70 K above ambient temperature. The wall surface temperature
(1089.04 K) is close to the inner glass window surface temperature, but it never overcomes it.

5. Conclusions

A physical model for heat transfers and losses in a closed pressurized solar receiver associated to a parabolic
dish, small-scale, CSP system was presented. It can be applied to different receiver geometries and materials
at stationary conditions. Particularly, a quartz glass on the window and a metallic foam in the absorber were
considered. All the main heat transfer efficiencies are modeled and computed, allowing for a precise estimation
of receiver thermal efficiency without paying an excessive computational effort. The physical mechanisms
influencing receiver efficiency are identified and modeled within realistic hypotheses. This permits to calculate,
for any value of DNI and ambient temperature, the temperatures of the heat transfer fluid and receiver surfaces
at any stage, and also, to quantify heat transfer flows and losses to the ambient.

The ultimate goal of this kind of models is to couple it with submodels for the optical efficiency of the dish,
for instance by means of a ray tracing software like Tonatiuh [20] and also with thermodynamic models for
the power unit associated, as Brayton of Stirling cycles. Thus, it would be possible to analyze the behaviour
of the whole system and to propose improvements for design or operation with enough precision and without
applying to techniques requiring a huge computational effort.
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Abstract:

The storage of cryogenic fuels such as liquid hydrogen (LH2) or liquefied natural gas (LNG) poses significant

thermal and mechanical loads to the tanks that store them because of the considerable temperature gradients

produced during filling operation and sloshing. This work presents a numerical investigation of the transient

heat conduction within the walls of an insulated cryogenic tank undergoing sloshing. The unsteady heat con-

duction is analyzed by modeling the sloshing as a spatially distributed and time-varying boundary condition

on the inner side of the tank. The scaling laws of the problem are analyzed by combining the characteristic

time scale of heat conduction with the characteristic time scales of the sloshing. The modulation of sloshing-

induced thermal fluctuations is then analyzed across the wall thickness and in the circumferential direction. The

resulting dimensionless modulation map allows for analyzing the tank’s thermal response for different designs.

Keywords:

Cryogenics, Cryogenic liquid storage, Heat transfer and thermal insulation, Sloshing,

1. Introduction

Cryogenic tanks store liquefied fuels such as liquid hydrogen (LH2) or liquefied natural gas (LNG) at extremely

low temperatures, ranging from 20 to 110 K. Consequently, the walls of these tanks experience significant tem-

perature gradients during all the phases of their operating cycle (e.g., chill-down, filling, pressurization), and

the design and optimization of their thermal response raise many challenges. The tank wall and the insulation

layers should minimize the heat ingress to minimize the boil-off of the cryogenic liquid and, thus, the need

for venting to avoid overpressurizing the tank. Moreover, the tank weight should be minimized in all transport

applications to maximize the payload without compromising its mechanical resistance. The need for these com-

promises has motivated various experimental and numerical investigations on the thermo-mechanical analysis

of these tanks.

Heathman et al. [1] experimentally characterized a cryogenic tank for space applications and measured the

effect of boil-off and different insulation strategies on the wall temperature. Murugan, Starvin, and Dhas[2], the

authors studied the behavior of a hydrogen tank during the chill-down process using thermo-structural finite

elements analysis to estimate the heat transfer and induced deformations. Similarly, Rao and Jagadeesh [3],

and Ko [4] used finite elements to characterize the structural and thermal stress of a hydrogen tank under

high-pressure loads and heating/cryogenic cooling. Craig and Hanna [5] studied the thermal response of a

LH2 tank subjected to extreme heating profiles using 1D/2D finite differences models to determine the boil-off

level as a function of the insulation strategy.

Furthermore, the inner tank material in contact with the fluid must be carefully chosen, especially for hydrogen

storage, as its molecules are likely to penetrate through the solid [6] and embrittle the materials [7, 8]. This

has promoted using metallic materials such as stainless steel, aluminum alloys, and nickel alloys, combined

with multilayer and vacuum insulation [9]. The latter consists of alternating layers of reflective and insulating

materials to minimize radiation and conduction heat transfer. For hydrogen tanks, an aluminum alloy inner layer

offers a slow permeation rate and is less subject to embrittlement [10]. Such an approach was also shown to

minimize boil-off due to ªhot spotsº by spreading the localized heat leaks through the metal’s high conductivity

[11]. In the aforementioned studies, the effect of sloshing has not been considered by focusing either on static

storage or a perfectly mixed tank. However, an appreciable temperature difference (up to 15 K, [12, 13]) can

be produced between the liquid and the ullage gas. Sloshing can thus induce additional time-varying thermal

loads on the tank’s wall [14]. This is especially critical in metallic alloys, which are known to suffer from crack

propagation and thermal fatigue when undergoing repeated thermal cycles [15].



This work investigates the thermal response of a horizontal cylindrical tank undergoing lateral sloshing. We

consider a simplified model in 2D, leveraging the large aspect ratios in most common tank designs and al-

lowing for fast numerical integration of the heat conduction problem. The thermal response is analyzed in a

dimensionless form to link the modulation of temperature fluctuations to the dimensionless numbers scaling

the problem.

The rest of the article is structured as follows. Section 2. introduces the problem set, with its simplifying

assumptions and the numerical methods and investigated test cases. Section 3. collects the results regarding

thermal propagation across the wall’s thickness and along the circumferential direction. Finally, section 4.

collects conclusions and perspectives for future work.

2. Problem set

The configuration investigated in this work is illustrated in the schematic of Fig. 1a. We consider a horizontal

cylindrical tank with radius R and thickness e1, insulated with a cylindrical shell of thickness e2 and filled with

a liquid up to a level f . The extension of the tank along its axis (i.e. orthogonal to the paper) is large enough to

allow considering the problem in 2D, in the plane (x , y ) introduced in the figure.

(a) Cross view of the cylinder (b) Two-dimensional simplification of the tank wall geometry

Figure 1: Schematic views of the tank geometry and 2D domain considered in this work.

Assuming that the tank’s thickness is much smaller than its circumference (i.e. e1, e2 ≪ 2πR), we replace

the curvilinear coordinates with Cartesian ones and construct a 2D domain by unwrapping the cylinder and

the shell (see Fig. 1b). We treat the heat conduction problem in the cylinder and the insulation shell with two

distinct domains, herein distinguished with subscripts 1 and 2.

On the inner side of the wall, in contact with the liquid and ullage gas, we define the fluid temperature as

Tf (y1, t) = Tlc(y1, t) + Tg(1 − c(y1, t)), where Tl and Tg are the (constant) temperatures on the liquid and the

ullage gas respectively and c(y1, t) ∈ [0, 1] is a color function equal to 1 where the solid is contact with the liquid

and 0 when it is contact with the gas. The temperature difference ∆T = Tg − Tl is encountered in cryogenic

tanks because of heat leaks and/or pressurization as well as evaporation and the natural tendency of the liquid

to be subcooled with respect to the interface [12, 13]. By keeping the temperature of the fluids constant in time,

we assume no thermal mixing and no mass exchange (evaporation/condensation) between the two phases, at

least within the sloshing time scale of interest.

The 2D heat conduction problem and the boundary conditions considered in this work for the two domains

Ω1 := x1 ∈ [0, e1] × y1 ∈ [−πR,πR] and Ω2 := x2 ∈ [0, e2] × y2 ∈ [−πR,πR] are























































∂tT1(x1, y1, t) = α1(∂2
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T1(0, y1, t) = Tf (y1, t)

or

κ1∂xT1(0, y1, t) = hf (T1(0, y1, t) − Tf (y1, t))

T1(e1, y1, t) = T2(0, y2, t)
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∂tT2(x2, y2, t) = α2(∂2
x2

T2 + ∂2
y2

T2)

T2(0, y2, t) = T1(e1, y1, t)

κ2∂xT2(e2, y2, t) = ha(T2(e2, y2, t) − Ta)

T2(x2,−πR, t) = T2(x2,πR, t)

(1)



where α1,α2 are the heat diffusivities, and κ1,κ2 are the thermal conductivities for the two materials. On the

inner condition problem, we consider two scenarios for the boundary conditions on the surface in contact with

the fluid: (1) a Dirichlet boundary condition or (2) a Robin boundary condition with heat transfer coefficient

hf . The assumption of Dirichlet conditions on the inner wall is purely demonstrative and rather unphysical.

Considering the large differences in the thermal effusivities of the fluid (whether liquid or gas) and the solid,

the surface temperature at the contact between the two is expected to be much closer to the latter than the

former. However, from the thermal loading point of view, the two investigated problems can be seen as the two

extremes between the actual loads are expected.

The two solid domains communicate with a Dirichlet boundary condition at x1 = e1, x2 = 0 while a Robin

boundary condition is considered on the external surface of the insulation, with heat transfer coefficient ha.

Periodic boundary conditions are introduced in y = −πR and y = πR for both domains, as both locations are

at the top of the cylinder.

To model the occurrence of a sloshing event, we treat the color function with an imposed variation in space

and time (see Fig. 1b). This is a square wave with half-width γl , oscillating with an amplitude Af and an angular

frequency ω. Focusing on lateral sloshing, the oscillation frequency is taken as the one corresponding to the

first sloshing mode in potential flow theory [16]. This is usually the first to be triggered and most prominently

present in the sloshing response. According to Lamb[17] for an horizontal tank this is ω =
√

1.37g/(R − e1),

with g the gravitational acceleration. Concerning the sloshing amplitude Af and width γl , computed from

the filling level. Throughout the modeling of the sloshing, we focus on planar waves [16]. Furthermore, the

temperature of the fluids is kept constant, thus assuming no thermal mixing between the two phases. Finally,

evaporation due to heat ingress or condensation due to thermal mixing are not considered.

2.1. Scaling and dimensionless formulation

To scale the problem, we consider the dimensionless coordinates x̂j = xj/ej and ŷj = yj/2πR, with j = 1, 2,

the dimensionless temperatures θj = (Tj − Tl )/(Tg − Tl ), and the dimensionless time t̂ = ωt/2π. The resulting

dimensionless problem in Ω̂1 := x1 ∈ [0, 1]× ŷ1 ∈ [−1/2, 1/2] and Ω̂2 := x̂2 ∈ [0, 1]× ŷ2 ∈ [−1/2, 1/2] becomes:























































∂tθ1(x̂1, ŷ1, t̂) = Fo1(∂2
x̂1
θ1 + ε2

1∂
2
ŷ1
θ1)

θ1(0, ŷ1, t̂) = 1 − c(ŷ1, t̂)

or

∂x̂1
θ1(0, ŷ1, t) = Nuf (θ1(0, ŷ1, t) − 1 + c(ŷ1, t̂))

θ1(1, ŷ1, t̂) = θ2(0, ŷ2, t̂)

θ1(x̂1,−1/2, t̂) = θ1(x̂1, 1/2, t̂)

and































∂tθ2(x̂2, ŷ2, t̂) = Fo2(∂2
x̂2
θ2 + ε2

2∂
2
ŷ2
θ2)

θ2(0, ŷ2, t̂) = θ1(1, ŷ1, t̂)

∂x̂2
θ2(1, ŷ2, t̂) = Nua(θ2(1, ŷ2, t̂) − θa)

θ2(x̂2,−1/2, t̂) = θ2(x̂2, 1/2, t̂)

(2)

where Foj = 2παj/(e2
j ω) are the Fourier numbers in the two domains, Nuf = hf e1/κ1 and Nua = hae2/κ2 are

the Nusselt numbers in the inner and outer surfaces, and εj = ej/2πR are the thickness to circumference ratio

of the two domains.

The Nusselt number on the outer surface was computed using a classic correlation of natural convection over

on horizontal cylinder [18]:

Nua =

(

0.6 +
0.387Ra

1/6
a

[1 + (0.559/Pra)9/16]8/27

)2

(3)

where Raa = gβa(Ta −T2(e2)(Do)3)/(ν2
a )Pra is the Rayleigh number based on the outer diameter Do = 2R + e1 +

2e2 as a reference length, the external wall temperature T2(e2). This is computed during the simulation and the

air properties at ambient temperature while the air’s Prandtl number at ambient temperature Pra is constant.

The Nusselt number on the inner surface is computed using two correlations depending on the inner Richard-

son number :

Rif =
Grf

Re2
r

=
gβf (Ta − T1(0))(Ri )

3)

A4
f ω

2
(4)

where the Reynolds number was defined as in [19] and the properties βf and νf and Prf are computed using the

color function c(y1, t) for weight-averaging liquid and gas properties. Natural convection is considered Ri > 10,

while forced convection is assumed if Rif < 0.1 [20]. A mixed regime appears between these two boundaries.



Therefore, depending on Rif the Nusselt number on the inner surface is



















Nuf = Nuf ,F = 0.680Re1/2Pr1/3 if Ri < 0.1

Nuf = Nuf ,N = 0.605Ra
1/3

f if Ri > 10

Nuf = (Nu3
f ,F + Nu3

f ,N )1/3 if Ri ∈ [0.1, 10]

(5)

All fluid properties used in the above correlations were computed from the library CoolProp [21] using air for the

ambient side and liquid/gaseous hydrogen or methane for the fluid side. Typical values for the thermophysical

properties of the materials considered in this work are summarized in Table 1 while the usual ranges for the

Nusselt numbers are given in Table 2.

Table 1: Properties and typical thickness of the materials considered in the composition of the walls.

Material κ [W/m/K] α [mm2/s] e [mm]

Al 6061 (domain 1) [22] 162 65.4 1-20

SST 316 (domain 1) [22] 16.3 4.1 1-20

Polyurethane foam (domain 2) [23] 0.05 2.2 10-200

High Density Polyethylene (domain 2) [24] 0.04 0.02 10-200

Table 2: Typical Nusselt number range

Fluid Gas phase Liquid phase

Air 70-140 -

Hydrogen 100-2500 6000-10000

Oxygen 100-1200 6800 - 7300

Methane 100-800 3800 - 4300

2.2. Numerics and selected test cases

The problems in (2) were solved using the method of lines. This approach consists of discretizing the equation’s

spatial derivatives and transforming the resulting expressions into a system of ordinary differential equations

(ODEs) in time. The spatial derivatives were computed using second-order finite difference while the time

integration was carried out using the LSODA solver [25] from the ODEINT package in SciPy [26]. Prior to

introducing the sloshing perturbation, the thermal field is initialized with the steady solution at rest, i.e., without

fluid motion.

We consider two aspects of the tank’s thermal response. First, we focus on the thermal response across the

wall thickness. To this end, we reduce the problem to a 1D domain by setting ε1, ε2 → 0 in (2) and study the

dimensionless temperature evolution at the height of the interface at rest, that is ŷ1 = γl ). For the half-filled

tanks considered in this work, this is ŷ1 = 1/4 (or ŷ1 = −1/4). In this location, the oscillation of the color function

in the dimensionless domain c(γl/(2πR), t̂) produces a square wave of unitary amplitude, unitary period and

50% duty cycle (see Fig. 2). Second, we focus on the circumferential propagation of heat by analyzing the full

2D problem. Considering a half-filled tank, the interface is centered at ŷ1 = ±1/4 and oscillates harmonically

in time with unitary period and dimensionless amplitude Âf . An example of the corresponding spatiotemporal

evolution for an amplitude Âf = 0.2 is shown in Fig. 2.

Table 3: Test matrix summarizing the main parameters for the 1D and 2D simulations presented in this work.

Case Model θa ε1 ε2 Fo1 Fo2 Fluid BC No. layers

1 1D 28.8 0 0 [7e-5, 300] - Dirichlet 1

2 1D 28.8 0 0 [7e-5, 300] - Robin 1

3 1D 28.8 0 0 [1e-3, 80] [1e-5, 30] Robin 2

4 2D 28.8 1e-3 7e-3 5e-2 6 Robin 2



(a) (b)

Figure 2: (a) Dimensionless temperature evolution at ŷ1 = γl in the 1D problem and (b) spatiotemporal evolution

of the color function used to simulate sloshing c(y , t) in the 2D problem. In both cases, the tank is considered

to be half-filled.

The simulations were carried out with nx = 100 grid points across the thickness (x̂) and ny = 70 points across

the circumferential coordinate (ŷ ) for a total of 10 oscillation periods. A grid dependence study proved that this

discretization was sufficient for our needs. Four test cases are considered, and their settings are reported in

Table 3. Case 1 considers a 1D problem with a single layer, with Fourier numbers ranging from 7×10−5 to 300.

To give an order of magnitude, a representative AI6061 tank from [27], with R = 0.5 m and e1 = 5 mm (see

Table 1), shielded by a shell of e2 = 3 cm thick Polyurethan foam leads to Fo1 ≈ 6 and Fo2 ≈ 5×10−3. Dirichlet

boundary conditions are considered in Case 1, with a dimensionless ambient temperature of θa = 28.8. This

represents a test case with Tl = 20K, Ta = 293K, and ∆T = Tg − Tl = 10 K. Case 2 is identical to Case 1 but

considers Robin boundary conditions in the inner wall. Case 3 considers a multi-layer problem, maintaining

the 1D formulation, while Case 4 considers the multi-layer problem using a 2D formulation.

To quantify the dimensionless thermal response of the tank wall to the sloshing-induced thermal excitation, we

define the dimensionless thermal modulation as

H(x̂ , ŷ ) = max(θ(x̂ , ŷ )) − min(θ(x̂ , ŷ )). (6)

This is only a function of x̂ in the 1D problem (having fixed ŷ = ±1/4). Moreover, we define the thermal

penetration depth as the distance from x̂1 = 0, or x̂2 = 0, along the wall thickness, within which H > 0.1, hence

H(x̂ = d̂) = 0.1.

3. Results and discussion

The results for the one-dimensional simulations (Cases 1,2,3 in Table 1) are presented in section 3.1. while

the results for the two-dimensional simulations (Cases 4 in Table 1) are presented in section 3.2..

3.1. One-dimensional model

3.1.1. Single layered tank wall response to sloshing excitation

Focusing on the single-layered wall (Cases 1 and 2 in Table 1), Fig. 3a and 3b show the distribution of H across

the tank’s thickness x̂ with the Dirichlet and Robin boundary conditions on the inner wall, respectively, for a

broad range of Fourier numbers. Since only one layer is considered, no subscripts are used in the legends.

The colored area in both figures defines the region H < 0.1, indicating where the sloshing-induced thermal

oscillations are considered negligible.

These figures show that the penetration depth d̂ remains identical with both boundary approaches. Further-

more, in both cases, for Fo > 3 × 10−1, the sloshing perturbation causes the thermal oscillations to propagate

through the entire thickness, producing H(1) ∼ 1. Then, as Fo → 0, the thermal fluctuations are increasingly

damped, pushing the penetration depth to zero (i.e., d̂ → 0). In such a case, the time scale of the sloshing

excitation is negligible compared to the time scale of diffusion. In fact, as Fo < 10−2, the perturbations are

significantly damped in the close vicinity of the wall.

The key difference between Cases 1 and 2 is the value of the thermal modulation in the vicinity of the inner

wall (i.e., H(0)). While the Dirichlet condition imposes the perturbation to be bounded between 0 and 1, the

convective boundary condition can amplify it beyond these bounds. This means that the inner wall becomes



(a) (b)

Figure 3: One-dimensional transfer function along non-dimensional wall thickness for different Fo numbers. (a)

Dirichlet boundary condition on the fluid side and (b) Robin boundary condition on the fluid side.

warmer than the gas. One can show that the steady state solution of the 1D heat equation (2) with Robin

boundary conditions on both ends leads to the following inner wall temperature:

θ(0) =
(Nuf Nua − Nuf ) (1 − c(γl )) + Nuaθa

Nuf Nua + Nua − Nuf

. (7)

Therefore, provided that θa > 1, the inner temperature is always warmer than the fluid at equilibrium, i.e.

θ(0) > 1 − c(γl ) with c(γl ) = 0 for the gas and 1 for the liquid. From Equation (7), it is clear that temperature

overshoot increases as Nuf decreases. Thus, since the Nusselt number of the gas is one order of magnitude

lower than the liquid’s (see Table 2), the temperature overshoot in the regions in contact with the gas is larger

than in the liquid phase. Consequently, as shown in Fig. 3b, the thermal modulation reaches values greater

than unity for Fo > 3 × 10−1.

This phenomenon is more evident in Fig. 4, which shows the dimensionless evolution of temperature in time

at x̂1 = 0, 0.5, 1 with Dirichlet (a) and Robin (b) boundary conditions for Fo = 3.9. This case is representative

of an aluminum layer within the typical thickness in Table 1. The Robin boundary condition introduces a delay

in the transfer of the perturbation to the inner side of the wall, as depicted by the solid line in Fig. 4b. This

delay further attenuates the perturbation when the time scale of the excitation is much smaller than the one of

diffusion, i.e. Fo << 1, compared to the Dirichlet approach. This effect can be visualized for Fo = 10−2 and

Fo = 2 × 10−3 on Fig. 3.

(a) (b)

Figure 4: Evolution of the temperature with dimensionless time at different depths of the single-layered wall,

Fo = 3.9. (a) Dirichlet boundary condition on the fluid side and (b) Robin boundary condition on the fluid side.

While the Dirichlet simplification provides a good estimate of the penetration depth and allows for identifying

the critical Fourier number above which the perturbation reaches the ambient side as Fo = 3 × 10−1, it fails



at representing the amplification/attenuation phenomena. Indeed, as this approach forces the inner side of

the wall to be at the fluid temperature, the wall overheating due to external heat flux cannot be considered.

In addition, the delay introduced by the thermal inertia is under-predicted. In the following, we focus on the

convective boundary condition on the fluid side.

3.1.2. Multi-layered tank wall response to sloshing excitation

As cryogenic tanks are usually made of multi-layered materials, we investigate the influence of the different

layer compositions and thicknesses for the dual-layered tank (Case 3 in Table 3). To represent the state-of-

art tank layout, a conductive material is placed on the fluid side while an insulating material is placed on the

ambient side. Thus, we study the thermal response of the two layers as a function of their respective Fourier

numbers for the ranges indicated in Table 3. Figure 5 shows contour maps of the penetration depth within the

two layers as a function of the Fourier number combination. Similarly, Fig. 7 represents the maximum value

of thermal modulation encountered in each layer, i.e. H1(0) and H2(0). In these figures, the circle and cross

points locate existing hydrogen tanks of respective dimensions R ≈ 0.5 meters [27] and R ≈ 1.5m [28]. The

dimensionless temperature evolution of the circle point is depicted in Fig. 6.

(a) (b)

Figure 5: Contour plot of dimensionless penetration depths of a dual-layered cryogenic tank wall as a function

of the layer Fo numbers. (a) Penetration depth on the fluid side material and (b) penetration depth on the

ambient side material

Figure 5a shows the penetration depth in the first layer (material 1 in Figure 1), computed as in the previous

condition, while Figure 5b shows the same quantity in the second layer (material 2 in Figure 1). The thermal

fluctuation reaches the second layer by traveling the first layer only if Fo1 > 3 × 10−1. When this occurs, the

fluctuation can travel through the second layer if Fo2 > 10−1 (note that one has d̂2 > 1/3 for Fo2 > 10−1 5b).

Figures 6 shows the dimensionless temperature fluctuation at x̂1 = 0, 0.5, 1 for the multilayer condition in the

case of Fo1 = 3.9, Fo2 = 10−5 (configuration labelled with a circle in figures 5). In this condition, the oscillation

period is large enough to let the wall reach equilibrium before the solid comes into contact with a different

Figure 6: Evolution of the temperature with dimensionless time at different depths of the fluid side material for

a dual-layered wall, Fo1 = 3.9, Fo2 = 10−5 (circle marker in Figure 5).



phase. Figures 7a and 7b show the maximum value of the dimensionless modulation H in both materials for

the same range of Fourier numbers considered in the previous figures. These figures show that the penetration

length for the inner material is almost independent of the outer one, but the amplification in the inner (more

conductive) material is influenced by the Fourier number of the outer (insulation) layer. The amplification of the

thermal oscillation is reduced as Fo2 → 0. As Fo2 tends to 0, the ambient side material mitigates the external

heat ingress, thus tempering the overheating of the inner side with respect to the ullage gas. It is interesting

to note that the insulation layer always receives an attenuated perturbation, as depicted in Fig. 7b, except for

extreme Fourier number values, i.e. Fo1,2 > 10.

(a) (b)

Figure 7: Contour plot of dimensionless thermal modulation of a dual-layered cryogenic tank wall as a function

of the layer Fo numbers, (a) maximum value in fluid side material, and (b) maximum value in the ambient side

material

3.2. Two-dimensional model

We conclude this investigation with the two-dimensional response of the wall to sloshing with varying dimen-

sionless excitation amplitudes Âf . We focus on the configuration with Fo1 = 3.9, Fo2 = 10−5 (circle marker in

Fig. 5) because similar results were found for the one with Fo1 = 3.9, Fo2 = 10−5 (cross marker in Fig. 5).

The resulting thermal modulation maps in 2D are depicted in Fig. 8a. The boundary between the two materials

is represented by a horizontal solid line, while vertical dashed lines delimit the region spanned by the oscillation

of the temperature distribution (color function). The results of the 2D approach align with the maps 7 and 5.

Indeed, while the perturbation enters the insulation layer with a thermal modulation H2 ≈ 0.4, it is quickly

damped so that d̂2 ≈ 0. Regardless of the oscillation amplitude, and despite the large diffusivity of the inner

layer, we observe that the response of the wall remains extremely localized to the region covered by the

sloshing. In other words, at the scale of the sloshing, heat conduction in the circumferential direction can be

neglected.

(a) Âf = 0.016 (b) Âf = 0.064 (c) Âf = 0.087

Figure 8: 2D contour plot of transfer function value of a dual-layered cryogenic tank wall subjected to sloshing

excitation of different non-dimensional amplitudes.



4. Conclusions

This study analyzed the transient heat conduction with cryogenic sloshing perturbation within a multi-layered

tank, considering both one and two-dimensional cases. A dimensionless analysis was performed to identify

the scaling parameters on the thermal behavior of the tank.

The study identified a threshold on the Fourier number for inner layer material, namely Fo1 ≈ 3 × 10−1, above

which the thermal excitation is amplified and crosses the entire layer thickness. This amplification is attributed

to the inner wall overheating due to heat ingress from the outside. It can be minimized by increasing the

insulation, i.e. decreasing the Fourier number of the ambient side material Fo2. This finding suggests that

careful consideration must be given to the thermal properties of the tank walls and the operating conditions to

minimize the effects of sloshing on the thermal cycling of the inner tank shell.

Furthermore, the study revealed that the perturbation caused by sloshing remains localized in the excitation

region and barely spreads along the circumference of the inner shell. This means that the time scale of the

sloshing is usually much shorter than the time scale for the heat conduction in the circumferential direction for

most material combinations considered in this work.

Overall, the single and multi-layered tank walls’ dimensionless analysis has provided an understanding of

the thermal behavior of cryogenic storage tanks subjected to sloshing. In particular, thermal modulation and

penetration depth maps are valuable tools for designers. The maps can be used to determine the tank’s

response to such perturbation excitation as a function of the Fourier number of each layer and can help optimize

the design of the tank walls by minimizing the effects of sloshing on the temperature distribution within the tank.

The findings of this study can be used to improve the design and operation of cryogenic storage systems, to

enhance their safety and efficiency. Further research will be focused on extending this work to a complete

thermodynamic model accounting for fluid phase and temperature changes.
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Nomenclature

Letter symbols

A sloshing amplitude, m

C interface location at rest, m

cp specific heat capacity, J/(kgK)

d̂ dimensionless penetration depth

f liquid fill height, m

Fo Fourier number

g gravitational acceleration, m/s2

Gr Grashof number

h heat transfer coefficient, W/(m2K)

H thermal modulation

Nu Nusselt number

e tank wall thickness, m

Pr Prandtl number

R tank radius, m

Ra Rayleigh number

Re Reynolds number

Ri Richardson number



T temperature, K

U fluid velocity, m/s

Greek symbols

α thermal diffusivity, m2/s

β volumetric thermal expansion, K−1

ε tank aspect ratio

ρ density, kg/m3

ν kinematic viscosity, m2/s

κ thermal conductivity, W/(mK)

θ dimensionless temperature

ω sloshing frequency, rad/s

Subscripts and superscripts

f fluid

g gas

l liquid

i interface

a ambient
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Abstract:  

Unlike the standard materials, metallic nanoparticles offer enhancing the heat convertion rate which implies 
the maximum and average temperature boost significantly in the considered system. The work’s purpose is 
to examine heat transfer in the metallic nanoparticles which have been deposited on a glassy substrate, 
enabling the nanostructures thermoablation. Furthermore, the functionalized substrate is irradiated with mul-
ticolor-laser-sources, with a future perspective to develop a solar model. This is particularly crucial at improv-
ing efficiency in solar-collectors-based renewable energy sources. On the other hand, the theoretical investi-
gations which have been previously verified for a single laser source aim to demonstrate the unsteady tem-
perature and entropy increase in selected geometry cross-sections. The produced heat and the appropriate 
boundary conditions are calculated based on the advanced optics (Mie-Lorentz and Rayleigh-Drude theo-
ries) using an analytical approach. On the other hand, the temperature field and entropy production for the 
case study is being achieved via CFD simulations. The obtained results will be subsequently being applied in 
order to optimize the appropriate nanoparticle size and shape in operational work conditions. 

Keywords:  

heat transfer, light ablation, energy convertion, nanostructures 

1. Introduction 
The world sources of energy were grounded on fossil fuels above one hundred years ago due to their eff i-
ciency and common availability. It has been discovered, however, that their exploitation and extensive utiliza-
tion is contributing to have the greenhouse effect accelerated. Therefore, the diligent search of new alternate 
energy sources and their diversification has been a burning issue nowadays. Nonetheless, the majority of 
the renewable sources of energy do not provide the instant and powerful temperature increase at the same 
time, which may last either long hours or explode the costs of usage. Regrettably, many of the available 
techniques are based on the heat flux supply to the fluid-solid boundary, which implies a slow temperature 
increase in the whole system [1]. 

On the other hand, since the COVID-19 pandemic situation began, the peoples have realized the necessity 
of hand and room disinfections. Unlike the powerful chemical compounds, the overheating of viruses by 
reaching an appropriate temperature may reduce number of germs in a selected volume to virtually zero. In 
a similar way, tumors and cancers could be damaged completely, however there is the same problem with 
penetration in order not to kill healthy cells at the same time and in order to provide the noninvasiveness  
[2–3].   

In this moment, metallic nanoparticles emerge as a new strategy by using their own radiative properties. 
Their advantage is that they may freely travel through a microscale pipe, which increases temperature much 
faster than it is performed with a standard metal sheet. The future perspective is to apply them as an agent 
for solar collectors, steam production or germs inactivation. Although there are several papers which pro-
pose the nanofluidic flows in the context of mass and heat transfer [4 – 5], heat generation and nanoparti-
cles’ shape optimization are an abstruse issue and require to compute sophisticated formulas and equations 
that would be calculated numerically. 

Therefore, this work introduces and offers step by step some theoretical methods which are joined following 
the available models, which is Cattaneo-Vernotte equation for nanoparticles, Rayleigh-Drude approximation, 
Royer-Yamaguchi approach for a surface effect and the electromagnetic energy convertion into heat, which 
has been developing in authors’ papers. Likewise, the proposed theory is capable of being shifted for bulbs 



and solar models. Moreover, the obtained results for the selected theory are revealed for the specially-
prepared system which was thermoablated using three lasers and which enables to study both convection 
moves and microscale heat transfer effects.  

2.  Theoretical models 
Heat transfer of light-ablated metallic nanoparticles is calculated in different methods, depending on the con-
sidered model. Nevertheless, most of them require using the hyperbolic energy equation, which is known as 
Cattaneo-Vernotte equation [7 – 8], and frequently is dedicated for pulsed light sources where temperature 
inside nanoparticles cannot be written as constant the whole time. For AuNRs, this equation is presented as 
follows: г · 𝜕2𝜕𝑡2 (𝜌 · 𝑒) + 𝜕𝜕𝑡 (𝜌 · 𝑒) = div(𝑘eff · grad(𝑇)) + 𝑆𝑒np (1) 

г = 3 · 𝑘eff𝜌 · 𝑐𝑝 · 1𝑣sound2 (2) 

On the other hand, for the continuous light sources, like CW-lasers, the delivered heat is sufficiently low so 
as to have the hyperbolic energy equation reduced into the standard parabolic one. In this work, including 
gravity forces and Boussinesq approach, the utilized continuity, momentum and energy, turbulence and dis-
sipation equations are written by [5]: 

𝜕𝜕𝑡 {  
  𝜌𝜌�⃗�𝜌𝑒𝜌𝕜𝜌𝜖}  

  + div{  
  𝜌�⃗�𝜌�⃗�⨂�⃗�𝜌𝑒�⃗�𝜌𝕜�⃗�𝜌𝜖�⃗� }  

  = div
{  
  
  0�⃡� − 𝑝�⃡�(�⃡� − 𝑝�⃡�) · �⃗� + (𝑘eff  + 𝑘t) · grad(𝑇)(𝜇 + 𝜇tPr𝕜) · 𝕜(𝜇 + 𝜇tPr𝜖) · 𝜖 }  

  
  +

{   
   0(𝜌 − 𝜌𝑜) · �⃗�𝑆𝑒f + 𝑆𝑒np𝐺𝕜 − 𝜌𝜖 + 𝐺Б𝐶1𝜖 · 𝜖𝕜 · (𝐺𝕜 + 𝐶3𝜖 · 𝐺𝛽) − 𝐶1𝜖 · 𝜌 · 𝜖2𝕜}   

   
 (3) 

where: �⃡� = grad (𝑋†⃗⃗ ⃗⃗ ⃗) − 23 𝜇𝐼𝑑 �⃡� + 2𝜇𝑑 − 23 (𝜌𝕜 + 𝜇t · 𝐼𝑑) · �⃡� + 2𝜇t · 𝑑 (4) 𝐺𝕜 = 2𝜇t · 𝑑 · 𝑑†⃡⃗⃗⃗⃗ (5) 𝐺Б = Б · 𝜇tPr · �⃗� · grad(𝑇)  (6) 

The most relevant factors, however, estimate this part of energy which is directly converted into heat from 
the incident light. Likewise, the formulas may be presented for fluids (and solids as well) and particles, re-
spectively as follows: 𝑆𝑒f = 𝐴𝑎𝑏𝑠𝑀 · 𝐼𝑎𝑏𝑠𝑀 = 𝐴𝑎𝑏𝑠𝑀 · 𝐼𝑜(�⃗⃗�) · (1 − 𝑅𝑀) · (1 − exp(−𝐴𝑎𝑏𝑠𝑀 · 𝛿)) (7) 𝑆𝑒np =∑𝐴𝑎𝑏𝑠𝑖 · 𝐼𝑎𝑏𝑠𝑖𝑁

𝑖=1 =∑𝑤𝑖 · (𝜉 · 𝐶𝑎𝑏𝑠𝑖 · 𝐼𝑜(�⃗⃗�) · (1 − 𝑅𝑖) · (1 − exp(−𝐴𝑎𝑏𝑠𝑖 · 𝑙𝑝ℎ)))𝑁
𝑖  (8) 

The difference is visible as well in the absorption coefficient whose value is calculated via different ways. For 
continuous media, like homogeneous fluids or solids, the formula may be described by:  𝐴𝑎𝑏𝑠𝑀 = 4𝜋 · 𝕚𝕞(𝑛𝑀(𝜆))𝜆  (9) 

For particles, however, the formula implies counting particle by particle, which obviously cannot be per-
formed. This is the reason why 𝑁 refers to the number of the grouped particles which possess the same or 
similar dimensions. The commonly utilized theory, which solves the problem, is based on Rayleigh-Drude 
approximation whose advantage is the simplicity in adjusting both size, shape and distance effects [9 – 10]. 
The general formula are followed by [11 – 12]: 𝐴𝑎𝑏𝑠𝑖 = 𝜉 · ((𝐶𝑒𝑥𝑡𝑖) − (𝐶𝑠𝑐𝑎𝑖)) = 𝜉 · ((4𝜋 · (2𝜋𝜆 ) · 𝕚𝕞(𝛼𝑖)) − (8𝜋3 · (2𝜋𝜆 )4 · |𝛼𝑖|2))  (10) 

Nevertheless, the situation which significantly distinguishes the converted rate is how far from the surface 
nanoparticles are located. For microsize pipes this effect is relevant only near walls, and here only nanofluid-
ic theories are utilized based on the heat transfer coefficient between fluid and particles [4 – 5]. Amongst 
many theories where the topic has been investigated, Smoluchowski theory, which is presented in [13 – 14], 
provides satisfactory solutions.  



On the other hand, when nanoparticles are deposited on a surface, the interaction should be included with 
the surface effect which generally increases the optical cross sections, especially for elongated shapes, like 
nanodisks or nanorods. Here, Royer-Yamaguchi approach [15 – 16] appears to be a perfect solution due to 
the fact it includes both the surface and distance effect. In this work, the adjusted polarizabilities for rods are 
presented in the Appendix A. Nevertheless, it should be mentioned that this method is immature for prolate 
structure, and provides the validity only for the symmetrical alignment of nanoparticles to each other. The 
other configurations, although they correspond much more to reality, are not supported with the abovemen-
tioned formulas, and this aspect would be under further investigations.  

Furthermore, total entropy generation, 𝕊, is investigated using formula [21,33 – 35] for Boussinesq and turbu-
lent approach:  𝕊 = (𝑘eff + 𝑘t𝑇2 ) · (grad(𝑇))2 + (𝜇𝑇) · (−23 𝐼𝑑 · �⃡� + 2𝑑) + (1𝑇) · (−23 (𝜌𝕜 + 𝜇t𝐼𝑑)�⃡� + 2𝜇t𝑑) (11) 

This parameter determines the irreversibility rate of each process, and may reveal which irreversible pro-
cesses, friction in movement or heat transfer with conduction and forced or natural convection is dominant at 
each stadium of the simulations.  

3. Numerical proceedings 

3.1. Considered system 

In order to reduce the number of examined systems and to investigate the heat and mass transfer particular-
ly at the same time, it has been decided to create the model which is both simple to prepare, to simulate and 
to be proceeded in the target application. Fig. 1. outlines the system’s scheme from two sides. Gravitational 
forces works along the 𝑥 direction in this model.  

 

 

Figure. 1.  Scheme of the created geometry and domains with boundary conditions applied in the simula-
tions (scale has not been saved). Violet lines highlight the considered planes in section “Results”.  

3.2. Boundary conditions 

In order to compute the results numerically, the considered system has been discretized into three grids. The 
calculations have been performed via Ansys.Fluent software (version 22.1) on the Tryton supercomputer of 
the TASK resources consisted of 72 cores (Intel®Xeon®Processor E5 v3 @ 2,3GHz) using the SIMPLE 
algorithm and the second-order scheme for the (2) – (9) equations. The control parameters have been estab-
lished on 0.5 excepting pressure and density whose values equals 0.3. The space and time tests are based 
on Roacher’s and Richardson’s extrapolations [17] so as to verify and minimize the numerical error. The 
utilized mesh for results is visible in fig. 2.  

Likewise, boundary conditions are specified assuming the system is kept in the adiabatic conditions, except-
ing the irradiated walls where mixed conditions are expected. Moreover, diffusive momentum flux, although 
they are coated on the glassy base, require using Marangoni’s stress for gold nanoparticles due to the pres-
ence of the organic compound (CTAB): 𝑋†⃗⃗ ⃗⃗ ⃗ → 𝑑�⃗⃗⃡�𝑑𝑇 · grad(𝑇)    (13) 

where surface tension coefficient equals 
𝑑�⃗⃗⃡�𝑑𝑇 = −0.00005263 N · m−1 · K−1 [21]. 

 



  

Figure. 2.  Applied discretized grid in the simulations from two sides. 

Furthermore, heat source, which are three lasers here with the incident wavelengths, 𝜆𝐿=1 = 532 nm,  𝜆𝐿=2 = 640 nm, 𝜆𝐿=3 = 808 nm, undergo the gaussian distribution in the space regime, accordingly: 

𝑆𝑒np =∑(∑𝑤𝑖 · (𝜉 · 𝐶𝑎𝑏𝑠𝑖(𝜆𝐿) · 𝐼𝑜𝐿  · exp (−2( 𝑟𝑅𝜙𝐿)2) · (1 − 𝑅𝑖(𝜆𝐿)) · (1 − exp(−𝐴𝑎𝑏𝑠𝑖(𝜆𝐿) · 𝑙𝑝ℎ)))𝑁
𝑖 )3

𝐿=1  (14) 

where each laser output power has been established on 80 mW. These three lasers deliver the heat flux 
during 90 seconds (irradiation time). After this time, the system is being cooled.   

Table 1. details all mentioned assumptions, whereas table 2. reveals material thermal properties from litera-
ture.  

Table 1. Specified boundary conditions in the considered simulations 

No.  Material 
Type of 

boundary 
conditions 

Details 

(1) 
Bottom 

borosilicate 
glass 

Mixed 

𝑇𝑜 = 297.15 K (75.20 F o ) ℎ = 13.6 W · m−2 · K−1 𝛿 = 0.001 m 𝑆𝑒f ≈ 0 W · m−3 𝑅𝜙𝐿 = 0.0015 m 

(2) Air 
Outlet 

(Neumann) 

𝑇𝑜 = 297.15 K (75.20 F o ) 𝑣𝑜 = 0 𝑆𝑒f ≈ 0 W · m−3 
(3) Glue Neumann 

𝑇𝑜 = 297.15 K (75.20 F o ) 𝑆𝑒f ≈ 0 W · m−3  
(4) 

Top  
borosilicate 

glass  
Mixed 

𝑇𝑜 = 297.15 K (75.20 F o ) ℎ = 13.6 W · m−2 · K−1 𝛿 = 0.001 m 𝑆𝑒f1 = 0.0006956 W · m−3 𝑆𝑒f2 = 0.0015740 W · m−3 𝑆𝑒f3 = 0.0003483 W · m−3 𝑅𝜙𝐿 = 0.0015 m 

(5) 
Gold sur-

face 
Neumann 

𝑇𝑜 = 297.15 K (75.20 F o ) 𝑙𝑝ℎ = 26.0 nm 𝑆𝑒np1 = 1.45745 · 1011 W · m−3 𝑆𝑒np2 = 1.90629 · 109 W · m−3 𝑆𝑒np3 = 3.22348 · 1011 W · m−3 𝑅𝜙1 = 0.0015 m 𝑅𝜙2 = 0.0015 m 𝑅𝜙3 = 0.0015 m 𝑑𝜎𝑑𝑇 = −0.00005263 N · m−1 · K−1 



Table 2. Material properties in the considered simulations. 

Material 
Density, 𝝆  (𝐤𝐠 · 𝐦−𝟑) Specific heat 

capacity, 𝒄𝒑  (𝐉 · 𝐤𝐠−𝟏 · 𝐊−𝟏) 
Thermal  

conductivity  

coefficient, 𝒌𝐞𝐟𝐟  (𝐖 · 𝐦−𝟏 · 𝐊−𝟏) 
Dynamic  

viscosity, 𝝁 (𝐏𝐚 · 𝐬) Refer-
ences 

Borosilicate 
glass 

2124.9 779.74 
0.9245251 + 0.0004777689 · 𝑇 + 9.178795 · 10−7 · 𝑇2 - [22,23] 

Gold 
nanorods 

19320 129.81 317 - [24,25] 

Air 352.965 · 𝑇−1 1006.43 
0.004204762 + 7.242857 · 10−5 · 𝑇 

7.29 · 10−6  +  4.0 · 10−8 · 𝑇 
[26-28] 

Glue 1231 1100 0.50 0.30 [29,30] 

4. Results 

Heat transfer results may be described by the mathematical functions whose solutions are determined by 
specified boundary conditions. Some results are based on Green’s or gaussian functions and are presented 
in [19 – 20]. The presence of forced and natural convection, however, which occurs in this work, implies the 
major functions’ complicity and therefore numerical methods are advisable.  

Results are being considered 5 μm above (top) (red color) and under (bottom) (blue color) glassy base, near 
the AuNRs platforms respectively. Fig. 3a. highlights maximum temperature vs time response, fig. 3b. pre-
sents the entropy changes, whereas fig. 3c outlines maximum velocity fluctuations. As may be noticed, max-
imum temperature reaches 33.225

o
C and 31.795

o
C above and under the top glass respectively, which is a 

promising temperature increase since the operating laser power is quite low. It is expected that higher values 
of power would significantly increase the maximum temperature of the system. On the other hand, this work 
assumes using the three wavelengths which do not correspond perfectly for the sun spectrum distribution.  

 

(a) (b) 

  

(c) 

 

Figure. 3. (a) Maximum temperature, (b) specific total entropy and (c) maximum velocity vs. time results 5 
μm above (top) (red color) and 5 μm under (bottom) (blue color) glassy base of the AuNRs platforms respec-
tively. Using dotted lines, sensitive moments in time are raised.  
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Figure. 4. (a) Temperature, (b) specific total and (c) dynamic entropy, (d) velocity contour plots 5 μm above 
(top) (red color) and 5 μm under (bottom) (blue color) glassy base of the AuNRs platforms respectively after 
90 seconds of the system irradiation. 

Furthermore, curve shapes are responsible for the heat rate and thermal properties of that the considered 
system consisted. As long as the quick temperature increase is explained via high value of material’s thermal 
diffusivities compared to gold, the steady state is obtained as a result of assumed adiabatic and insulated 
conditions at walls and of the air domains, respectively. Nonetheless, under the discussed theory in Appen-
dix A, many parameters, like nanoparticle’s dimensions or surface material, can be adjusted ensuring differ-
ent temperature changes and curve shapes. Each of these aspects should be examined particularly in the 
near future.  

Likewise, the obtained low values of velocity imply weak impact on the heat rate. As a matter of fact, thermal 
effects may have triggered the natural convective movement of the fluid associated with the distribution of 
the plate. Moreover, the results are expected to be distinguishable in the microscale region between glass 
and above the AuNRs-platform respectively. This may be noticed peering into both the differences of the 
maximum temperature and specific entropy for the considered surfaces. The explanations are searched in 
the thickness of the AuNRs platforms and the heat transfer coefficient which implies a lower value if the flow 
is weaker, which is clearly visible in fig. 3c. The flow, however, is governed by different phenomena. The top-
AuNRs-platform is exhibited for the forced convection and turbulence effects which is due to the gravity forc-
es.  



This is the reason why dynamic entropies, which are presented in figs. 4c and 5c, are distinguishable to each 
other, and why are visible only very close to AuNRs platforms. In order to enforce the flow inside the mi-
croscale region, significantly higher pressures should be applied, which is not necessary for the top-AuNRs-
platform due to the assumed outlet condition. On the other hand, dynamic entropy is not a dominant process, 
which may be realized from total entropy contours which implies that and mainly heat transfer does the lion’s 
share in the whole simulation. 

Hence, heat is generally transported by conduction, whereas natural convection is directly responsible for 
the entropy generation. Dynamic entropy, which is caused by friction, is a few ranks lower than the static 
one. However, asymmetrical heat wave front, which is visible in the figures 4c and 5c, appears to be due to 
the natural convection, both near the top- and bottom-AuNRs-platforms. 

(top) (a) (bottom) 
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Figure. 5. (a) Temperature, (b) specific total and (c) dynamic entropy, (d) velocity contour plots 5 μm above 
(top) (red color) and 5 μm under (bottom) (blue color) glassy base of the AuNRs platforms respectively after 
10 seconds of the system cooling. 

Jagged contours may be explained following that Marangoni’s stress is responsible for the fluctuations pres-
ence which are intensified as a result of the turbulence effects due to convection forces. Moreover, it is sup-
posed that heat is transported as a result of the convection processes which implies the turbulence influ-
ence, even if the flow takes low values. Another issue occurs at the rectangular boundaries where the con-
tours appear to be discontinuous due to the fact that there are located the material boundaries, and the ma-
terial properties abruptly vary. These discontinuities are common phenomena manifested at the micro- and 



nanoscale, with velocity slip, transpiration mobility and Marangoni’s stress among the dominant effects [36-
39]. 

Furthermore, the jumpy variations may be noticed in the velocity vs time plot where the curve does not pos-
sess a smooth character. This is not observed in the bottom-AuNRs platform where the curve is deprived of 
the discontinuities, and where the turbulence is significantly weaker. It is also worth mentioned that the 
curves have been improved via decreasing mesh size as long as the satisfactory quality obtains, and every 
simulation has provided a similar feedback. 

5. Summary 

Metallic nanostructures, although they are followed with standard Boltzmann transport equations, require 
utilizing sophisticated mathematics which implies the problem complexity in boundary conditions. In this 
work, microscale heat transfer and convection moves have been raised and discussed. This paper suggests 
that there is a possibility to apply metallic nanoparticles in real energy or biomedical applications. Their un-
questionable advantage is heating them inside pipes, which omits the problem of the low heat transfer coef-
ficient of the exterior surfaces. Moreover, the utilized model, although NRs are not truly present, the interac-
tion between NRs and light is the response based on the physical phenomena. The approach, however, 
does not require to calculate many equations, which definitely may accelerate the simulation compared to 
the available full optical approaches, like DO model.   

Furthermore, the outlined theoretical results reveal that even relatively low values of the laser powers are 
sufficient so as to obtain a significant temperature increase. In this work, the maximum value has reached ∆𝑇=9.225

o
C. Although higher temperature may be provided by manipulation of nanoparticle’s properties or 

stronger light sources, it should be taken into account the heat transfer is strictly conjugated with the conduc-
tion where heat spreads decreasing the maximum value supporting the average one. On the other hand, the 
competition between force and natural convection also is not trivial, which has been present and been stud-
ied thoroughly in this work as well. In this work, the forced convection influence has been discovered not to 
do the lion’s share due to the weak flow near the AuNRs platforms.  

It is being predicted, however, this effect would be much more visible e.g. in solar collectors where AuNRs 
shall move freely and be exposed to the high stresses due to the forced convection. Nonetheless, the con-
sidered topic takes the advantage and encourages further investigations due its promising temperature in-
crease in the imitating-systems which may be used in energy or biomedical applications. 
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Appendix A 
This part studies the applied formula for electrical polarizabilities applied for the substrate effect of the used 
nanostructures. Due to the surface effect and anisotropy of considered nanostructures, several formulas are 
calculated and specified for 130 x 130 different sizes of 𝑑𝑠𝑖 and 𝑑𝑙𝑖. The general boundary condition for the 

total polarizability is described as follows: 𝛼𝑖 = 23 (23 · ((𝛼𝑖,𝑦)𝑌𝑎 + (𝛼𝑖,𝑧)𝑌𝑎) + 13 · ((𝛼𝑖,𝑥,𝑑𝑙)𝑌𝑎)) + 13 · (23 · ((𝛼𝑖,𝑦,𝑑𝑠)𝑌𝑎 + (𝛼𝑖,𝑧,𝑑𝑠)𝑌𝑎) + 13 · ((𝛼𝑖,𝑥)𝑌𝑎))  (A.1) 

The substrate and distance effects are described by Royer-Yamaguchi approach [15 -16], where the aniso-
tropic factor, 𝛽𝑖, is perpendicular along the 𝑦-axis, as follows: (𝛼𝑖)𝑌𝑎𝑚 = (𝛼𝑖)𝑠𝑢𝑟1 + ( (𝛼𝑖)𝑠𝑢𝑟43𝜋 · 𝑑𝑠1𝑖2 · 𝑑𝑙1𝑖) · 𝛽𝑖

 

(A.2) 

Surface polarizabilities are assumed for the prolate ellipsoids which are the complex functions, as follows: (𝛼𝑖,𝑥,𝑧)𝑠𝑢𝑟 → (𝛼𝑖,𝑥,𝑧)𝑠𝑢𝑟(𝕡11, 𝕢11, 𝕖11, 𝜀ℎ, 𝜀𝑠𝑢𝑟 , 𝑑𝑠1𝑖 , 𝑑𝑠2𝑖, 𝑑𝑙1𝑖, 𝑢𝑙) (A.3) (𝛼𝑖,𝑦)𝑠𝑢𝑟 → (𝛼𝑖,𝑦)𝑠𝑢𝑟(𝕡10, 𝕖10, 𝜀ℎ, 𝜀𝑠𝑢𝑟 , 𝑑𝑠1𝑖 , 𝑑𝑠2𝑖 , 𝑑𝑙1𝑖 , 𝑢𝑙) (A.4) 

Contrary to ellipsoids, rods possess the flat long dimension which contributes to appear new dipole configu-
rations. It was discovered by Fuchs publication [18] in which the charge arrangements of edgy shapes (trian-
gles, cubes, octahedrons etc.) The publication implies that the dipole arrangement in a nanoparticle may be 



specified by a certain parameter in order to solve and establish the other dipole configurations. As long as 

the along axes tend to spherical distribution, (𝜙𝑖(𝑑𝑠𝑖 , 𝑑𝑙 𝑖) →  𝜙𝑖(𝑑𝑠𝑖 , 𝑑𝑠𝑖) → 0), the situation changes in rods. It 

is assumed to exist the new configuration where dipoles are arranged at the very opposites diagonal indicat-

ing 𝜙𝑖(𝑑𝑠𝑖 , 𝑑𝑙𝑖) → 𝜙𝑖,𝑑𝑙 (𝑑𝑙𝑖 − 𝑑𝑠𝑖 , √(𝑑𝑙𝑖 − 𝑑𝑠𝑖)2 + (𝑑𝑠𝑖)2) and 𝜙𝑖(𝑑𝑠𝑖 , 𝑑𝑙𝑖) → 𝜙𝑖,𝑑𝑠 (𝑑𝑠𝑖 , √(𝑑𝑙𝑖 − 𝑑𝑠𝑖)2 + (𝑑𝑠𝑖)2), 

which are projected on the main space diagonal of a rod for 𝑦- and 𝑥-, 𝑧- axes respectively. Fig. A.1 demon-
strates these four assumed charge arrangements which have been adjusted to the 𝑥-oriented particles than 

are deposited on the 𝑦-axis surface. The assumed parameters and properties for the abovementioned for-
mulas are highlighted in tables A.1 and A.2. 

Table A.1: Nanorods assumed parameters  

General parameters Assumed value 

NPs general size, 𝑑𝑠 x 𝑑𝑠 x 𝑑𝑙 15 x 15 x 55 nm 

Coating thickness, 𝑑𝑠2 4 nm 

Average NP – NP distance, 𝑢𝑙 140 nm   

Nanoparticles concentration, 𝜉 8.67 · 1021 m-3
 

Table A.2: Electrical properties for the utilized three wavelength values  

Wavelength dependence parameters 𝜆1 = 532 nm 𝜆2 = 640 nm 𝜆3 = 808 nm References 

Permittivity of air (humidity – 15%), 𝜀ℎ 1.103112 1.102395 1.101639
 

[30,32] 

Permittivity of borosilicate glass, 𝜀𝑠𝑢𝑟 2.308880 2.294619 2.281912
 

[22] 

Gold electrical permittivity, 𝜀1  𝕣𝕖  -4.660220 -12.183069 -25.035329
 

[31] 𝕚𝕞  2.346720 1.1734087 1.564609
 

 

Figure. A.1. Electric dipole configurations which have been considered in the calculations for 15-15-55-nm 
gold nanorods (orange color) coated by a 4-nm organic compound (green color). 

Nomenclature 
Roman letters 𝐴𝑎𝑏𝑠𝑖  absorption coefficient of the 𝑖-particle, m−1 𝐴𝑎𝑏𝑠𝑀 absorption coefficient of the continuous material, m−1 𝐶𝑎𝑏𝑠𝑖 absorption cross section of the 𝑖-particle, m2 𝐶𝑒𝑥𝑡𝑖  extinction cross section of the 𝑖-particle, m2 𝐶𝑠𝑐𝑎𝑖  scattered cross section of the 𝑖-particle, m2 𝑐𝑝 specific heat capacity, J · K−1 · kg−1 𝑑  symmetric rate of deformation, s−1 𝑑𝑙1𝑖  longer diameter of the 𝑖-nanoparticle, m 



𝑑𝑠1𝑖  shorter diameter of the 𝑖-nanoparticle, m 𝑑𝑠2𝑖  size of the nanoparticle’s coating, m 𝑒  specific energy, J ·  kg−1 𝐺𝕜 turbulence kinetic energy generation due to velocity gradients, kg · m−1 · s−3   𝐺Б turbulence kinetic energy generation due to buoyancy forces, kg · m−1 · s−3   �⃗� gravity, m · s−2 ℎ heat transfer coefficient, W · m−2 · K−1 𝐼𝑜(𝑟) initial intensity laser profile, W · m−2 𝐼𝑎𝑏𝑠𝑖  absorbed part of the 𝑖-particle, W · m−2 𝐼𝑑  first invariant of the strain rate, s−1 �⃡�  unit tensor, -  𝑘eff  effective thermal conductivity coefficient, W · m−1 · K−1 𝐿 subsequent laser source 𝑙𝑝ℎ light-NR interaction thickness, m 𝑃𝑟𝕜 turbulent Prandtl number for kinetic energy, - 𝑃𝑟𝜖  turbulent Prandtl number for rate of dissipation, - 𝑃𝑟 Prandtl number, - 𝑝  pressure (Pa) 𝑅𝑖  reflection coefficient of the 𝑖-nanoparticle, m 𝑅𝑀 reflection coefficient of the continuous material, m 𝑅𝜙𝐿 beam sizes of laser sources, m 𝑅 Reynolds stress tensor 𝑟  radius – spherical coordinate, m 𝑆𝑒𝑓  source of energy for fluids, W · m−3 𝑆𝑒𝑛𝑝  source of energy for the 𝑖-particle, W · m−3 𝑇  temperature, K 𝑇𝑜 initial temperature at the 𝑡 = 0 s, K 𝑡  time, s 𝑢𝑙 distance between particles, m �⃗�  velocity of the fluid, m · s−1 𝑣𝑠𝑜𝑢𝑛𝑑  speed of sound, m · s−1 𝑋†⃗⃗ ⃗⃗ ⃗  diffusive momentum flux, kg · m · s−2 𝑥, 𝑦, 𝑧 Cartesian’s coordinates, - 

Greek letters 𝛼𝑖  polarizability of the 𝑖-particle, m3 𝛽 anisotropic factor for distance and surface effects, - 𝛿 thickness of the considered material, m 𝜀ℎ  permittivity of the host medium, - 𝜀𝑠𝑢𝑟 permittivity of the base where NRs are embedded, - 𝜖 turbulent energy dissipation, m2 · s−3 𝜆  incident wavelength, m 𝜇  molecular viscosity, Pa · s 𝜇t  eddy viscosity, kg · m−1 · s−1 𝜉  nanoparticles concentration, m−3 𝜌  density of a material, kg · m−3 𝜎 surface tension parameter, N · m−1 𝜓 prolation parameter, - 

Slavic letters Б thermal expansion coefficient, K−1 г relaxation time, s 
Others 𝜕  symbol of partial derivative 𝕚  symbol of imaginary unit 𝕚𝕞  imaginary part of a complex expression 𝕜 turbulent kinetic energy 𝕡 associated Legendre polynomials of a first kind 𝕢 associated Legendre polynomials of a second kind 𝕣𝕖  real part of a complex expression 



Subscripts and superscripts 𝑎  air 𝑑  diffusivity 𝑓  fluid 𝑖  selected number 𝑙 long or distance  𝑀 material 𝑜  in reference to initial conditions 𝑠 short t turbulent †  transposition 

Abbreviations 𝑎𝑏𝑠  absorption div  divergence eff  effective 𝑒𝑥𝑝  exponent 𝑒𝑥𝑡  extinction grad  gradient np nanoparticle 

NRs nanorods 𝑝ℎ photon 𝑠𝑐𝑎  scattering 𝑠𝑢𝑟  surface 𝑌𝑎 in reference to Yamaguchi approach 
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Abstract: 

In many thermal processes, elements with high temperatures are distributed in a non-uniform way, whose 
internal surface temperatures must be known. Intrusive through-wall sensors are commonly used, but this 
technique is not possible in some cases. In addition, it requires numerous sensors distributed over the entire 
surface to know the temperature of the entire surface adequately. This is the case with the inner surfaces of 
the cylinder and cylinder head of reciprocating internal combustion engines, where it is relatively easy to 
measure the external temperature of the surfaces but not the temperature distribution of the inner surfaces. 
The accurate evaluation of this interior temperature is relevant for the determination of inner processes, such 
as the rejected heat from the combustion chamber. 
In this work, a methodology for the estimation of the average temperature of the interior surfaces of elements 
is presented. Starting from the experimental measurement of the temperature distribution of the exterior 
surfaces and measuring the total energy transferred from the interior to the exterior surface, the proposed 
methodology uses an iterative sequence of simulations using finite element methods. The result is a 
distribution of temperatures on the interior surfaces, whose average temperature is taken as the temperature 
of the interior surfaces. The minimum mean square error (MSE) value achieved is of the order of 50. The 
method converges when an improvement of the MSE by less than 5% is achieved. The convective heat transfer 

coefficients from the finned surface to the atmosphere is 1,4·10-4 W/mm2K, which are normal values associated 

with natural convection. 
This methodology has been validated by building a prototype in the laboratory. The methodology has achieved 
a high agreement between the measured and the predicted values. 

Keywords: 

Sensors, Infrared thermal images, thermal engine, temperature indirect measurement 

1. Introduction 
In thermal systems that are composed of mechanisms and thermal generation within them, the prediction of 
heat transfer is important as it influences heat losses. An accurate prediction of heat losses are essential to 
know the performance, power, emissions and stress field [1]. Examples of such systems are heat engines, 
such as reciprocating internal combustion engines, or thermal storage systems based on thermochemical 
reactions. Knowing the temperature distribution inside these systems is important to characterise the behaviour 
of these thermal systems. 

Measuring the interior temperatures of walls that are not accessible is quite costly and difficult. Intrusive 
techniques are normally used, with holes drilled to install the sensors, which can modify the phenomenon and 
render the model useless [2]. Measurements based on optical techniques are also common [3] but require 
specific windows or special preparation of the model to be measured, with optical access. An example would 
be the diode laser sensor [4] or coherent anti-Stokes Raman spectroscopy [5]. 

Directly measuring temperatures on indoor surfaces using sensors can be complicated and intrusive [6]. In 
addition, the spatial variation of temperatures on indoor surfaces is important [7,8]. If the measurement is 
reduced to a few points, the averages can be non-representative of the whole assembly. Moreover, it is 
challenging for small systems to install a relevant number of sensors on the inner surfaces, with the risk of 
affecting inner flows. This is especially important for measuring the inner surface of combustion chambers of 
reciprocating internal combustion engines or high-temperature energy storage systems where the gas 
temperature could be considered constant for many analyses, but for the purpose of mechanical calculations 
and heat transfer calculations,  the assumption of constant surface temperature is not valid. The smaller the 
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volume and the higher the temperature, the more complicated the installation and the more intrusive the 
measurement method. 

In addition, when the outer surface of the system whose inner surface temperature is to be measured is not 
uniform, for instance, air cooling internal combustion engines with an external finned surface, measurement 
becomes even more difficult due to the more difficult installation conditions of the sensors. 

There are indirect methods for the determination of these temperatures based on heat transfer mechanisms. 
Some authors use resistance-capacitance models [9]. Other authors use models that solve by finite element 
methods, in stationary or transient regimes. For both types of models, the boundary conditions are varied: 
constant temperatures on the inner and outer surface, constant heat transfer coefficients on the inner wall and 
temperature of the outer wall equal to that of the coolant or heat transfer coefficients in different areas of the 
outer surface of the piston [10, 11, 12]. 

It should also be noted that the derivation of the values of the boundary conditions for these simulations is 
varied. In many cases, the authors use values of conditions from the literature, which do not ensure their 
validity if extrapolated to different engines or systems. Other authors obtain these values through previous 
simulations of the combustion cycle or the internal process within the system. Obtaining accurate boundary 
condition values from experimental measurements is challenging [13]. 

In general, the most usual boundary condition for the outer surface side is to impose either the surface 
temperatures, the heat transfer coefficient or the coolant temperature. In the literature, most of the studies 
applied to internal combustion engines are directed to the study of water-cooled systems, in which the water 
temperature is almost constant or varies slightly, and the outer surfaces are smooth and do not have extended 
surfaces, unlike the case of air cooling. This work presents a methodology for an accurate evaluation of the 
inner temperature of high-temperature thermal energy systems. It is a non-intrusive methodology, requiring 
only infrared imaging, measurement or estimation of total heat and the use of CFD software for heat transfer 
analysis. Unlike other methodologies, no contact or drilling is required for thermocouple or heat flow meter 
placement. It is developed for being applied to hard-to-monitor systems, such as internal combustion engines 
or high-temperature energy storage systems. The methodology is demonstrated in an air-cooled internal 
combustion engine but is fully applicable to any other thermal system with the characteristics described. 

2. Preliminary considerations 
Several considerations have to be made before proposing a methodology for the indirect determination of the 
inner temperature of systems, inside which there is thermal generation or gases at high temperatures and 
cannot be accessed by simple methods. These considerations are related to the use of the finite element 
method (FEM), appropriate selection of the boundary conditions, analysis of the theoretical basis of heat 
transfer through extended surfaces; available experimental techniques; election of the resolution method and 
setting of admissible errors. 

2.1. Application of the finite element method to problems in conduction and 
convection heat transfer 

The following steps are required to solve a thermal problem using FEM: 

▪ Phase 1 "Preprocessing": meshing, development of the equations for each element, creation of the total 
conductivity matrix and application of the boundary conditions and loads. 

▪ Phase 2 "Equation solving": solving the set of linear algebraic equations to obtain the results at the nodes. 

▪ Phase 3 "Post-processing": extraction of the information required for this research. For example, the total 
heat loss of a body under study or the temperature distribution on selected surfaces of this system. 

Equation (1) is the form of the equations characterizing heat transfer by convection and conduction under 
stationary conditions: [𝐾]{𝑢} = {𝑃} + {𝑁}, (1) 

Where [K] is the total conductivity matrix, {u} is the vector of temperatures of the nodes to be known, {P} is the 
vector of heat loads that are constant and {N} is the vector of nonlinear heat fluxes that depend on temperature. 
The vector {P} is associated with the heat transfer occurring at the surface of the element as well as the 
generation within the element. The vector {N} is associated with convection at the surface of the solid and 
temperature-dependent heat loads. 

The chosen software is NC/NASTRAN and uses an iteration scheme based on the Newton-Raphson method. 
It is useful to follow the following two recommendations so that the iterative process can converge properly: 

▪ Initial temperature estimation: for highly nonlinear problems, the iterative solution is very sensitive to the 
assumed initial temperature. 



▪ Convergence criterion: the first time a problem is solved, it is advisable to keep the default values of the 
parameters that control the iterative process. For problems with poor convergence, it is possible to increase 
the values of the tolerances, although this decreases the accuracy. 

2.2. Analytical resolution of heat transfer by conduction and convection of finned 
surfaces 

As a previous step to the determination of the methodology, it is necessary to study the theoretical basis of 
heat transfer on extended surfaces. This study will allow us to justify the methodology and better interpret the 
results. 

In the conduction analysis for a generic annular fin, Figure1, the following assumptions are adopted: 

▪ One-dimensional conduction in the radial direction of the fin. If the longitudinal dimensions are much larger 
than the fin thickness t, then the temperature changes in the longitudinal direction are much larger than 
those in the transverse direction. 

▪ Steady-state conditions. 

▪ Constant and non-temperature-dependent conductivity. 

▪ Radiative transfer from the fin surfaces is negligible. 

▪ There is no energy generation in the volume considered. 

▪ The heat transfer coefficient is constant over the entire surface. 

▪  

Figure. 2. Fin model and characteristic dimensions. 

The conduction equation in the fin is a zero-order modified Bessel equation, Eq. (2): 𝑑2𝜃𝑑𝑟 + 1𝑟 𝑑𝜃𝑑𝑟 − 𝑚2𝜃 = 0, (2) 

where 𝑚2 = 2ℎ/𝑘𝑡 y 𝜃 = 𝑇 − 𝑇∞. 

The temperature distribution is obtained once the boundary conditions have been chosen. The following four 
sets of possible boundary conditions can be applied: 

▪ CC1, where heat arriving by conduction at the beginning of the fin is transmitted by convection along the 
fin; 

▪ CC2, in which the heat arriving at the end of the fin is negligible and, therefore, the fin edge can be 
considered adiabatic; 

▪ CC3, in which the temperature of the fin edge is known and; 

▪ CC4 represents the ideal case in which the fin extension is so large that it can be considered infinite, and 
therefore, the temperature at the fin edge is equal to the ambient temperature. 

Figure 3 illustrates the temperature distribution for an annular ring case of the inner and outer radius of 50 and 
100 mm, respectively, with a heat transfer coefficient equal to 150 W/m2K, the thickness of 5 mm and end 
temperatures of 100 ºC and 80 ºC, ambient temperature of 50 ºC. The heat fluxes for boundary conditions 
CC1, CC2, CC3 and CC4 are 244, 238, 230 and 387 W/m2, respectively. As can be seen, the last boundary 
condition CC4 differs quite a lot from the remaining ones, as the ratio of the exterior to interior radius is not 
high. 

Considering the objective of this work, the most appropriate boundary condition is CC1 because the 
transmission at the tip is by convection. However, for the characteristic dimensions of the fins, CC2 and CC3 
would also be valid. The distribution can be approximated by straight lines to achieve zero errors at the base 
and tip of the fin.  

In a first approximation, the solution for boundary conditions CC1, CC2 and CC3 can be approximated by 
straight lines to achieve zero errors at the base and the tip of the fin. The maximum relative approximation 



error is 6.5% and occurs at the midpoint of the fin. Because these are small errors, the fins can be made 
independent, in terms of temperature, of the body to which they are attached. 

 

 

Figure. 3. Evolution of temperatures along an annular fin for different boundary conditions. 

2.3. Finite element method (FEM) resolution of conduction and convection heat 
transfer of extended surfaces 

A simple model of a trapezoidal fin is initially simulated to validate and understand the FEM resolution of heat 
transfer. Figure 3 shows the fin and conditions and simulation results.  

 

Figure. 3. a) Fin model; b) Simulation results 

The temperatures obtained by analytical resolution and by FEM are compared and show divergences of less 
than 0,5%, which are smaller the more elements the model meshing has, although its complexity and 
computational load also increase. 

2.4. Experimental setup 

An experimental installation for the measurement of inner temperatures of systems by means of the 
methodology proposed in this work and for its validation is carried out., which consists of a large box, in 
comparison with those of the system to be tested, totally hermetic and thermally isolated from the outside. 
Inside this box, electrical resistors were placed. On the upper surface of the box, there is an opening in which 
the inner surface of the component to be tested is fitted. In this way, the box simulates the combustion chamber 
of the engine in which the electrical resistors generate the released energy. The thermal power chosen is 
similar to that which would be produced in the real operating conditions of the components to be tested. They 
simulate the conditions of energy generation by combustion. Thermocouples are placed on the inner and outer 
surfaces of the system to be tested. Figure 4 shows the installation scheme, and Figure 5 shows photographs 
of the installation and a detail of the location of thermocouples on the inner surfaces. Thermographs are also 
taken of the external surfaces, which are the ones visible to the camera. Figure 6 shows thermographs taken 
from the experiments. 
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Figure 4. Installation scheme for methodology validation. 

Tests were carried out with electrical powers of 150, and 600 W and the cylinder and cylinder head of an air-
cooled reciprocating internal combustion engine with finned outer surfaces were chosen as parts. When the 
temperatures at the thermocouples and the temperature and pressure inside the case reached a steady state, 
approximately 30 minutes, the thermocouple temperatures and thermographs of all visible surfaces were 
recorded (Figure 6), and the values of the ambient conditions were also recorded. 

3. Selection of the set of boundary conditions 
Several sets of boundary conditions can be imposed to estimate the temperature of the inner surface of the 
cylinder head or cylinder. The proposed ones are:  

a) The temperature at the outer surfaces and heat flux at the inner surface. 
b) Convective heat transfer coefficient on the outer surfaces and heat flux on the inner surface, such that the 

temperatures of the outer surfaces match the measured temperatures. 
c) The temperature at the outer surfaces and heat flux due to convection at the outer surface. 

 

Figure 5. a) Installation setup; b) thermocouples on inner surfaces. 

The set of boundary conditions c) is discarded because of the need to impose boundary conditions on all 
finned surfaces for FEM resolution, which is impossible from a practical point of view. 

The two possible sets of boundary conditions, a) and b), are applied to the two chosen components. 

3.1 Previous analysis of the boundary conditions 

In this case, the set of boundary conditions a) is applied. The external surface temperature field is imposed 
from the temperature measurements obtained in the test. This field is of the logarithmic type, as shown in 
Section 2.2: 

Step 1: This step intends to obtain a logarithmic-type temperature distribution on the fins by imposing on the 
bottom and end nodes of the fins the temperatures measured in the test. As discussed in Section 2.2, the 
errors in the temperature distribution are small regardless of whether a linear or logarithmic distribution is 
applied. However, the errors in the flow distribution through the surface are relevant. It should be noted that 



these are the only boundary conditions applied and that the rest of the surfaces (lateral surface of the fins, 
inner surface of the cylinder head and non-finned surfaces of the cylinder head) are adiabatic. A scheme of 
Step 1 is shown in Figure 7. 

 

Figure 6. Extended surface cylinder thermograph. 

 

Figure 7. Step 1 of the boundary conditions set election. 

Step 2: in this step, the temperatures of the finned surfaces obtained in Step 1 are imposed as a boundary 
condition; other boundary conditions modelling the test are also imposed, Figure 8: 

▪ heat flow through the inner surface of the cylinder head, 

▪ free convection transfer coefficient from the non-finned outer surfaces to the environment, 

▪ other surfaces are considered adiabatic 

3.2. Analysis of the simulation results 

The temperature distribution is obtained from the resolution of this model and matches the measured values. 
However, the heat flux distribution is not valid since it results from solving a one-dimensional conduction 
problem in the fin in Step 1. This model forces the appearance of local heat fluxes that are transferred from 
the environment to the root of the fin, called auxiliary fluxes. A scheme of such auxiliary flows is shown in 
Figure 9. This situation is unrealistic and persists in Step 2 of this resolution and cannot be cancelled. 

Therefore, although the temperature field on the outer surfaces is adequate, the heat flux distribution is not. 
This is the reason why this set of boundary conditions cannot be imposed on the simulation of the cylinder 
head and cylinder when the engine is under load. The second set of boundary conditions and their validity for 
the estimation of the average inner surface temperature of the two systems tested is presented below. 

In view of the conclusions of the analysis of the application of the set of conditions a), which advise against its 
use, the set of boundary conditions b), which imposes free convection transfer on the surfaces, is applied. The 
measured heat power is uniformly distributed on the inner surface. 



 

Figure 8. Step 2 of the boundary conditions set election. 

 

Figure 9. Auxiliary flows representation. 

Once the boundary conditions are imposed: uniform heat flux over the elements of the inner surface of the 
cylinder, which is equal to the heat power generated by the electrical resistors, and the convection coefficient 
over the elements of the finned surfaces, the model with the applied loads is sent to the NX/NASTRAN solver 
module. 

The temperatures measured on the external surfaces by thermographs and thermocouples will be compared 
with the temperature field on the external surfaces obtained from the FEM simulation from an initial heat 
transfer coefficient. If this correspondence does not occur, the comparison is iterated with FEM simulation 
results with another heat transfer coefficient value. 

4. Methodology proposed 
A comprehensive review of heat transfer on extended surfaces has been carried out in the previous sections, 
and the best selection of boundary conditions for temperature determination has been studied. This work aims 
to determine the average inner surface temperature of systems with extended outer surfaces inside which 
there is power generation. An inverse method that solves the heat transfer in these systems by means of finite 
elements is then proposed and described, taking into account the previous considerations exposed in Sections 
2 and 3. The main difficulty of this kind of approach is the correct imposition of the boundary conditions in the 
models and the value of these boundary conditions, whose considerations have been discussed in Section 3. 
A flow diagram of this methodology is presented in Figure 10. 

In the proposed method, the following boundary conditions are chosen: 

▪ Heat flow through the inner walls of the system to the outside, �̇�ℎ𝑒𝑎𝑡 



▪ The heat transfer coefficient on the outer surfaces ℎ𝑒𝑥𝑡, which is obtained from an iterative process that 
converges when the temperatures on the outer surfaces resulting from the FEM model match the measured 
ones, 

▪ The temperatures of the selected points of the external surfaces and whose values are obtained from the 

thermographs and those recorded in the thermocouples during the tests, 𝑇𝑚𝑒𝑎𝑠,𝑘𝑜𝑢𝑡𝑒𝑟 .  

 

Figure. 10. Methodology flow diagram. 

The value of the heat flow through the inner walls of the system, �̇�ℎ𝑒𝑎𝑡, is the heat released by the electrical 
resistances, whose total value is known but not its distribution along the inner surface. The FEM model requires 
the heat per unit area and time as a boundary condition. The heat distribution is assumed to be uniform, and 
the inner surfaces whose outer equivalent are not finned, which is also adiabatic, are considered adiabatic. 

The second boundary condition imposed is the convective heat transfer from the outer extended surface to 
the surrounding air. The heat transfer coefficient ℎ𝑒𝑥𝑡 is constant and the air temperature is constant. 

The cylinder head is an example of those components where there are several parts, and the interaction 
between surfaces must be considered. In this case, it is considered that the bond between the contact surfaces 
is perfect and the conductivity is infinite. 

Once the boundary conditions have been applied, the model is sent to the NX/NASTRAN solver module. 

Once the boundary conditions have been successfully applied, the model is sent to the NX/NASTRAN solver 
module. 

When the simulation is finished, the temperatures of the outer finned surfaces are obtained in the FEMAP 
post-processing module. Due to the large surface area, points were chosen to compare the measured 
temperature with the temperature resulting from each simulation. The values of the 9 thermocouples and 10 

points on the thermographs were chosen, in total 19 points. The 19 measured temperature values, 𝑇𝑚𝑒𝑎𝑠,𝑘𝑜𝑢𝑡𝑒𝑟 ., 

are compared with those resulting from the simulation, 𝑇𝑠𝑖𝑚,𝑘𝑜𝑢𝑡𝑒𝑟 . k indicates the temperature point being 

compared. The mean square variation, called MSE, is defined according to Equation (2): 𝑀𝑆𝐸 = 1𝑛 ∑ (𝑇𝑠𝑖𝑚,𝑘𝑜𝑢𝑡𝑒𝑟 − 𝑇𝑚𝑒𝑎𝑠,𝑘𝑜𝑢𝑡𝑒𝑟 )2𝑘=𝑛𝑘=1 , (2) 

The method attempts to identify the value of ℎ𝑒𝑥𝑡 that minimizes the mean square error with the temperature 

measurements 𝑀𝑆𝐸𝑚𝑖𝑛, Figure 11. To calculate such an optimal value of ℎ𝑒𝑥𝑡 an iterative search process is 

followed based on interpolations of 𝑀𝑆𝐸(ℎ𝑒𝑥𝑡)  as a Cubic Spline type curve. The search is initialized by taking 

three sufficiently distant values of ℎ𝑒𝑥𝑡 and calculating the MSE values, they produce. 

These 𝑀𝑆𝐸(ℎ𝑒𝑥𝑡)  curve values are then interpolated by Spline, and the minimum of the interpolated curve 
and the corresponding hext,CIL value are calculated. The model is then simulated with this value, and the 
MSE it produces is calculated. If no significant improvement of MSE is achieved, relative difference below 5%, 
it is considered to have converged to 𝑀𝑆𝐸𝑚𝑖𝑛. If the improvement is significant, it is incorporated into the 

interpolation of 𝑀𝑆𝐸𝑚𝑖𝑛 by Cubic Spline and iterated again. 

As an example, the method when the extended surface cylinder is tested, and the internal thermal generation 
is equal to 150 kW is illustrated in Figure 12. 



 

Figure. 11. Heat transfer coefficient iterative method. 

 

Figure. 12. MSE for different heat transfer coefficients values according to the iteration method 

A representation of the temperatures at the chosen points, resulting from experimentation and simulations, for 
the internal and external surfaces is shown in Figure 13. As can be seen, the difference between the simulation 
and measured temperatures is quite small. Figure 14 shows a comparison of FEM simulation results with 
thermography measurements, proving the great similarity between the two. 

It is verified that the resulting inner surface temperatures correspond to those measured with thermocouples 
in the tests. As for the distribution of the heat flows, it is verified that, in all cases, on the whole external surface 
they are transferred from the environment to the cylinder head and that on the internal surface, the flows are 
incoming. There are no auxiliary heat flows from the environment to the fins, as in the previous case. The total 
power transferred through each of the surfaces is also obtained, and it is found that the power transferred 
through the outer surfaces is equal to that generated by the electrical resistors. It should be noted that the 
proportion of power transferred to the environment from the finned surfaces is much higher than that 
associated with the non-finned surfaces. Once this correspondence has been achieved, it is verified that the 
resulting interior surface temperatures correspond to those measured with thermocouples in the tests. 



 

Figure. 13. Representation of temperatures at the points of comparison. 

 

Figure. 14. Comparison of FEM simulation results with thermographs, for tests at 150 W and cylinder head 
as a component. 

5. Conclusions 

This work presents a methodology for an accurate evaluation of the inner temperature of high-temperature 
thermal energy systems. It is developed for being applied to hard-to-monitor systems, such as internal 
combustion engines or high-temperature energy storage systems. The methodology is demonstrated in an air-
cooled internal combustion engine but is fully applicable to any other thermal system with the characteristics 
described.  

 Regarding the distribution of the heat flows, it is verified that, for all cases, in all the external surfaces, these 
are transferred from the environment to the cylinder head and that in the internal surface, the flows are 
incoming. There are no auxiliary heat flows from the environment to the fins, as in the previous case. The total 
power transferred through each of the surfaces is also obtained, and it is found that the power transferred 
through the outer surfaces is equal to that generated by the electrical resistors. It should be noted that the 
proportion of power transferred to the environment from the finned surfaces is much higher than that 
associated with the non-finned surfaces. 

Therefore, the inverse methodology for determining internal surface temperatures by non-intrusive means has 
been validated. 
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Abstract: 

For the last decades, Organic Rankine Cycle has been the technological choice of numerous large-
scale systems. Due to its characteristics, mainly its simplicity and reliability, the ORC is pointed to be one of 
the most promising technologies to fulfil the gap of cogeneration systems in domestic dwellings. However, 
bringing the technology to the domestic scale can raise some difficulties related to its restricted requirements 
which can go from the system size to the response time. To deal with these questions, the use of direct 
evaporators is been referenced as an imperative path to follow. The use of these direct evaporators excludes 
the intermediate circuit that is frequently implemented. The introduction of this is usually justified by the direct 
exposition of the organic fluid to the high temperatures of the heat source which can degrade it. When the 
author’s objective is to individually study the organic fluid and its properties (including its thermal stability), all 
the information regarding the system becomes irrelevant. The evaluation of the risk that this option may put 
to the organic fluid thermal degradation requires the determination of the temperature of the heat-transfer 
surfaces with which the organic fluid is in contact. As its experimental measure is extremely difficult to 
accomplish, such determination requires the development of a detailed physical model of the combustion 
and heat-transfer processes in the ORC-evaporator.Taken this into consideration, the development and 
validation of such model is presented. This will allow a detailed evaluation of several key features of the 
combustion and heat-transfer processes as a function of some ORC operating parameters. Among those 
features is the temperature of the internal surface of the tubes with which the organic fluid is in contact. This 
temperature, which can be used to assess the risk of the thermal degradation of the organic fluid, has shown 
to be highly affected by the thermal resistances and by the combustion gases temperature. To reduce that 
risk, the operating conditions of the ORC should be those allowing the vaporization process to start as early 
as possible and reducing the superheating phase to the minimum possible. 

 

Keywords: 

Organic Rankine cycle, Heat-transfer model, ORC-evaporator, Direct vaporization arrangement, Thermal 
degradation risk assessment. 

 

1. Introduction 
Given the huge dimension of its potential market and the expected economic and environmental benefits 
associated with its use, the research and development activities on a domestic scale combined heat and 
power systems (CHP) have increased over the last two decades [1,2]. For the particular case of the systems 
that are attempting to retrofit the current wall-hang combi-boilers, the most promising solutions involve the 
use of Organic Rankine Cycles (ORC) [3,4]. Furthermore, due to the extremely demanding requirements 
imposed on these systems, especially in what refers to the (short) response time and (small) dimensions, it is 
suggested that the vaporization of the working fluid of the ORC should be done using the high-temperature 
combustion gases directly [5,6]. One of the major risks associated with this option is the thermal degradation 
of the organic working fluid [7,8]. The high temperature that these fluids may reach when in contact with the 
heat transfer surfaces can lead to the disruption of the chemical bonds of its molecules and to the 
subsequent degradation of their physical properties. In an attempt to minimize this problem, ORC-based 
micro-CHP systems may be reconfigured into a hybrid arrangement in which the combustions gases are 
firstly cooled in a combustion gases-water heat exchanger before crossing through the organic fluid heat 
exchanger [9]. Even so, the evaluation of the magnitude of this problem demands the calculation of the heat-
transfer surfaces’ temperature with which the organic fluid will be in contact. That risk will be minimum if the 
temperature of those surfaces is kept below the one of thermal degradation. This limiting temperature, 



however, is normally determined by standard tests where the fluid is at rest and in thermal equilibrium with 
the wall of its container [10–14]; a quite different situation from what happens in real working conditions [15]. 
Besides the bulk temperature of the organic fluid at the exit of the evaporator (a well-known parameter since 
it is easy to measure and required for the evaluation of the cycle efficiency), it is also important to know the 
temperature of the heat-transfer surfaces with which the fluid is in contact. Contrary to the organic fluid 
temperature, this is very difficult to measure but it can, and should, be controlled. Despite its importance, 
heat-transfer surface temperatures are rarely measured or calculated. Since its direct measure is very 
difficult, as are those of any tubes’ internal surface, the only option left is its calculation. That, however, is far 
from being trivial as it results from the mutual dependency of the internal and external heat-transfer 
mechanisms and demands for the development of an appropriated heat-transfer model. The development of 
such model, that is crucial for the determination of the operation conditions that should keep the risk of 
thermal degradation of the organic fluid at an acceptable level, however, is not yet described in the literature.  

Acknowledging that the thermal degradation of the organic fluid is the key feature opposing the use of direct 
vaporization in ORC-based micro CHP systems, the main objective of this paper is to show how the 
operating conditions of those systems (e.g. the organic fluid mass flow rate or the natural-gas burner 
combustion power) affect the organic fluid vaporization process and the temperatures of the heat-transfer 
surfaces. These are compared to the temperature limits referenced in the literature to evaluate the risk of 
organic fluid thermal degradation. This will be illustrated on a particular ORC-evaporator design but the 
analysis will be kept as general as possible. Given the importance that the evaluation of the heat-transfer 
surface temperatures may have on the definition of boundaries for the operating conditions, and given the 
scarcity of heat-transfer models intended to calculate those temperatures, it is also an objective of this 
manuscript to contribute to the disclosure and widespread of these type of models through the presentation 
of the approach followed in its development, namely: disclosing the correlations used for the determination of 
the heat-transfer coefficients and duly presenting the underlying simplifications, calibration and validation. 

2. ORC-evaporator heat-transfer model 
The ORC-evaporator domain to be simulated in this study comprises the gas-burner and two heat-exchanger 
sections: one to complete the water heating process initiated in the ORC-condenser, named the water post-
heater section (PH), and the other for the organic fluid vaporization, simply named evaporator heat-
exchanger (EHE). A 3-D representation of these two sections can be seen in Figure 1.  

 

Figure 1. Schematic representation of the two heat-exchanger sections and the natural-gas burner of the 
ORC-evaporator. 

As the PH and the EHE heat-transfer models demand, as input parameters, several combustion gases’ 
characteristics, the thermochemical calculations of the natural gas (NG) combustion process were also 
included in the overall model. Thus, the overall model includes three different sub-models: i) the gas-
burner/combustion model, ii) the PH heat-transfer model and iii) the EHE heat-transfer model. These models 
were implemented in MatLab® coupled with the RefProp thermodynamic database [16]. According to the 
physical arrangement, as depicted in Figure 1, the models are run sequentially since the outputs of the 
combustion model are used as inputs for the PH model and its outputs are used as inputs for the EHE 
model, as shown in Figure 2. 

Gas-
burner 

Water  
post-heater 

(PH) 

Organic fluid 
evaporator 

(EHE) 



 

Figure 2. General flowchart of the entire ORC-evaporator model with the main inputs and outputs. 

The Post-Heater (PH) is a cross-flow heat exchanger placed between the gas burner and the EHE (see 
Figure 1). It is composed of a pair of finned tubes within which water, previously heated in the ORC 
condenser, flows. To calculate the outputs described in Figure 2, the overall heat-transfer coefficient must be 
determined. This demands the calculation of the heat-transfer coefficient for the water and combustion gases 
sides. In order to make that determination easier and since it is known that the water inside the PH tubes will 
remain in the liquid state and its temperature will not drastically rise, the water’s physical domain was divided 
into two control volumes (CV) – one for each tube. For the combustion gases side, however, the physical 
domain was not divided and the temperature is assumed to have a uniform/ homogeneous distribution in the 
horizontal direction. The CVs in which the PH domain is divided are illustrated in Figure 3. 

 

Figure 3. 2D view of the gas-burner (B) and PH assembly with the CVs defined for the water and the 
combustion gases flow. 

The EHE is a compact heat exchanger made of stainless-steel tubes with copper fins presenting a mixed 
configuration regarding the interaction between the external and internal flows since it can be classified 
neither as a counter-flow nor as a cross-flow arrangement. Figure 4 shows a detached schematic 
representation of the EHE with the flow directions for both fluids. 

Combustion model 
Inputs: NG volume feeding rate and composition; ambient conditions. 

Outputs: combustion gases flame temperature, composition and mass flow rate. 

END 

Post-Heater (PH) model 
Inputs: combustion model outputs, water inlet temperature, pressure and mass flow rate; 

Outputs: combustion gases outlet temperature, water outlet temperature and transferred thermal 
power. 

Evaporator (EHE) model 
Inputs: PH model outputs, organic fluid inlet temperature, pressure and mass flow rate; 

Outputs: combustion gases outlet temperature, organic fluid outlet temperature, transferred thermal 
power and internal/external surface temperatures of the tubes wall. 

STAR
T 

Water CVs 



 

Figure 4. Schematic representation of the (detached) EHE section. 

The EHE contains four levels of stainless-steel tubes with copper fins. Each level contains a different number 
of tubes, as shown in Figure 5. Since the variation of the organic fluid properties is expected to be much 
bigger than those observed for the water in the PH section (mainly due to the vaporization process), the 
volume occupied by this inside the EHE tubes was split into a large number of CVs. On the other hand, the 
volume occupied by the combustion gases was split into as many CVs as levels of tubes. 

All the equations and details regarding the model developed are shown in [17]. 

 

Figure 5. 2D view of the EHE section with the discretization of the gas and organic fluid per CV. 

3. Experimental test rig 
In order to verify and validate the options taken and the simplification made in the development of the ORC-
evaporator physical-mathematical model, a comparison needs to be done between the results retrieved with 
it and those obtained from the experimental tests. To perform such a task, the designed ORC-evaporator 
was integrated into a test rig emulating a micro-scale ORC-based CHP system. A schematic diagram, 
including the instrumentation used, is presented in Figure 6.  
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Figure 6. Schematic diagram of the hybrid CHP configuration with the new ORC-evaporator. 

As there is a particular interest in the characterization of the ORC-evaporator behaviour, this component is 
specially monitored and, in addition to the instruments presented in Figure 6, both of its sections have a 
series of contact thermocouples partially embedded in the wall of the elbows that connect their finned tubes. 
These thermocouples are kept out from the direct exposition of the combustion gases and are externally 
surrounded by a quasi-adiabatic media, as is shown in Figure 7. The main characteristics of the instruments 
used are presented in Table 1. 



 
Figure 7. Schematic representation of the ORC-evaporator with the location of the contact thermocouples 
alongside the PH and EHE sections. 

 

Table 1. Main characteristics of the instruments used in the experimental test rig. 

Line number 
(see Figure 6) 

Measurement Stream Type Range Accuracy 

1 Mass flow rate Organic fluid Coriolis [0 – 2.2] kg/s 0.4 % 

[1-4] Pressure Organic fluid Diaphragm [0 - 10] bar 0.05 % FS 

[All] Temperature 
Organic fluid / 

PH water / 
combustion gases 

Thermocouple 

type T 
[-40 - 300] ºC 

0.0075.|T| 
or 

1 °C 

7 
Volumetric flow 

rate 
PH water Turbine [1 - 25] L/min 2 % 

10 Oxygen sensor Combustion gases Infra-red [0 - 25] % 1 % 

11 
Temperature / 

humidity 
Ambient air 

Thermistor/ 
polymer film 

[-20 - 40] ºC /  

[20 - 80] % 
5 % 

11 
Volumetric flow 

rate 
Natural-gas Diaphragm [0 – 1.7] dm3/s 1 % 

4. Model validation 
The comparison between the experimental and the model results will be done for the water and organic fluid 
temperatures gathered along the PH and EHE sections of the ORC-evaporator (see Figure 8), respectively. 
Besides those temperatures, the transferred thermal power in each section will also be used to assess the 
match between the experimental and the model results as it allows solving the problems arising from the use 
of temperatures to compare the heat-transfer process when a two-phase state is presented (see Figure 9). 

The data shown reveals differences between the calculated and the experimental results smaller than 2% 
regarding the transferred thermal power, for both sections and, concerning the temperatures, values smaller 
than 2% and 8% for the PH and EHE sections, respectively. These results end up reflected in the model’s 
capacity to predict the starting point of the organic fluid vaporization process within the ORC-evaporator 
tubes. This can be seen in Figure 10, in which the measured and calculated temperatures of the organic fluid 
retrieved along the EHE section are shown for one specific operating point. The error in the identification of 
the beginning of the phase transition process is less than 1 tube. 



 
Figure 8. Calculated versus measured temperatures for a) PH and b) EHE. 

 
Figure 9. Calculated versus measured transferred thermal power for a) PH and b) EHE. 

 
Figure 10. Calculated and measured values of the organic fluid temperatures along the EHE section. 

5. Model exploration and conclusions 
It is presumed that the reliability shown by the model on the prediction of the organic fluid temperature and of 
the transferred thermal power is inferable for the prediction of the temperatures of the inner surface of the 
evaporator tubes since they are mutually dependent. Thus, it will be possible to use it to identify what is and 
where occurs the maximum value of the inner surface temperature of the evaporator tubes, so that 
considerations about the risk of thermal degradation of the organic fluid may be taken into account. This 
temperature, together with both the outer surface and the organic fluid temperatures, is shown in Figure 11 
for one specific operating point, as an example. The combustion gases’ temperature values, for each of the 

Level 3 Level 4 Level 2 Level 1 



levels in which their domain is divided, are also shown in that figure. As their behaviour is essentially 
determined by the thermal resistances involved in the heat-transfer process, the values of those, evaluated 
for each of the EHE control volumes, are shown in Figure 12 together with the cumulative transferred 
thermal power. 

 
Figure 11. Combustion gases, organic fluid (bulk) and tubes internal and external wall temperatures along 
the EHE tubes. 

 
Figure 12. Internal, external and overall thermal resistances and cumulative transferred thermal power along 
the EHE tubes. 

From this analysis, it can be said regarding the main objective of this work, the characterization of the 
temperature of the internal surface of the EHE tubes, that this parameter is essentially determined by the 
internal thermal resistance (since the external is essentially constant) and by the combustion gases’ 
temperatures. As the non-boiling heat-transfer processes, occurring when the organic fluid is either in liquid 
or in gaseous phases, are characterized by similar values of the internal thermal resistance (see Figure 12), 
the combination of these heat-transfer regimes with high temperatures of the combustion gases may 
originate very high internal surface temperatures of the EHE tubes (see Figure 11). Therefore, efforts should 
be made to avoid or, if not possible, to minimize those. That means, reducing the superheating degree to the 
minimum value possible and avoiding the presence of the organic fluid in a liquid phase on the 1st level of the 
tubes. It is also important to notice that any reduction in the temperature of the combustion gases in contact 
with the tubes of this 1st level, as the one induced by the PH section in this case, will help to reduce the 
maximum temperature of the inner surface of the tubes’ wall and with that, the risk of fluid degradation. 
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Abstract 
Since bi- and trifurcated structures are ubiquitous in nature (from trees to rivers to bronchial alveoli to veins 

and arteries etc.), the idea that their striking topological similarity originates from a physical principle is 

appealing and stimulated a great number of theoretical and experimental investigations. The concepts of 

“nature’s economy” and of “goal-driven evolution” can been invoked to conjecture that there must be some 

“reward” for the effort placed by a biological system to build a bifurcated structure, in the sense that the 

evolutionary advantage gained by the system must more than compensate the additional resource 

consumption. The interest of engineers, botanists and biologists in this matter is justified by the expectation 

that linking the “shape” of these structures to their “function” would allow for better aimed interventions in 

the case of malfunctions (overflow of rivers and channels, tree roots rotting, poor soil exploitation, circulatory 

diseases…). Furthermore, provided the quite different boundary conditions are properly taken into account, 

such an insight may be translated into more accurate and efficient design guidelines of artificial 

(manufactured) branched structures like pipelines, heat exchangers, biological implants etc.. 

In the early XX century two physiologists, Walther R. Hess in 1903 and Cecil B. Murray in 1926, 
independently derived a general correlation between the successive radii of bi- and trifurcated vessels: 
since their derivation was based on a first-order “energy budget” of the operation of the bifurcated system, 
their result (ri+1/ri=2-1/3) was seen as a confirmation of the evolutionary biology, then in its infancy. The Hess-
Murray Law has undergone since a series of critical reviews both in biology and in engineering, and different 
researchers strived on the one side to reinforce its physical foundation and on the other side to justify the 
obvious disagreement of its predictions with experimental data.  
In this paper, after a brief discussion of Hess’ and Murray’s original derivations, experimental evidence and 
physical considerations are used to argue that the “cubic root of 2” allometry cannot apply to the blood flow 
in arteries and veins. Its application to capillary flows must be corrected by introducing wall suction. On the 
same basis, it is argued that the law accurately represents the flow in sap-carrying vessels in leaves, but 
cannot be applied to tree branchings where the bifurcations are originated by a different sort of evolutionary 
trade-off.  
It is then shown that an exergy cost analysis leads to a more credible quantification of the cost/benefit ratio 
of creating a bifurcation: an application to realistic models of permeable blood vessels indicate that a) the 
onset of a bi- or trifurcation always requires a larger use of resources w.r.t. the equivalent non-bifurcated 
configuration; b) the existence of an optimal radius ratio is not guaranteed; and c) the H-M optimal ratio can 
be seen as a limit value obtained by neglecting some of the relevant physical variables. 

Keywords: Branched Fluid Structures; Hess-Murray law; Permeable wall vessels; Entropy Generation 

Minimization; Exergy cost 

1- Introduction 
1.1 - The problem 
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Bifurcated structures in fluid carrying channels and vessels are ubiquitous in nature: as shown in 

(Figure 1) the shape of tree roots and branches, leaf veins, circulatory systems in animals, air 

vessels in the respiratory systems, river deltas…display an amazing degree of geometric 

similarity, so pervasive to suggest the conjecture that their creation can be explained by some 

common evolutionary principle. Understanding the underlying physics might lead to a better 

comprehension of natural evolution and linking the “shape” of these structures to their “function” 

would allow for better aimed interventions in the case of malfunctions (overflow of rivers and 

channels, poor health of tree roots and tips, poor soil exploitation, circulatory diseases…). And a 

clearer insight on the physics of natural bifurcations may pave the way to the formulation of more 

accurate and efficient design guidelines of artificial (manufactured) branched structures (provided 

proper provision is made for the quite different boundary conditions). 

 

It is therefore not surprising that a multitude of studies have been -and still are being- published 

on the topic. In fact, engineers, botanists and biologists have devoted substantial time and 

resources to search for a general model of bi-, tri- and polyfurcated fluid carrying vessels. From 

a careful consultation of the archival literature [9,18,24,27,28] it is though apparent that there 

remain questions to be answered: 

a) Why do bifurcated structures appear in nature?  

b) Why is the geometry of such structures apparently similar at all scales and in different 

instantiations? 

c) How and to what measure is the shape of a bifurcation independent of the prevailing boundary 

conditions?  

d) Does the functional advantage obtained by repeated bifurcations decrease with the number of 

splittings? 

 

One of the goals of this paper is to clarify the current state of affairs and suggest possible paths 
to a solution. To place this study in the correct perspective, it is useful to begin by examining the 
available empirical evidence collected over decades of valuable experimental campaigns: 
1) Although different types of branchings display an amazing degree of large-scale geometric 

similarity, the specific details (radius- and length ratio of daughter and parent branches, 
branching angle, complanarity) depend on the type of fluid being transported (newtonian or 
non-newtonian, pure substance or particle laden), on the material of the channel walls (lignine, 
muscle fibers, gravel, sand…), and on the flow features (creeping, laminar or turbulent); 

2) Although a branched network resembles a fractal structure, there is no indication that the 
fractal exponent remains constant over successive branching levels. Thus, Fractal models are 
not considered here; 

3) While in plants the flow can be accurately modeled as stationary, in blood and air systems as 
well as in rivers the non-stationarity of the flow has a substantial influence on the geometry of 
the bifurcations. 
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Corals Fern leaves Symmetric tree branching 

 
Arteriole with Capillaries The Mississippi river delta 

Figure 1 – Examples of bifurcated topologies appearing in nature (images retrieved from Internet) 

 
1.2 – The currently most popular physical model: the Hess-Murray law 

In 1903 the Swiss physiologist  Walter Rudolf Hess formulated a model of blood flow in arteries 
and capillaries that results in an allometric correlation between the radii of successive branchings 
in bi/trifurcated vessels: the original concept is presented and discussed in Hess’ doctoral thesis 
published in 1903, with expanded versions published in 1914 and 1917 [7,8]. The same 
correlation was “rediscovered” by the American physiologist Cecil Dunmore Murray in 1926 using 
a slightly different approach, and later refined and extended in the same year in two other papers 
[12,13,14]. Since the numerical result, i.e., the allometric rule, is the same, the law came to be 
referred to as “the Hess-Murray law”.   
The method proposed by Hess and Murray is described in detail in several review papers 
[4,20,24,28], and what is of interest here is to underline the novelty of their approach: they 
assumed that blood or lymph circulation in living organisms is governed by a “work minimization” 
principle. Although the legacy of the H-M law is considered to be the derivation of an “optimal 

branching ratio” � = ����
��

= �
√	
 = 0.7937  between the daughter-to-parent diameters of 

symmetrical branchings, the real merit resides in the “energy cost” methods they adopted. As we 
shall see, their conjecture is in fact only a first approximation of the energy balance of bifurcated 
systems, but due to the simplicity of their “cubic root of 2” correlation and of its apparent 
universality, the “H-M radius ratio” is widely employed in biology and even in engineering as a 
modelling criterion. What goes often unmentioned is that extensive experimental assessments 
performed in the second half of the 20th century indicate that while the correlation is sufficiently 
accurate for the smallest vessels (capillaries), it fails for the larger ones (large veins and arteries); 
moreover, it can be extended to turbulent flows only by changing the exponent of the root [27]. 
Recent comparisons with numerical investigations of branched flows led to similar conclusions 
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[2,11,15,16]. It is argued in section 4 here below that this depends on intrinsic limitations of the 
H-M law and on some hitherto little explored restrictions to its theoretical foundation. 

3 – A Brief description of Hess’ and Murray’s original derivations 
3.1 – Hess’ problem position and solution 

In 1903, in a preparatory paper for his M.D. thesis [7], the Swiss physiologist Walter Rudolf Hess 

proposed the existence of a physical “optimization criterion” that guides the branching of arterial 

vessels. This idea was also the topic of later work in his “Habilitation” thesis [8], but the 1903 work 

already contains a complete derivation of his “cubic root of 2” law. Hess’ interest was motivated 

by previous work by Roux [17] who postulated a “dynamic mechanical principle” to be the driver 

of vessel bifurcations in animal circulatory systems. To extract physical meaning from Roux’ 

experimental data, Hess suggested that nature would adopt a “minimum resource consumption” 

criterion to build the human circulatory system and proceeded to calculate how this task can be 

attained  (“Wie kann die Aufgabe des Blutes mit dem kleinsten Kraftverbrauch erledigt werden“ 

[7, p.5]). Hess’ idea is that the optimal radius of a vessel carrying a given volumetric blood flowrate 

is the one that minimizes a cost function given by the sum of the pumping work and the metabolic 

cost of the volume of the pumped blood. Since the former is inversely proportional to the fourth 

power of the radius and the latter to the square of the radius, an “optimal radius” exists and is 

proportional to the cubic root of the flowrate. Furthermore, if a vessel splits symmetrically and the 

mass flowrate is each of the branches is equal to the half of that in the mother vessel, imposing 

optimality on the daughter branches leads to the allometric law:  

� = ��
��

= �
√	
           1) 

A detailed description of Hess’ derivation is provided in [20]: for the purpose of this paper, it 

suffices here to list the conditions under which the derivation is valid: 

a) The flow in arteries, arterioles, veins and capillaries can be described by Poiseuille’s law for 

steady laminar flow in circular vessels with rigid walls; 

b) Blood is a Newtonian fluid with constant viscosity; 

c) Blood has a metabolic cost proportional to the pumping work performed by the heart 

(neglecting its thermal content); 

d) Since flowrate and pumping power are directly proportional, a larger radius would decrease 

the pressure drop (and the pumping power) but increase the flowrate. The two effects are 

opposite, and the problem can be reformulated as a Lagrangian minimization: 

ℒ���� = ��
��

�� + �	�	        (2) 
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Figure 2 – Hess’ concept (original drawing 
from [8])     

Figure 3 – Murray’s calculation of the optimal 
splitting angle (original drawing from [12]) 

 

       Which results in: 

���� = �	 �
 �

!
�/#

$�/% = &$�/%             (3) 

      Where the constant κ depends on the fluid properties and on the metabolic rate.  

e) If a vessel bifurcates symmetrically (Figure 2), m1=m2=m0/2, the optimality can be extended 

to the daughter branches: 

�* = &$*
�/%

;     �� = �	 = & ���
	 !

�/%
      (4) 

Whence equation (1). 

Throughout his papers Hess repeatedly states that his result depends on the assumption of 

validity of Poiseuille pressure drop formula and flow stationarity, and makes reference to selected 

contemporary literature to support his belief that i) a branching does not generate turbulence and 

ii) the low-frequency pulsations do not affect the flow in such a way as to invalidate Eq. (1). 
3.2 – Murray’s problem position and solution 

Murray was aware of Hess’ work, and makes his goal explicit in the first lines of his 1926 paper 

[12]: “If we examine the arterial system bearing in mind the question of economy, we find that 
there are two main antagonistic factors. If the vessels are too small, the work required to drive the 
blood through them becomes too great; if the volume of the vessels is too large, the volume of 
blood, being equally large, becomes a burden to the whole body”. Murray maintained that his 

calculation of the blood cost was more accurate than Hess’ and based on the latest experimental 

results. He also derived the “optimal angles” for a symmetric bifurcation using the principle of the 

minimum virtual work. Again, a detailed description of the mathematical steps is provided in [20]. 

Proceeding along the same path previously proposed by Hess, Murray obtained an expression 

for the power required to pump a given mass flowrate of blood in a straight vessel with rigid walls, 

+�,�� = ��
��

�� , where K1 is the same constant as in Hess’ formulation. He then proceeded to 

calculate the metabolic cost of the pumped blood: 

-./��0 = 123�	 = �%�	         (5) 

θ 

ϕ 
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Where b is the “cost of blood” calculated on the basis of the then available data on heart rates 

and varies between 980 and 1980 W/m3 as per Murray’s estimates. For the purpose of this paper, 

the accuracy of the value of b is though irrelevant.  

The optimal radius is again obtained by solving the corresponding Lagrangian: 

ℒ6,��78 = ��
��

�� + �%�	        (6) 

Which results in: 

���� = �	 �
 


!
�/# $�/% = 9$�/%              (7) 

Where the constant ξ depends on the fluid properties and on the power absorbed by the heart. If 

a vessel bifurcates symmetrically (Figure 2), i.e., if m1=m2=m0/2, the optimality can be extended 

to the daughter branches and the “cubic root of 2” law � = ��
�� = �

√	
  is recovered. 

In a second paper [13], Murray calculates the optimal branching angle by applying again the 

principle of minimum work: as shown in Figure 3, among the possible path lengths the one that 

minimizes the total work displays branching angles given by: 

:;<= = ���>���?���	������ ;    :;<A = ���>���?���	������         (8) 

That is: 

= = B�::;< C���>���?D��
?��
E�/

	������ F ;    A = B�::;< C���>���?D��
?��
E�/


	������ F    (9) 

Introducing the optimal radius ratio δ (Eq. 1): 

= = A = B�::;< C�>G�?D�?G
E�/

	���G� F ~37.5°      (10) 

The above result predicts that symmetrical branches should have a total branching angle (θ+ϕ) 

of about 75°. 

If the vessel trifurcates as shown in Figure 4, with two side daughter branches being symmetrical 

with equal radii r1=γr0 and the third coaxial with the main and also of radius r2=r1, the optimal 

value of the radius ratio is L = �
√%
 = 0.6934 and Murray’s optimization procedure provides:  

O = B�::;< C���?D��
?	��
E�/

	P���� F        (11) 

with the splitting angle ψ=57°. 

Although not mentioned by Murray, Eq. (8) leads to an interesting corollary: if r1=r2, it reduces to  

 :;<= = �
	G�                     (12) 

Which implies that larger daughter branches ought to form higher angles with the parent vessel. 

For future record, consider that Murray’s angle formulae (8) and (12) retain their validity if applied 

to branching ratios different from the “canonical value” (� = 0.7937;  = = 37°): for example, a � =�
√	 = 0.707 that ensures constant fluid velocity in the parent and daughter branches corresponds 

(Figure 7) to an angle θ=0°, i.e., to no splitting, while the δ=0.5 derived from a constant Reynolds 

assumption in parent and daughter branches leads to impossible solutions of Eq. (12): this does 

though not agree with empirical evidence. 

 

4 – SOME REFLECTIONS ON THE PHYSICS OF FLUID-CARRYING VESSELS  



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

As certified by an impressive experimental database [9,18,23,24,25,27,28,30], the “cubic root of 

2” correlation is reasonably accurate in small capillaries and in the small sap-carrying channels 

of leaves, but it fails in predicting branching ratios in human arteries (typical diameters 0.005-

0.025 m) and veins (0.006-0.03 m), as well in smaller vessels in case of turbulent flow [27]. The 

discrepancies have been traditionally explained by considering that the blood flow is pulsatile, 

that the vessel walls are non-rigid, that blood is a non-Newtonian fluid with shear thinning 

characteristics, and that the junctions inevitably generate turbulence in the flow. In fact, in his 

original paper Hess made a point in stressing that his model was derived by neglecting all of the 

above. 

A possible explanation of the reason for the popularity of the H-M law in spite of its lack of 

generality may be found in its “robustness” with respect to both the radicand and the exponent of 

the root: as shown in Figures 5 and 6,  changing the radicand from 1.5 to 3.5 results in a maximum 

difference of about 20% w.r.t. the H-M radius ratio, while changing the exponent 1/n of the root 

from 0.66 (=1/1.5) to 0.3 (=1/3.3) leads to a maximum derangement of about 17%. Translating 

these relative values into absolute measurement of the daughter branches, this means that the 

differences are of the order of fractions of a millimeter and can often be absorbed by the inevitable 

averaging over large series of in vivo measurements. 

It is therefore legitimate to question the validity of the H-M model itself: is it missing some relevant 

variables? Or is its “universality” being overestimated? The remaining sections of this paper 

present a critical analysis of different physical instantiations. 

 

5 – DIFFERENT TYPES OF BIFURCATED STRUCTURES IN NATURE 
5.1 – River flows 

The claim that the H.M law ought to apply to river flows appears at least as an arbitrary 

extrapolation of the principles on which the law is based. First, the flow in rivers is rarely laminar; 

second, it is an open channel flow rather than a genuinely internal flow; third, the flow 

characteristics are essentially determined by several factors not contemplated in the H-M 

derivation: hydraulic head, type of the river bed, structure of the banks, presence of obstacles on 

the water path; permeability of the terrain. In the absence of a physical model that includes all of 

the above effects, the similarity between a river delta and -for instance- tree roots is purely 

topological and the existence of an underlying common physical principle is not justifiable. 
 

  

Figure 5 – H-M radius ratio δ=r1/r0 vs radicand 
in 1/x-1/3 

Figure 6 – H-M radius ratio δ=r1/r0 vs 
exponent n in Eq. (1).        
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Legenda:  

      δ=0.707, constant velocity; 

       δ=0.7937, H-M value; 

       δ=1, constant vessel radius 
 
 

 

Figure 7 - Murray's splitting angle for 

symmetric branches as f(δ) 

 

5.2 – Blood flow in arteries and veins 

Experimental evidence demonstrates that we are dealing here with the unsteady turbulent flow of 

a non-newtonian fluid in vessels of variable diameter and with non-rigid walls. Again, the H-M 

model does not account for any of these characteristics. It is therefore legitimate to conclude that 

the apparent success of “semi-empirical exponent adjustment” of the H-M law is to be abscribed 

to its arithmetical “robustness” mentioned in section 4. 

5.3 – Blood flow in arterioles, venules and capillaries 

In these smaller vessels, the flow is with good approximation laminar, and the unsteadiness is 

strongly damped by the upstream circuit capacity (Figure 8). The H-M law ought to apply here, 

with a small modification to take into account the effects of permeable walls described in section 

6 below. 

5.4 – Sap flow in leaves capillary tubules 

This is perhaps the most suitable instantiation of H-M flow: laminar, steady, very small flowrates 

and Reynolds numbers. As for the capillaries, a correction to the H-M model to account for the 

(significant) amount of wall permeability is in order: the treatment being the same as for blood 

capillaries, both the model and the results are shown in section 6. 

5.5 – Tree branchings, including roots 

The attempt to apply the H-M law to these systems is based on wrong premises. To begin with, 

there is no “fluid branch splitting” here, because the carrying vessels (xylems and phloems) do 

not bifurcate. The splitting of the woody structure seems to obey some sort of reproducible rule, 

probably linked to the advantage the plant obtains from a larger crown, that depends in turn on 

the number of branchings, since the final twigs carry the most leaves. A possible non H-M model 

is described in [21]. 

 

6 – A MODEL BASED ON THE EXERGY COST OF A BIFURCATION 

6.1 –Theoretical justification 

As stated in the Introduction, the major merit of the Hess-Murray approach is the idea of the 

existence of an “energy cost” principle that guides the creation of a branching: in essence, a 

vessel bifurcates in such a way that the energy budget of the main- and of the daughter branches 

is “optimal”. There are two energy cost items in the H-M budget: the energy rate required to 

overcome friction (pumping power) and that needed to “create” the blood (its metabolic cost). This 

is a very reasonable physical principle and in fact leads to accurate predictions for the class of 

flows it has been originally derived for. 
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It is likely that in capillary flows the permeability of the walls has some influence on the shape of 

the structure, and in this section we shall examine a model that accounts for these effects. Before 

doing that though, it is important to consider that when we deal with problems in which different 

forms of energy are involved (in this case, material energy and pumping work) the proper 

thermodynamic quantifier is eXergy. The model discussed in the next sections is in fact based on 

a comparison of the exergy cost [26] of a bifurcated structure w.r.t. to its non-bifurcated 

counterpart. The results presented here apply to capillary blood flow and sap flow in leaf tubules 

and -most likely with lesser accuracy- to blood flow in arterioles and venules. 
 

 

 
 

Figure 8 – Representative diagram of the 
pressure in human blood circulation system 

Figure 9 – Conceptual illustration of the 
proposed model  

 

 

 

 

 

 
Figure 10 – For the calculation of the tubule 

volume 
Figure 11 – Minimum- and maximum allowed 

splitting angles 

 

Consider a straight portion of vessel of length L and uniform radius r0: it will “feed” a domain HxL 

as shown in Figure 9. Under steady state conditions, the amount of fluid mass permeated through 

the wall is proportional to the vessel external surface: $���� = 23�*29     (13) 

where ξ [kg/(m2s)] is the wall permeability coefficient. 

Arteri   Arterioles     Capillaries         Venules 

� � 1
S2:;<=�TU

 

=�7V � 60° 

� � 1 
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This mass flowrate must be equal to the difference between the inlet and outlet mass flowrates: 

for ease of calculation, let us assume that the length L is a “terminal” portion and the outlet flowrate 

is zero: 

$���7. � LW2<     (14) 

where γ [kg/(m3s)] is the local metabolic rate and s is the thickness of the surrounding tissue, 

assumed constant over the domain HxL. 

The inlet mass will be thus equal to: 

$* � $���7. � LW2<   (15) 

There are three terms in the exergetic cost of the structure: the first is equal to the pumping power 

required to propel the fluid through the length L: 

XY� � Z��
[
\]�^���

_    (16) 

where f is the friction factor (in the following calculations the value f=64/Re has been assumed 

throughout). The second cost is the amount of exergy required of the main system (the body, the 

tree…) to generate the blood or the sap: 

XYZ � Z̀/,T0$*    (17) 

where efluid [J/kg] is the specific exergy of the blood or sap. The third cost term is the exergy 

embodied into the walls of the vessel (Figure 10): 

XY�7� � �abcdef][���(g�>	)
h     (18) 

where τ  [s] is the assumed operational life of the vessel, ϕ is a coefficient that accounts for the 

ratio of the “vessel construction time” to τ and σ=s0/r0 is the ratio of the wall thickness to the radius. 

Thus the total exergy cost (in W) of the “linear vessel segment” of length L is: 

XY[ � Z��
[
\]�^���

_ + Z̀/,T0$* + �abcdef][���(g�>	)
h    (19) 

For a symmetrically branched structure the above calculations can be repeated separately for the 

unsplit length l0 and for the two branches l1. The result is: 

XYijk � Z��
[
\]�^���

_ �l* + m��n��
(o)
\G_ ! + Z̀/,T0$* + �abcdef][���(g�>	)

h (l* + 2l��	)  (20) 

where λ0=l0/L=1-a/(2tanθ); λ1=l1/L=a/(2sinθ), δ=r1/r0 and a=H/L is the domain aspect ratio. 

The difference XY[ − XYijk represents the additional resource cost the main system incurs into when 

developing a bifurcation in the domain HxL. It is convenient to use Eq. (12) to eliminate the radius 

ratio δ and obtain an expression in the angle θ: 

ΔXYijk = XY[ − XYijk = �r �7
n���._(o)
	�._�7U�(o) − �

stu (o)! + �6 � �
�TU(o)vwx (o) − �

stu (o)!  (21) 

With  

�r = 7Z��
[
y]�^���_ ;          �6 = 7�abcdef][���(g�>	)

	h        (22) 

Plots of ∆EBIF as a function of θ for different aspect ratios are shown in Figures 12 and 13: only 

the graphs for a=0.25 and a=1 are shown, since the general shape remains similar for the 

intermediate aspect ratios. As expected, the results are somewhat different for blood and sap: 

I. Blood flow 

a) The ΔXYijk is always positive, i.e., the construction of a bifurcation always leads to a reduction 

of the exergy cost born by the system; 

b) The cost reduction is of the order of few percentage points for each single bifurcation (see 

Table 2), with the absolute exergy savings in the range 10-7 W/bifurcation: it is clear that the 
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savings at system level make sense only if the number of branchings is sufficiently high (an 

estimate of the number of bifurcations in the human blood circulation system is of the order of 

billions [25]); 

c) The aspect ratio of the domain has a direct influence on the resource savings because it sets 

a limit to the possible splitting lengths: =�TU � arctan (7
	) and  =�7V � B�::;<(0.5)  as shown 

in Figure 11; 

d) The curve of the saved resource is rather flat and it is shows an optimal value (i.e., maximum 

resource savings) towards the lowest allowed splitting angles; 

e) The optimal radius ratio d lies between 0.715 (narrowest domain, a=0.25) and 0.759 (square 

domain, a=1): it is interesting that not only these values are consistently lower than the Hess-

Murray 0.7937 value, but also that they do not reproduce either the constant Re value (0.5) 

or the constant velocity (0.707); 

f) The value of the ratio KP/KM has an important influence on the numerical results (i.e., on the 

percentage savings), but since all physical quantities in both KP and KM are rather rigidly 

determined for blood and sap (Table 1), this value has a reasonably small variability. 

II. Sap flow 

a) The ΔXYijk is three orders of magnitude higher than in blood capillaries, with the average value 

being about 10-2W; 

b) Here, too, the aspect ratio plays a significant role in determining the range of θ; 

c) The curve of the saved exergy resource is clearly skewed towards the lowest allowed splitting 

angles; 

d) The value of the ratio KP/KM has an important influence on the numerical results, but it is rather 

rigidly determined for the known physical properties of sap and has a small variability. 

The above results are somewhat less “deterministic” as those of previously published allometric 

models  [3,4,18,24,28], and lead to an interesting interpretation: 

i- The advantage of a single bifurcation is very small, and it becomes  relevant at system level 

only if a sufficiently high number of branchings exist; 

ii- While every angle between θmin and θmax leads to exergy savings that differ by few percent 

points- Blood and sap display different savings for different splitting angles, but the optimal 

values in both cases are skewed towards the lowest allowable angles (daughter branch length 

l1 as long as possible); 

iii- For each aspect ratio, the radius ratio δ has a lower limit set by the domain shape and grows 

with the splitting angle to an upper limit δ=1 (established by experimental evidence) that 

corresponds to θmax=60°; 

iv- Within θmin and θmax thus, solutions are in practice almost equivalent (see Table 2), and 

different values of the radius ratio are acceptable, possibly influenced by the external 

boundary condition. For comparison with previous works [1,3,4,19,24,28,29], the H-M solution 

� = �
√	
   with θmax=35.5°is also shown on the graphs; 

v- There is no general allometric rule that governs the branching in ALL blood and sap carrying 

vessels! The solutions displayed here apply only to capillaries and small leaf tubules. The 

balance of larger vessels (arteries, veins, larges sap tubes) is much more complicated, due 

to several other relevant variables that enter the game.  
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Table 1 – Definition, units and values of the relevant model parameters 
a=H/L, aspect ratio model parameter δ=r1/r0, radius ratio calculated 

b, kcal/m3, Murray’s “blood cost” 0.39 γ, kg(m3s), metabolic rate calculated 

e, kJ/kg, specific exergy eb=1.7;    es=25. θ, rad, splitting angle model parameter 

Ė, kW, exergy rate calculated χ, rad, generic angle n.a. 

f, Moody friction factor 64/(Reynolds #) λj=λj/L, length ratio model parameter 

H, m, domain width model parameter µ, kg/(ms), dynamic viscosity µb=0.08;     µs=0.08 
l0, m, 1st splitting length model parameter ν, m2/s, kinematic viscosity*105 νb=8.05; νs=8 

l1, m, 2nd splitting length model parameter ϕ, s, time ϕb=0.015;    ϕs=0.02 

L, m, domain length Lb=0.01;     Ls=0.01 ψ, rad, generic angle n.a. 

m, kg/s, mass flowrate calculated ρ, kg/m3, density ρb=105;      ρs=994 

n, Hess-Murray exponent model parameter σ=s/r, wall thickness ratio σb=0.125;  σs=0.125 

r0, m, parent radius6 r0b=8*10-6; r0s=0.001 τ, s, lifetime*10-7 τb=250; τs=3 

r1, m, daughter radius =δ∗r0 ξ, kg/(m2s), wall permeability calculated 

s, m, tissue thickness sb=0.005;   ss=0.0005 ζ, numerical coefficient n.a. 

v, m/s, fluid  velocity vb=3*10-4; vs=1*10-4   

 

 
 

 

Figure 11a – Blood capillary, a=0.25: ratio of 

Exergy rate gain to unsplit geometry, ~�Y ���/�Y � 

Figure 11b – Blood capillary, a=1: ratio of 

Exergy rate gain to unsplit geometry, ~�Y ���/�Y � 

 

 
 

 
 

Figure 12a – Sap tubule, a=0.25: ratio of 

Exergy rate gain to unsplit geometry, ~�Y ���/�Y � 

Figure 12b – Sap tubule, a=1: ratio of Exergy 

rate gain to unsplit geometry, ~�Y ���/�Y � 
Legenda:       δ=0.7937, H-M value 

 

Table 2 – Minimum and maximum gain for a single bifurcated structure 

Aspect 
ratio 

a=H/L 

Blood capillary Sap tubule 

~�Y ���/�Y � 
max 

����,  
Eq. (12) 

���� ~�Y ���/�Y � 
max 

���� ,  
Eq. (12) 

���� 

δopt=0.715 δopt=0.759 

δopt=0.711 
δopt=0.745 
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0.25 1.2% 0.715 0.22 rad, 12.60° 1.04% 0.711 0.15 rad, 8.59° 

0.5 1.28% 0.730 0.35 rad, 20.05° 0.36% 0.718 0.25 rad, 14.32° 

0.75 1.4% 0.745 0.45 rad, 25.78° 0.36% 0.730 0.35 rad, 20.05° 

1. 1.52% 0.759 0.52 rad, 29.79° 0.44% 0.745 0.45 rad, 25.78° 
 

 

7 - CONCLUSIONS 

The paper presents a new model to predict the splitting angle and the radius ratio of a single, 

symmetric bifurcation in small blood vessels and sap tubules. The model consists in the 

calculation of the exergy cost difference between an unsplit vessel of length L in a domain HxL 

and the bifurcated configurations in the same domain. The balance is obtained by imposing that 

the fluid mass flowrate at the inlet is completely permeated to feed the surrounding tissue with 

the metabolically necessary nutrients. Three “cost terms” are identified: the pumping exergy rate, 

the exergy rate of the transported fluid and the exergy rate equivalent to the amount embodied in 

the construction of the vessel structure. The concept is clearly borrowed from the 20th century 

seminal works of Hess and Murray, but the use of exergy instead of energy and the inclusion of 

the permeation lead to substantially different results. In conclusion, it can be said that the creation 

of a bifurcation is -under the boundary conditions specified here- always convenient for the 

system, in the sense that a bifurcated structure reduces the overall exergy consumption. 

Furthermore, the resource savings depend on the aspect ratio of the domain, i.e., on the extension 

of the surrounding tissue the vessels deliver nutrients to. Finally, the concept of “optimal splitting 

radius ratio” does not apply, because there is a rather wide range of legitimate splitting angles all 

of which are “convenient” for the system and each one of which corresponds to a different radius 

ratio. The H-M value falls within the range of allowable angles, but is not optimal in any sense. 

The advantage for sap vessels is of 3 orders of magnitude higher than for blood capillaries, and 

this is compensated by a much larger number of capillary junctions w.r.t. those experimentally 

detectable on leaves and other sap carrying vessels. It must be stressed however that the model 

does not apply to xylems and phloems that do not bifurcate.  

The analysis is performed under rather stringent specifications: laminar flow, rigid permeable 

walls with constant diameter and constant wall thickness, and an exact balance of the inlet mass 

flowrate with the permeated one. The inclusion of different levels would imply a major complication 

in the modelling effort. 

8 - REFERENCES 

[1]  J.A.Adam, 2011: Blood Vessel Branching: Beyond the Standard Calculus Problem, Math. Magazine, 84,196–
207 

[2]  A.A.Al-Shammari, E.A.Gaffney, S.Egginton, 2014: Modelling capillary oxygen supply capacity in mixed muscles: 
capillary domains revisited, J. Theor.Biology, 356, 47–61. 

[3]  A.Bejan, 1997: Constructal-theory network of conducting paths for cooling a heat generating volume, Int. J. Heat 
Mass Transf., 40, 799–816. 

[4]  A.Bejan, S.Lorente, 2011: The constructal law and the evolution of design in nature, Physics of Life Reviews, 8, 
n.3, 209-240 

[5]  J.A.Borgert, L.M.Moura, 2013: Exergetic analysis of glucose metabolism, Int. J. Exergy, v.12, n.1, 31-53 

[6]  E.M.Cherry, J.K.Eaton, 2013: Shear thinning effects on blood flow in straight and curved tubes, Phys. Fluids 
v.25, 073104 

[7]  W.R.Hess, 1903: Eine mechanisch bedingte Gesetzmäßigkeit im Bau des Blutgefäßsystems, (A mechanical 
rule for the construction of the blood circulatory system), Arch. Entwicklungsmech. Org.,16, 632–641 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

[8]  W.R.Hess,  1914: Das Prinzip des kleinsten Kraftverbrauches im Dienste hämodynamischer Forschung 
[Habilitation], (The principle of minimum power applied to blood dynamics studies). Veit. Arch. Anat. Physiol., 
Leipzig, 1–62 

[9]  W.Huang, R.T.Yen, M.Mclaurine, G.Bledsoe, 1985: Morphometry of the human pulmonary vasculature, J. Al. 
Physiology, 81, n.5, 2123–2133 

[10]  N.Kunert, L.Schwendenmann, D.Hölscher, 2010: Seasonal dynamics of tree sap flux and water use in nine 
species in Panamanian forest plantations, Agricultural & Forest Meteorology 15, 411–419 

[11]  M.Massoudi, T.X.Phuoc, 2008: Pulsatile flow of blood using a modified second-grade fluid model, Computers 
and Mathematics with Applications 56 , 199–211 

[12]  C.D.Murray, 1926a: The physiological principle of minimum work applied to the angle of branching of arteries, 
J. General Physiol., 20 July, 9, n.6, .835–841. 

[13]  C.D.Murray, 1926b: The physiological principle of minimum work – I: the vascular system and the cost of blood 
volume, Proc. Nat. Acad. Sci., 12, 207–214. 

[14]  C.D.Murray, 1926c: The physiological principle of minimum work – II: oxygen exchange in capillaries, Proc. Nat. 
Acad. Sci., 12, 299–304. 

[15]  M.S.Olufsen, C.S.Peskin, W-Y.Kim, E.M.Pedersen, A.Nadim, J.Larsen, 2000: Numerical Simulation and 
Experimental Validation of Blood Flow in Arteries with Structured-Tree Outflow Conditions, Annals Biomedical 
Engineering, 28, 1281–1299 

[16]  M.U.Qureshi, G.D.A.Vaughan, C.Sainsbury, M.Johnson, C.S.Peskin, M.S.Olufsen, N.A.Hill, 2014: Numerical 
simulation of blood flow and pressure drop in the pulmonary arterial and venous circulation, Biomech. Model 
Mechanobiol., n.13, 1137–1154. 

[17]  W.Roux, 1878: Über die Verzweigungen der Blutgefässe der Menschen: eine morphologische Studie, (On the 
branching of blood vessels in humans: a morphological study), Doctoral thesis, Jena; 1878. in W.Roux 
Gesammelte Abhandlungen über Entwicklungsmechanik der Organismen. V.1, I-XII, 1-76. Wilhelm Engelmann 
Verlag Leipzig, 1895 

[18]  A.G.Roy, M.J.Woldenberg, 1982: A generalization of the optimal models of arterial branching, Bull. Math. 
Biology, 44, n.3, 349–360. 

[19]  E.Sciubba, 2011: Entropy Generation Minimization as a Design Tool. Part 1: Analysis of Different Configurations 
of Branched and Non-branched Laminar Isothermal Flow Through a Circular Pipe, IJoT 14, 1, 11-20 

[20]  E.Sciubba, 2016: A Critical Reassessment of the Hess–Murray Law, Entropy, 13, 283-300 

[21]  E.Sciubba, 2023: A model for bifurcation formation in plants based on a comparative exergy cost analysis, 
submitted to Plants, march 2023 

[22]  E.Sciubba, F.Zullo, 2013: Stable and periodic solutions of an exergy-based model of population dynamics, 
Energy, 58, 202–209 

[23]  R.S.Seymour, Q-H.Hu, E.P.Snelling, 2020: Blood flow rate and wall shear stress in seven major cephalic arteries 
of humans, J. Anat. 236,522--530 

[24]  T.F.Sherman, 1981: On Connecting Large Vessels to Small: The Meaning of Murray's Law, J. General. Physiol., 
78, 431-453 

[25]  D.F.J. Tees, P.Sundd, D.J. Goetz, 2006: A flow chamber for capillary networks: leukocyte adhesion in capillary-
sized, ligand-coated micropipettes, Chapter 10 in Principles of Cellular Engineering, 213-231, Acad. Press 

[26]  C.Torres, A.Valero, 2021: The Exergy Cost Theory Revisited, Energies 14 (1594) 

[27]  H.B.M.Uylings, 1977: Optimization of diameters and bifurcation angles in lung and vascular tree structures, Bull. 
Math. Bio, 39, 509–520. 

[28]  G.B.West, J.H.Brown, 2005: The origin of allometric scaling laws in biology from genomes to ecosystems: 
towards a quantitative unifying theory of biological structure and organization, J. Exp. Biology, 208, 1575–1592.  

[29]  T.Young, 1809: The Croonian Lecture: On the Functions of the Heart and Arteries, Phil. Trans. R. Soc. London, 
99, 1-31 

[30]  M.Zamir, S.M.Wrigley, B.L.Langille, 1983: Arterial bifurcations in the cardiovascular system of a rat, J. General 
Phys., 81, 325–335 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 

 

Flow maps and flow patterns of R1233zd(E) in a 
circular minichannel at low, medium and high 

values of saturation pressure 

Stanisław Głucha, Michał Pyszb, Dariusz Mikielewiczc 

a  Gdańsk University of Technology, Gdańsk, Poland stanislaw.gluch@pg.edu.pl 
b Gdańsk University of Technology Gdańsk, Poland michal.pysz@pg.edu.pl 

c Gdańsk University of Technology Gdańsk, Poland dariusz.mikielewicz@pg.edu.pl 

Abstract: 

There is a gap in knowledge regarding the flow pattern of low-boiling working fluids in the range of high 
saturation temperatures (above 120°C) and medium and high reduced pressures (0.5-0.9). Data are present 
in the literature for similar values of reduced pressures, but for lower values of saturation temperature. This is 
due to the existing refrigeration applications of these working fluids. At high values of reduced pressure, the 
density of the gas phase is relatively high, and the density of the liquid phase is low. There is a low specific 
volume difference between the liquid and gas phases. The liquid phase has a low surface tension value. The 
gas phase has a relatively high viscosity, and the liquid phase has a reduced value of viscosity. These changes 
in the parameters of refrigerants cause significant differences in flow structures. At a low value of reduced 
pressure, 0.2, the occurrence of annular flow was observed already at a quality of 0.07 for a mass velocity of 
G=355 [kg/(m^2·s)], while for a reduced pressure of 0.8, annular flow occurs much later, at a quality of 0.47 
for the same mass velocity. Mass velocity flow maps in a function of quality for constant values of reduced 
pressure and flow maps for reduced pressure as a function of quality at constant mass velocity are presented. 
Flow maps are compared with correlations for transition lines between intermittent and annular flow structures 
from literature. Authors new correlation for transition line for researched conditions is presented. New 
prediction method is the only one which managed to predict transition to annular flow at high values of reduced 
pressure for collected experimental data. 

Keywords: 

two-phase flow; flow patterns; flow maps; R1233zd(E); high value of reduced pressure; annular flow transition 
line prediction 

1. Introduction 
An important trend in the development of new technologies is the miniaturization of technical objects. This 
effort requires extensive basic knowledge of fluid mechanics and heat transfer in single-phase convection and 
boiling and condensation in flow. The ability to accurately predict pressure drops and heat transfer, as well as 
the selection of geometry and operating conditions, are important factors in the design and selection of optimal 
heat exchanger settings. There is now a growing interest in low global warming potential (GWP) refrigerants. 
New European regulations require that air conditioning and refrigeration applications cannot be manufactured 
using fluorinated greenhouse gases with a GWP greater than 150 (EU directive 2019/1937). This leads to the 
use of new, environmentally friendly agents such as CO2, which operates in the near-critical and supercritical 
areas. Other applications, such as high-temperature heat pumps or ORC cycles, operate at much higher 
parameters than refrigeration systems. In 2022 energy price crisis resulted in immense demand for industrial 
high temperature heat pumps. Data available in the literature on heat transfer by refrigerants at high saturation 
temperatures are scarce. Studies of structures and flow maps are even more scarce. Many heat transfer 
correlations such as [1,2]created for specific flow pattern. It is essential to predict flow pattern to accurately 
calculate heat transfer coefficient.  

1.1. Previous research on flow pattern maps 

Cheng et al [3]conducted a study of heat transfer coefficients and CO2 flow maps during boiling. The medium 
was tested for reduced pressure Pr from 0.21 to 0.87, mass velocity G from 170 kg/(m2·s) to 570 kg/(m2·s), 
and temperature from -28°C to 25°C. Nema et al. [4]studied the flow structures of R134a during condensation 
and proposed a new criterion for the transit of flow structures. Charnay et al. [5] studied the flow structures of 
R245fa during boiling at 60°C, which corresponds to a pressure of 4.6 bar for a mass velocity of 100 to 1,500 
kg/(m2·s) with an inner diameter of a 3mm round tube. Charnay et al. [6] conducted additional tests for a 



saturation temperature of 120°C. They compared the results obtained with annular flow transition lines 
available in the literature. Although the flow structures more closely resembled those observed at the 
macroscale, the transition line was similar to that observed in minichannels. Barberi et al.[7] presented 
research on R134a boiling in in smooth brass tubes for various diameters form 6.2 mm to 12.6 mm for mass 
velocities from 25 to 500 kg/(m2·s). El Hajal et al. [8]presented flow pattern map and flow pattern based heat 
transfer model for condensation inside horizontal plain tubes for CO2 for reduced pressure up to 0.8. Kim et 
al. [1,9] conducted research on flow maps and heat transfer during condensation of FC-72. They proposed 
flow patter prediction method which was development of Soliman method [10]Zhang et al. [2] further developed 
this correlation to predict low patterns for R170 for high saturation pressures from 1.5 to 2.5 MPa what 
correspond to reduce pressure up to 0.51 MPa. Revelin and Thome [11]in et al presented research of flow 
patterns of R134a ad R245fa  for 26, 30 and 35 °C saturation temperatures inside 0.5 mm and 0.8 mm diameter 
glass tube. They proposed correlation for pattern prediction method. Ong and Thome [12]proposed new 
method for pattern flow prediction for R134a, R236fa and R245fa during flow boiling in small channels of 1.03, 
2.20 and 3.04 mm diameter. 

2. Methodology and laboratory equipment 
A study was conducted to visualize the flow of two-phase modern refrigerant R1233zd for reduced pressure 
values from 0.2 to 0.6. and for mass velocity G [kg/(m^2·s)] from 180 to 445. The critical temperature of the 
tested refrigerant is 156.6°C, and the critical pressure is 21.4 bar. Its GWP (Global Warming Potential) is 1, 
and its ODP (Ozone Depleting Potential) is 0 according to the NIST database of Acree et al. (2022). A 
schematic of the test rig is shown in Figure 1. The prevailing pressure in the system is established through a 
pressurized nitrogen tank connected to a membrane hydroaccumulator. The main pump ensures that the 
medium is pumped through the system and overcomes the flow resistance. Behind the pump is a Coriolis 
mass flow meter. Next is the preheater, followed by a section for measuring heat transfer coefficients during 
boiling. Behind the measuring section is the visualization section, which is shown in Fig. 2. It consists of a 
borosilicon tube with an inner diameter of 3mm, a wall thickness of 3mm and a length of 200mm. Behind the 
visualization section is a condensation section with an intermediate oil system that provides constant 
condensation conditions. Images were taken with a Photron Fastcam Mini UX100 high-speed camera. 

 

Figure 1. Test stand: 1 - piston diaphragm pump, 2 - diaphragm hydroaccumulator, 3 - pressurized nitrogen 
tank, 4 - Coriolis flow meter, 5 - control valve, 6 - heater, 7 - heat exchange measurement section, 8 - 
visualization section, 9 - led light source, 10 - high-speed camera, 11 - condenser, 12 - oil loop. 

 



 

Figure 2. The visualization section with the Photron Fastcam Mini UX100 high-speed camera. Behind the 
visualization section is an led light source. 

 

3. Flow patterns 
Tests were conducted for reduced pressures Pr from 0.2 to 0.8 of the critical pressure value. The mass 
velocities tested were 180, 265, 355 and 445 kg/(m2·s). Figure 3 shows the flow structures for Pr=0.2, while 
Figure 4 shows the flow structures for Pr=0.4, Figure 5 shows the structures for Pr=0.6, Figure 6 shows the 
structures for Pr=0.7 and  Figure 7 show flow structures for Pr=0.8. All figures show the same mass velocity 
of G=355 kg/(m2·s), which makes it possible to compare the differences in flow structures. Due to the large 
difference in the specific volume ratio of the liquid and gas phases at a reduced pressure of 0.2, annular flow 
already occurs at a dryness degree of x=7%, while for a quality of 0.8, annular flow occurs at x=45%. Bubble 
flow was defined as when bubbles alone are present. Slug flow was defined as when single plugs are present. 
When the flow is dominated by multiple plugs that are close to merging into a ring, or when the ring was not 
continuous the flow was defined as intermittent. In Fig. 3, one can observe the slug and annular flow. In Fig. 4 
and Fig. 5, bubble, plug, intermittent and annular flows can be observed. Fig. 5, Fig. 8, Fig. 9, Fig. 10 show 
the flow structures for Pr=0.6 and for mass velocities of G=355 kg/(m2·s), G=180 kg/(m2·s), G=265 kg/(m2·s) 
and G=445 kg/(m2·s), respectively. In particular, one can observe the later appearance of ring structure for 
lower mass velocities. This trend is shown in the flow maps in the next section. For reduced pressures  0.7 
and 0.8 bubbles can be observed  even  when annular follow emerged.  This is unique structure which can be 
only observed at vicinity of thermodynamical critical point.

 

Figure 3. Flow Patterns Pr=0,2 G=355 kg/(m2·s) 
Quality respectively: 2%, 7%, 5,03% 

 

Figure 4. Flow Patterns Pr=0,4 G=355 kg/(m2·s) 
Quality respectively: 3,1%, 4,2%, 10%, 23,1%, 
80,5% 



 

Figure 5. Flow Patterns Pr=0,6 G=355 kg/(m2·s) 
Quality respectively: 12%, 15,6%, 19,6%, 23,9%, 
36,2%, 60,7% 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Flow Patterns Pr=0,7 G=355 kg/(m2·s) 
Quality respectively: 8.5%, 18.6%, 46%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Flow Patterns Pr=0,8 G=355 kg/(m2·s) 
Quality respectively: 8.2%, 19%, 33,7%. 

 

Figure 8. Flow Patterns Pr=0,6 G=180 kg/(m2·s) 
Quality respectively: 37,2%, 48,6%, 64,6%, 
72,8%, 93% 



 
Figure 9. Flow Patterns Pr=0,6 G=265 kg/(m2·s) 
Quality respectively: 19,6%, 27%, 35,2%, 55,6% 

 

 

Figure 10. Flow Patterns Pr=0,6 G=445 kg/(m2·s) 
Quality respectively: 8,5%, 15,9%, 23,7%, 36,5%, 
52,4%, 67,6% 

 

4. Flow maps and new annular flow prediction method 
In recent years flow maps were primarily presented as Mass flow in function of quality. This presentation 
method allow to easily compare patterns with experiment and heat transfer coefficient measurements. 

4.2. New correlation to determine transition line to annular flow  

A new prediction method for determination of flow pattern transition into annular flow is proposed. Its is 
modification of correlation proposed by Revelin et al. [13] Original correlation presented good prediction at 
lower values of reduced pressure 0.3 and 0.4 what can be observed in the Figures 12 and 13. Is is good result 
we take in into account that this method was created for different fluid and different diameter. That correlation 
is based on fluids R134a and R245fa at 26, 30 and 35 °C saturation temperatures inside 0.5 mm and 0.8 mm 
diameter glass tube. In the Figure 18 it can be observed that method proposed by Ravelin do not follow trend 
of annular transition line for different values of reduced pressure. In fact it showed that annular flow occurs 
fasters at high reduced pressure. Experimental data show opposite trend. Because of that Bond number was 
introduced to the equation. Bond number represents effect of gravitational forces compared to surface tension 
forces for the movement of liquid. When significance of surface tension value of this criterial number is higher. 
Surface tension decreases for higher value of saturation temperature. This change allowed to adapt transition 
line for all reduced pressures what can be observed in the Fig 18. Formula for transition line between 
intermittent flow and annular flow is: 𝑥𝑖/𝑎 = 𝑅𝑒𝑙1.47/𝑊𝑒𝑙1.23 · 𝐵𝑜1.9 · 3.5 · 10−7                  (1) 

4.3. Flow maps with transition lines for R1233zd(E) 

Fig. 11 shows the flow map for reduced pressure of 0.2, Fig. 12 shows the flow map for Pr=0.3, Fig. 13 shows 
the flow map for Pr=04, Fig. 14 shows the flow map for Pr=0.5, Fig. 15 shows the flow map for Pr=0.6 Fig. 16 
shows the flow map for Pr=0.7, and Fig. 16 shows the flow map for Pr=0.6. Fig. 17 shows the flow map for 
mass velocity G=355 kg/(m^2*s) as a function of reduced pressure and quality. In Figures 11 through 16, an 
inverse correlation can be observed between mass velocity and the occurrence of annular flow. Annular flow 
occurs fastest for a reduced pressure of 0.2, and latest for Pr=0.8. This is a result of the smaller difference 
between the unit specific volume of the gas phase and the liquid phase, and the lower surface tension of the 
liquid phase. The delayed occurrence of annular flow also occurs for lower values of mass velocity. 7 
correlations for transition of flow pattern into annular flow is  presented in the flow maps for various values of 
reduced pressure and mass velocity. This correlations are proposed by Ong and Thome[12], Revelin and 
Thome [11],Cheng et al. [3], El Hajal et al. [8]Zhuang et al. [2], Kim and Mundawar [9] and last one is the one 



proposed in this article. None of this correlations was created for exact conditions as in experiment conducted 
by authors. Correlations of El Hajal and Cheng were created for CO2 for high values of reduced pressure up 
to 0.8. Zhuang proposed correlation for medium values of reduced pressure for ethane. Other correlations 
were created for low values of reduced pressure. Correlations proposed by Revelin and Thome and by Ong 
and Thome showed good results for Pr  around0.3 and 0.4. Method proposed by Kim and Mundawar was 
second best correlation and predicted flow correctly from 0.2 up to 0.5 value of reduced pressure. All 
correlations expressed correct trend between mass velocity and transition line except from Correlations 
proposed by El Hajal and Cheng. New correlation correctly predict trends for various value of reduced pressure 
and various mass velocities. 

 

Figure. 11.  Flow map for reduced pressure 0.2 
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Figure. 12.  Flow map for reduced pressure 0.3 

 

Figure. 13.  Flow map for reduced pressure 0.4 
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Figure. 14.  Flow map for reduced pressure 0.5 

 

Figure. 15.  Flow map for reduced pressure 0.6 
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Figure. 16.  Flow map for reduced pressure 0.7 

 

Figure. 17.  Flow map for reduced pressure 0.8 
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Figure. 18.  Flow map for reduced pressure ranging from 0.2 to 0.8 for mass flow 355 [kg/(m^2*s)] 

Table 1.  Comparison of correlations which predict annular flow for collected database for R1233zd(e). 

Correlation 
number of experimental data points 
correctly calculated 

percentage of experimental data points correctly 
calculated 

Ong and 
Thome [12] 238 78.81% 
Revelin et al. 
[11] 214 70.86% 
New 
corelation 276 91.39% 
Cheng et al. 
[3] 236 78.15% 
El Hajal et al.  
[8] 215 71.19% 
Zhuang et al. 
[2] 227 75.17% 
Kim and 
Mundawar [1] 262 86.75% 

 

Comparison of all tested correlations is presented in Table 1. Authors correlation managed to correctly predict 
91,39% of collected experimental data points. Second best is correlation presented by Kim and Munawar [1] 
which predicted  86.75% points. Other correlations managed to predict from 70% to 75% of data point despite 
not being able to follow experimental transition lines.  

4.3. Applicability of new correlation for different fluids.  

Applicability of new correlation for different fluids was tested on data collected by Charnay et al.[5,6]. Authors 
correlation follow experimental transition trend also for this fluid. Experimental lines for all correlations are 
presented in  the Fig 19. Data is presented as function of Reduced pressure and quality  
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Figure. 19.  Flow map for reduced pressure ranging from 0.13 to 0.53 for mass flow 500 [kg/(m^2*s)] for 
R245fa collected by Charnay et al. [5,6] 

 

5. Conclusions 
The change in the physical properties of refrigerants as the saturation temperature increases has a major 
impact on structures and flow maps. At high values of reduced pressure, the density of the gas phase is 
relatively high, and the density of the liquid phase is low. There is a low specific volume difference between 
the liquid and gas phases. These properties cause a delay in the occurrence of annular flow. For reduced 
pressure 0.8 annular flow occurred at 45% of quality for G=355 [kg/(m^2*s)] and for reduced pressure 0.2 it 
was visible at 7% of quality. Since the presence of bubbles in the flow occurs for much higher quality at higher 
reduced pressures nucleation as a heat transfer mechanism is more important for boiling at high saturation 
temperatures. It is also worth noting the delayed occurrence of annular flow for lower values of mass velocity. 
Further work should focus on expanding the experimental database. Old correlations for annular transitions 
lines prediction did not manage correctly to predict transition of flow pattern to annular flow for high reduced 
pressures. Most of them predicted trend opposite to measured for increasing saturation pressure. They 
predicted that annular flow occurs faster for high values of reduced pressure, but in fact annular flow occurs 
later for high saturation pressure. New correlation for annular flow transition line is able to predict transition 
form intermittent flow into annular flow for all measured reduced pressures and mass velocities. Authors 
correlation managed to correctly predict 91,39% of collected experimental data points what is best results of 
all  tested correlations. 

Nomenclature 
Bo Bond, - 

G mass velocity, kg/(m^2*s) Pr reduced pressure -ratio of pressure to critical pressure, - Rel Reynolds number for saturated liquid 𝑅𝑒𝑙 = 𝐺𝐷𝜇𝑙 , - Rev Reynolds number for saturated vapour 𝑅𝑒𝑣 = 𝐺𝐷𝜇𝑣, - t temperature, °C Wel Weber number for saturated liquid 𝑊𝑒𝑙 = 𝐺2𝐷𝜌𝑙 , - x Quality, - 
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Abstract:

Thermal variation is assumed to be one of the main source of uncertainty in dimensional measurements
and must be controlled in order to analyse and quantify its possible effects. Therefore, as the analysis of
temperature control is influenced by different complex non-linear heat transfer effects, the study of this variable
is considered a highly application dependent measurement problem. However, temperature measurement
devices are often designed primarily to increase their durability, so they remain vulnerable to transient effects.
Hence, improvements in mathematical models of general purpose temperature sensors through the knowledge
of its response in the application would significantly improve their performance and accuracy.
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1. Introduction

One of the coins used to determine the macroscopic state of a system is determined by means of an intensive

property known as temperature. This variable has an important dependence on statistical concepts and, for

the moment, we shall regard the temperature to be an empirical quantity, measured by a device, such that

temperature is proportional to the expansion [1] that occurs whenever energy is added to matter by means

of heat transfer. This concept can be understood by imagining a thermometer, where thermal expansion is:

liquid metal in a long glass tube, bending of a bimetallic strip or resistivity variation of a semiconductor, among

others.

Thermal variation [2] is assumed to be the main source of uncertainty in dimensional measurements and, given

these influences, the control of this variable is considered to be a highly application-dependent measurement

problem. In fact, it is also known that heat transfer analysis and temperature control is very useful in many

engineering systems and that, under stationary conditions, its value does not vary with time at a given point.

In contrast, under non-stationary [3] or transient conditions, the temperature varies with time. However, under

stationary conditions, effects such as self-heating can occur. For this reason, Darkhaneh [4] proposes a way to

quantify the error caused by thermistor self-heating, as it is a problem that generates uncertainty in temperature

measurement. In addition, there are areas of thermistor operation that it is preferable to avoid due to certain

effects such as blowup, as pointed out in their respective studies by Antontsev and Chipot [5] and Barabanova

[6].

On the other hand, nowadays, the precise measurement of the thermal properties of materials is mainly done

on the centimetre or millimetre scale [7,8]. It is clear that the miniaturisation of sensors brings undeniable

advantages, such as: lower thermal inertia; limited invasiveness of the system to be characterised, which is

therefore less disturbed by the sensor; and the possibility of using small amounts of material, which is highly

desirable in nanotechnologies, for example. Thus, in this document we refer to miniature sensors as sensor

elements whose main dimensions are of the order of a millimetre.

Other problems has been observed that for certain applications involving convection mechanisms, especially in

the study of turbulent flows, phenomena are detected during temperature monitoring that introduce uncertainty

and lead to confusion in the processes to be analysed. The measurement of transient heat transfer is

very important in various areas of scientific importance including the determination of engine temperature,



aerodynamic vehicle temperature in a high velocity flow environment, mentioned by Sanjeev and Kumar

[9,10]. From the point of view of analysing the turbulent effects that can occur and generate uncertainty in

the temperature measurement, we can refer to the smallest known scale, the Kolmogorov scale. This is the

smallest turbulent motion [11] present in a flow and is the scale at which energy is dissipated by molecular

viscosity. Taking into account the formation of vorticity at certain points close to the measurement points,

near-wall turbulence effects can be considered, as well as the ratio of the velocity and thermal boundary layer

established by the Prandtl number.

Hence, improvements in the response of general-purpose temperature sensors through the compensation for

response delay would significantly improve their performance and applicability, like mention Tagawa et al. [12].

Thus, this work proposes an experiment to study the turbulence and vorticity generated through the stagnation

of a device exposed to an air stream. A device inmersed into the airstream has two built-in thermistors that will

measure the stagnation temperature and the static temperature (Fig. 3). In these experiments, it can be seen

that an effect is produced that goes against the theory presented and this phenomenon can be associated

with a fraction of energy that is dissipated through the leads of the thermistor. This is then corroborated by

a series of additional tests in different media with different heat transfer coefficients. Then, this experiment is

presented from a mathematical point of view, studying and analysing the effectiveness of first-order models

for cases where the sensors are in an airstream. These models provide the necessary tools to approximate

real behaviour and by means of a developed algorithm (depending on the selected conditions) it is possible

to simulate a thermistor response similar to that of the experiment. However, as will be contrasted with the

other tests performed, in certain applications they do not have the necessary precision and induce error in the

measurements.

One of the main motivations for the development of this work is that temperature measurement devices are

often vulnerable to these transient effects, as they are primarily designed to increase their durability. However,

the moderating industry demands smaller and smaller, non-invasive measuring devices for many applications.

More accurate measurements of thermal conditions are therefore a real challenge as these companies are

demanding more and more complex and precise systems. Accordingly, identifying a suitable mathematical

model and the effects that occur in temperature sensors will allow us to evaluate a way to study the effects of

turbulence and heat transfer and to be more aware of transient effects.

In the current paper, as a first point of departure, a series of theoretical concepts involved in the test carried out

will be described. This is followed by a detailed explanation of the general first-model with the formulation of the

governing equations. Next, the description of experiment that has led to the hypotheses put forward in relation

to the observed phenomena. Then, the results obtained from such equations will be compared with those of

real measurements, thus explaining the phenomena that cause such behaviours. Finally, some perspectives

of future are exposed with the conclusions obtained.

1.1. Boundary layer: hidrodynamic and thermal

It is obvious to think that the temperature distribution obtained around a body immersed in a stream will have

a similar character to the distribution of velocities in the various layers of a fluid. Therefore, in a flow over a

heated surface, both the velocity boundary layer and the thermal boundary layer develop simultaneously (Fig.

1).

This concept of boundary layer was introduced into the science of fluid mechanics by L. Prandtl at the begining

of the last century: it has probed to be very fruitful.

Figure 1: Analogy between temperature and vorticity distribution in the neighbourghood of a body placd in a

stream of fluid.

In the Fig. 1, a and b correspond to the limits of the temperature increase; a for low speeds and b for high

speeds. It should be noted that in the convective transport mechanism two processes take place, the diffusion

of heat by the randomly moving molecules in the fluid and the advection of heat due to the overall motion

of the fluid. As the molecules of the whole maintain their random motion, the total heat transfer is due to a

superposition of the energy transport due to the motion of the molecules and the global motion of the fluid

that takes place. Thus, if we imagine a solid body placed in a fluid stream and heated so that its temperature



remains above the surrounding environment, then it is clear that the temperature of the stream will increase

only in the layer closest to the boda and in a narrow wake behind it, as shown in Fig. 2. Therefore, the

greatest diffusion from the hot body to the surroundings occurs in the layers closest to the hot body, which, in

accordance with the flow phenomenon, can be called the thermal boundary layer.

Figure 2: Hidrodynamic and thermal boundary layer.

The thickness of the thermal boundary [13] layer (∆T ) at any location along the surface is defined as the

distance from the surface at which the temperature difference (T − Ts) is equal to 0.99 · (T0 − Ts), which

establishes some relationship to the velocity boundary layer. So, it can be said that the rate of convective heat

transfer anywhere along the surface is directly related to the temperature gradient at that location. Hence, the

shape of the temperature profile of the thermal boundary layer imposes convective heat transfer between the

solid surface and the fluid flowing over it. Since the fluid velocity will have a strong influence on the temperature

profile, the development of the velocity boundary layer relative to the thermal boundary layer will have a strong

effect on the convective heat transfer. So, it is evident that flow phenomena and thermal phenomena interact

to a high degree.

1.2. Temperature increases through adiabatic compression; stagnation temperature.

Temperature changes caused by dynamic pressure variation in a compressible fluid are important from the

point of view of heat transfer. In particular, it seems useful to compare the difference in temperatures resulting

from heat generation by friction with those caused by compression. For this reason, if we look at Fig. 1, it is

logical to think that if the velocity varies along the contour, the temperature will also vary along the shape. If

we assume an adiabatic and reversible process due to the low value of conductivity and the high right rate of

change in the thermodynamics propierties of state will, in general, prevent any apreciable exchange of heat

with the sorroundings. Then, the temperature increase (∆T ) which occurs at the stagnation point of a body in

a fluid stream and that is due to the compression that is generated when the fluid makes contact with the solid,

as can be deduced from Fig. 1.

Figure 3: h-s diagram.



The h-s diagram indicates that the stagnation enthalpies - total energy level - are constant, but the area

of interest focuses on the static variables and the kinetic energy terms. Thus, it is possible to know the

energy state of the fluid and to determine the conditions that are introducing uncertainty into the temperature

measurements.

2. First-order model

As mentioned in the introduction, the first model corresponds to the classical approach proposed by the

manufacturer to obtain the thermistor properties. It is therefore a generic model that encompasses any situation

to which the sensor is subjected. In other words, this type of proposal does not focus on the heat flow through

the wires, as well as other thermophysical parameters.

Accordingly, a scenario showing a thermistor immersed in airstream and the heat transfer due to convection

process between sensor and surrounding is shown in Fig. 4. In this schematic, it can be seen that the

thermistor is in an environment whose fluid temperature is (T∞) and surrounding temperature (Tsur ). Also, the

boundary layer around of thermistor (control volume) has an associated a convective resistance (Rh).

On the other hand, at this point, it is important to point out that the influences of radiation heat transfer (q̇r ) ,

as well as the self heating (Sh) producing in the thermistor are of minimal relevance in this study, as will be

discussed in the conclusions section. Therefore, for now we will focus on the determination of the convection

(q̇h) phenomena.

Figure 4: First-order model diagram.

Then, from the energy balance in the control volume (CV) of the last diagram, is deduced:

−q̇h = m · cp ·
dTth

dt
(1)

Keep in mind the minus sign of the equation means that the heat transfer is gave up to surrounding area.

By the other hand, the Newton➫s cooling law is:

q̇h = h · A · (Tth(t) − T∞) (2)

So, substituting Eq. (2) into Eq. (1) and developing, it is obtained:

−h · A · (Tth(t) − T∞) = m · cp ·
dTth

dt
(3)

(Tth(t) − T∞) +
m · cp

h · A
·

dTth

dt
= 0 (4)

(Tth(t) − T∞) + τ ·
dTth

dt
= 0 (5)



At this point, a linear time-invariant system (LTI) is founded. By this:

1

∆Tth

· dT = −
1

τ
· dt (6)

∆Tth1
= ∆Tth2

· e−t/τ (7)

Tth1
= (Tth2

− T∞) · e−t/τ + T∞ (8)

If t = τ , the equation is:

(Tth1
− T∞)

(Tth2
− T∞)

= 0.632 (9)

That is, the time period during which temperature effectiveness (Tth1
−T∞) becomes 63.2% of the temperature

width (Tth2
− T∞) is taken as τ .

Figure 5: Thermal time constant.

2.1. Thermal-electrical analogy for first-order model

Generally, the manufacturer proposes a first order system as the characteristic response of a temperature

sensor. This kind of representation makes it possible to show mathematically and in a simple manner how

the thermistor (TA) behaves over time when an external heat source (Es) is applied to it. However, this model

omits some effects that may be of special interest for the phenomena described in the previous paragraphs.

Nevertheless, as a first analysis, to which certain terms will later be introduced and compared, this model

is presented in which a series of conditions will be taken into account. Thus, as proposed by Sanjeev and

Kumar in [7], the one-dimensional (1D) heat transfer equation for a semi-infinite solid body can be a starting

point to obtain the value of the transient temperature at the sensor surface. So, from the schematic shown in

Fig. 4, does not involve heat flow through the wires (q̇c), radiation heat transfer (q̇r ) and the self heating (Sh).

Thus, using the electrical analogy for the study of the heat transfer of a system, this first-order model results

as follows:

For this case, initially only convective resistance of the CV (Rh) and heat capacity of thermistor (C1) will be

taken into account.

Therefore, from the energy balance at point A it is obtained:

Es − q̇h = C1 ·
dTA

dt
(10)



Figure 6: Thermal-electrical diagram for first-order model.

The Newton➫s cooling law is:

q̇h = h · A · (TA − T∞) (11)

Then, substituting the Eq. (11) into Eq. (10) and developing the result according ours considerations it is

obtained:

C1

h · A
·

dTA

dt
+ (1 +

1

h · A · R1
) · TA −

1

h · A
· Hs = 0 (12)

Where the term ( C1

h·A
) is the known thermal time constant (τ ). The form of which is as follows:

a2 · y ′ + a1 · y + a0 = 0 (13)

Each coefficient accompanying the variable corresponds to those in Eq. (12), so they must be taken into

account in the solution. Also, the b term in the following equation is related to the amplitude of the external

heat source (Es). This turns out to be a first order linear ordinary differential equation, the solution of which is:

TA = b · e(−a1/a2)·t −
a0

a1
(14)

As mentioned in the section on the thermal time constant, this Eq. (14) can be divided into a heating and a

cooling stage, thus obtaining two responses with corresponding time constants. Obviously, this depends on

the external source, among other factors, so we will focus on the generic equation as such.

3. Overview of experimental procedure.

The way to relate the study of turbulence and heat transfer is for the thermistor to be excited by an external

source that causes the same disturbances and uncertainties as the vortices in an air current. Thus, in order

to identify the limitations to which these temperature sensors are subject, a device and an experiment are

designed to study their behaviour. This test consists of placing two thermistors in a small tube so that each

sensor measures a different temperature: static temperature (T1) and stagnation temperature (T01). This refers

to the diagram presented in Fig. 3.

Finally, this device is placed inside an isolated tube through which an airstream circulates.

The morphology of the described device is schematically represented in the following image.



Figure 7: Sensor.

Figure 8: Sensor.

Fig. 8 below shows the actual assembly of the device:

Some parameters of the thermistor used in the experiment are shown in the Table 1 but, the most important

one is the thermal time constant that will be compared with the numerical solution proposed.

The airstream is produced by fan controlled by a microcontroller. Inside of the tube there is the device with

two thermistors NTC that read the different temperature changes (T01) and (T1). Also, there is an additional

thermistor outside that reads atmosphere temperature but is not integrated in the system as its value is merely

informative. These values, are reading using an integrated development environment. With this, it is possible

to collect and show data comming from microcontroller.

Regarding to data acquisition, we have these devices:

• An adaptative stage of signal (Voltage divider): consists of 10kΩ resistors and the power supply ensures

a constant voltage of 5V.

• An analogical to digital converter of 16 bits (ADS1115 Texas Instruments): will allow a higher accuracy of



Table 1: Parameters of NTC thermistor used.

Parameter Value

Resistance at 25 ëC 10.000Ω ± 1%

Temperature rating -30ë to 90 ëC

β (25ë to 85ëC) 3.435 K nominal

Dissipation constant 0,7 mW/ëC nominal (Still air)

Thermal time constant 5 seconds nominal (air)

the temperature values read. It is also powered by the 5V power supply.

• A microcontroller ATmega328 (Atmel) implemented in an embebed system (Arduino): to prevent the

microcontroller that records the data from crashing, another one is available to control the shutter. In

turn, both are managed by an external application developed that allows real-time reading of the data.

Although, other devices are used in this experiment and keeping in mind all system described, Fig. 9 shows a

schema of this:

Figure 9: Acquisition and data capture for the experiment.



In Fig. 10, the response obtained during an experiment is shown. As can be seen, the temperature gradient

value is proposed on the vertical axis and the test time on the horizontal axis. When the measurement is

started, the fan is started and the evolution of the data is analysed in real time. This information is also stored

for later study.

Figure 10: Response with tube experiment and two thermistors.

4. Results and discussion.

4.1. Response of thermistor in airstream

In this section, the results carried out in the tube with the device to measure temperatures will be presented. It

should be noted that each test has a sample frequency of 10 data per second. The duration of the tests can

be variable. This depends on the amount of data to be collected. Generally, however, tests last between 60

and 300 seconds.

For example, the two experiments shown below (Fig. 11 and Fig. 12) have a duration of 80 seconds. As soon

as the temperature reading begins, the fan starts running and the data is recorded. In both tests, the magenta

line corresponds to the static temperature (thermistor inside the device) and the black line to the stagnation

temperature (thermistor at the tip of the device).

Figure 11: Response with tube experiment and two thermistors.



Figure 12: Response with tube experiment and two thermistors.

As can be seen in the previous graphs, the difference in temperature of both variables reaches maximums of

0.2 ëC. However, the most curious thing is the value that the stagnation temperature takes, when it is supposed

to increase due to friction effects. This was later corroborated by a simple experiment that simulated the

behaviour of the fluid inside the tube. This test consisted of exciting the isolated thermistor with an external

heat source in a chamber in which two completely different fluids were introduced separately. This heat source

allowed different excitation powers to be applied to the thermistor, thus contrasting the different media. Then,

the typical response of the thermistor used to an external heat source that is applied for a certain time and

then disappears is shown. It should be noted that these experiments are carried out in still fluids and under

controlled conditions. Also, what is demonstrated is that the response of the sensor itself is simply reproducible

from Eq. (14), as can be seen in the graph below.

Figure 13: Response of thermistor during experiment using external heat source.

The following table shows the temperature gradient reached by the thermistor for each of the four powers

during the tests with different fluids. Also, a quality estimator (QE) is shown to assess the accuracy with which



the first-order model is adapted to the response obtained. Fluid 1 has a lower heat transfer coefficient and after

the tests a time constant of 3.57 s was obtained. For fluid 2, which has a higher heat transfer coefficient, the

time constant was found to be 1.29 s.

Table 2: Temperature gradient results in different fluids and excitation powers.

Fluid 1 Fluid 2

Power ∆T1 (◦C) STD1 QE1 ∆T2 (◦C) QE2 STD2

P1 25,41 0,1 230,81 11,77 0,03 87,77

P2 20,19 0,01 85,67 10,07 0,002 17,54

P3 10,47 0,01 40,57 4,43 0,001 13,18

P4 9,80 0,04 50,89 4,38 0,05 18,99

With all this, it is understood that there is an important fraction of heat flow that is lost through the cables and

that is not analysed accordingly. Thus, from the first test in which the stagnation temperature and the static

temperature were measured, results were obtained that suggested that certain phenomena related to the

turbulent behaviour of the fluid were taking place and that heat flow through the cables was being generated.

4.2. Discussion.

Due to minimal surface of thermistors in a gaseous medium, there is a behaviour with a high dynamic responses.

This high dynamic response of sensors proves to be a great advantage in several applications, in which

temperature evolution measurements are sought with great precision in phenomena that occur in a short

period of time, in which the temperature undergoes very abrupt variations. Also, due to the high transient

response to which both thermistors are subjected in the temperature measurement during the experiment, it is

unfeasible to obtain such behaviour by means of a first-order mathematical model. However, for applications

where the measurements are more stable and are not constantly changing abruptly, such as Fig. 13, it is

possible to resort to first-order mathematical models.

On the other hand, even if it is possible to find a model that fits the response obtained in the conditions of

the tube experiments (Fig. 11 and Fig. 12), it must be stressed that there are other phenomena that are not

considered. As mentioned above, the stagnation temperature will tend to increase its value due to the friction

generated in the layers closest to the thermistor. But as can be seen, the opposite is true. This suggests that

there is a fraction of energy that is flowing through the conductors and is inducing this contradictory behaviour.

Therefore, it is necessary to have tools that allow us to discern the applications, models and sensors to be

used in order to obtain more precise measurements.

5. Conclusions.

This article presents experiments carried out under specific conditions that have allowed conclusions to be

drawn about first-order models and their accuracy in real applications.

Therefore, the existence of conduction phenomena through the cables is evident, which in certain applications

introduce uncertainty in the measurements. Thus, all this leads us to consider that in order to use this type

of sensors in temperature control systems, it is important to take into account the conditions of the fluid to be

monitored. Thus, as mentioned, due to the high dynamic responses offered by these sensors, it is necessary

to know the uncertainties introduced by boundary layer effects and vorticity. These phenomena can lead to

errors in high-precision processes in terms of temperature knowledge, as we have seen.

However, not everything should be seen from a negative point of view, as this type of device could be used to

determine the turbulence near the wall or to detect the boundary layer detachment zone in order to improve

aerodynamics. Thermistors, knowing their influence, have an attractive application in this type of field due to

their small size and the reduced instrumentation required. Therefore, the development of measuring devices

that implement this type of sensors to study the conditions of a fluid is not ruled out. Likewise, the quantification

of the energy lost through the cables could be a future motivation, as the introduction of tools would allow more

detailed processes to be obtained.

Nomenclature

Letter symbols

A area, m2

cp specific heat at constant pressure, J/(kgK)

h heat transfer coefficient, W/m2K



ṁ mass flow rate, kg/s

p pressure, N/m2

q̇ heat flow rate, J/s

T temperature, K

Greek symbols

∆ gradient

τ time constant

Subscripts and superscripts

h convection

∞ fluid

r radiation

s surface

sur surrounding

th thermistor
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Abstract 

Bifurcated structures are ubiquitous in nature, both in living and non-living systems. The modern approach to 
their physical modelling starts from the recognition that in plants and animals the substitution of (a portion of) 
a straight vessel length with a branched one serves a biological “goal” that requires some energy and 
material “expenditure”. Such expenditure must be justified by a compensating gain for the resulting evolved 
structure. A great number of studies addressed this topic, mainly from a biomedical science perspective, but 
since all of them indicate a weak agreement with experimental data, it is useful to explore the matter in some 
more detail. The purpose of the vessels considered in this study is to “transport” material flows like sap, 
blood or air, and the striking geometrical similarity of the forked structures found in plants, circulatory 
systems, bronchial alveoli and river deltas suggests indeed the presence of a single underlying physical 
principle. Experimental evidence indicates that the topology of bifurcated blood, air and sap vessels (e.g., 
their “shape”) is amazingly similar under quite different external constraints, and this might imply that the 
shape of a bifurcation is at least to some extent independent of the boundary conditions. Furthermore, it is 
unclear if and to what measure the functional advantage obtained by repeated bifurcations decreases with 
the number of splitting levels. This paper presents a critical review of the most popular physical model 
formulated for the description of bifurcated structures, the so-called Hess-Murray law (“H-M” in the following). 
It is first shown that, under a very restrictive set of assumptions, the H-M law can be obtained by the 
assumption of constant wall stress in the parent and daughter branches. Then both Hess’ and Murray’s 
original derivations are discussed from a physical point of view, and the extension of the rule to the case of 
non-symmetrical bi- and trifurcations is presented. 
It is then argued that in real branched networks the actual optimality criteria (i.e., in an evolutionary sense 
the “driving force”) may be quite different from the assumptions posited in the H-M law literature, which 
explains the weak predictive value of the law. Some adjustments to the model that include a resource-based 
cost/benefit of the formation of a bifurcation are presented and discussed. 

Keywords: Bifurcated vessels; Branched Structures; Hess-Murray law; Entropy Generation Minimization; 
Constructal Theory 

1. Introduction 
1.1 The problem 

Bifurcated structures in fluid carrying channels and vessels appear in tree roots and branches, leaf veins, 
circulatory systems in animals, air vessels in the respiratory systems, corals, river deltas… (Figure 1). At first 
sight, such structures display an amazing degree of geometric similarity, and understanding the underlying 
physics is important for three reasons: first, if the existence of a unifying physical principle can be 
convincingly identified, this knowledge may lead to a better comprehension of natural evolution. Second, 
linking the “shape” of these structures to their “function” would allow for better aimed interventions in the 
case of malfunctions (overflow and flooding of rivers and channels, poor tree health, poor soil exploitation, 
circulatory diseases…). Third, a clearer insight on the physics of natural bifurcations may lead to the 
formulation of more accurate and efficient design guidelines of artificial (manufactured) branched structures, 
for example, in pipelines, heat exchangers, biological implants etc. 
It is therefore not surprising that a large number of studies have been devoted to this topic. Leaving aside 
engineering applications, which require a separate discussion and are subject to quite different external 
constraints, botanists and biologists have dedicated substantial time and resources to the search for a 
general model of bi-, tri- and polyfurcated fluid carrying vessels. A brief list of the main questions to be 
answered can be extracted from a careful consultation of the archival literature1: 
a) Why do bifurcated structures appear in nature?  

b) Why is the geometry of such structures apparently similar at all scales and in different instantiations? 

 

 
1 To the best of my knowledge, the first modern systematic inquiry into this matter was performed by Wilhelm Roux in his dissertation in 

1878 [25]. The original text being not easily accessible, I had to rely on later citations. 



c) How and to what measure is the shape of a bifurcation independent of the prevailing boundary 

conditions?  

d) Does the functional advantage obtained by repeated bifurcations decrease with the number of splittings? 

 

  

   

Figure 1 – Examples of bifurcated structures in nature (images accessed January 4, 2023) 

 

A final answer to the above questions is yet to be found, and one of the goals of this paper is to clarify the 
current state of affairs and suggest possible paths to a solution. 
To place this study in the correct perspective, it is useful to begin by examining the available empirical 
evidence collected over decades of valuable experimental campaigns. A summary of the knowledge that can 
be inferred from the large set of available data is the following: 
1) Different types of branchings display an amazing degree of geometric similarity at large scales, but the 

exact geometric details (radius- and length ratio of daughter-to-parent branches, branching angle, 
complanarity) depend on the type of fluid being transported (newtonian or non-newtonian, pure substance 
or particle laden) [39,41], on the material and/or state of the channel walls (lignine, muscle fibers, gravel, 
sand…) [13,14,24,28,39,],  and on the flow features (creeping, laminar or turbulent) [2,13,22,23,40,42]; 

2) Although a branched network resembles a fractal structure, there is no indication that the fractal exponent 
remains constant over successive branching levels [35]; 

3) While in plants the sap flow can be accurately modeled as stationary2, in blood and air systems as well as 

in rivers the non-stationarity of the flow has a substantial influence on the geometry of the bifurcations 
[39,40]. 

 
1.2 – A very popular physical model: the Hess-Murray law 
Over a century ago, the Swiss physiologist  Walter Rudolf Hess formulated a model of blood flow in arterioles 
and capillaries that resulted in an allometric correlation between the radii of successive branchings in 
bi/trifurcated vessels: the original concept is presented and discussed in Hess’ doctoral thesis published in a 
little known 1903 paper, with two further extended versions published (in german) in 1914 and 1917 [10,11]. 
Using a similar approach, the American physiologist Cecil Dunmore Murray “rediscovered” the same 
correlation in a 1926 article, and later refined and extended it in two other papers [16,17,18]. Since the 

 

 
2 Here and in the following, a significant distinction in the nomenclature must be made: while in blood- and air circulation systems one 

refers in fact to individual vessels (capillaries, veins, arteries etc.), in plants the “vessels” are either the mesoscale ducts of leaves and 
roots (the “veins”) or the large scale twigs and branches. At the smallest xylem scale there is no bifurcation. 



numerical result, i.e., the allometric rule, is the same, the law came to be referred to as “the Hess-Murray 
law”.   
The methods proposed by Hess and Murray are described in detail in sections 3 and 4 below: it is important 
to underline the novelty of both approaches, based on the assumption that the circulation of blood, lymph 
and air in living organisms is governed by a “work minimization” principle. The popularity of the H-M law is 
though not due to the “energy cost” methods they adopted (for a documented critique, see sections 3 and 4 

below), but rather to the derivation of an “optimal branching ratio” � = ����
�� = �

√	
 = 0.7937   between the 

diameters of two successive symmetrical branches. This “cubic root of 2” correlation underwent extensive 
theoretical and experimental reassessment in the second half of the 20th century, and the results indicate 
that while it is sufficiently accurate for the smallest vessels (capillaries), it fails for the larger ones (large veins 
and arteries); moreover, it does not apply to turbulent flows [42]. Recent comparisons with numerical 
investigations of branched flows led to similar conclusions [22,24,39,40].  
In 1997 Bejan [4] published a very ingenious generalization of the H-M law: he reasoned that, if the law 
holds, then every bifurcated stream that carries a material or immaterial flow from one point (the source) to 
two others (the sinks or end-users) should -in an evolutionary sense- develop along a global structure 
exactly specified by the “cubic root of 2” rule. This intuition forms the basis for his Constructal Theory (“CT”), 
which has since seen a great number of applications in the most diverse fields (see also [5,6,15] for the 
Authors’ own reassessment). Not by chance, the very name “constructal” was conceived to be an antonym of 
“fractal”, to signify that real structures follow from goals and physical laws, in line with Hess’ & Murray’s 
teleology, rather than from abstract “shape factors” or Lyapunov exponents (borrowing Bejan’s words: 
“Nature is not fractal” [4]). The goals are in turn determined by external influences related, in nature, to 
evolutionary pressures [5], and in engineering, to design specifications. In this sense, CT represents a 
“closed” scientific paradigm, not only qualitative but quantitative: it proposes a novel interpretation and 
classification of natural (abiotic and biological) structures and leads to measurable and repeatable design 
procedures for engineered artefacts. The entire body of its results depends though  on the applicability of the 
H-M law, and more precisely on the general validity of the “cubic root of 2” correlation (or any other 
correlation of the form 2-n). 
The real legacy of the H-M law is not its (doubtful) universal accuracy, but rather its conceptual foundations: 
it states that biological organisms can be described by means of an allometric scaling arising from an 
“energy costing” approach. As noted in [36] and later by [5,27,31], this in turn implies the existence of a 
similar allometry between different species: if the relative sizes of the respective blood or sap vessels scale 
according to a 2-n rule then, whatever the value of n, the average physical dimensions of the individual 
organism depend on the radius of the main branch, which in turn depends on the metabolic rate of the 
species.  
On the engineering side, in spite of Sherman [36] argument that -if the hydraulic diameter dh is substituted for 
d- the H-M law should also hold with minimal corrections for human artefacts (pipelines, fluid carrying 
networks, porous media), the matter is more complex, because heat exchangers and fluid networks are 
designed under several “non-natural” constraints, some of which derive from purely technical requirements 
(entry length in a HE, material compatibility, vessel wall mechanical resistance, etc.) and others are cost-
related (minimal material costs, optimal thermal insulation, minimum pumping work, etc.).  The analysis of 
the applicability of the H-M law to engineered structures is outside of the scope of the present study. 

 

 

      

 

 

     

 

   

 

  

    

 

 

      

       

           

      

  

 

   

             

Figure 3 – Symmetric vs asymmetric branching  under 
the constant viscous  stress prescription 

 
 

Figure 2 – Flow of a newtonian fluid in 
a circular channel: velocity and 

viscous  stress profiles 

δ1=δ2=0.7937 

θ1=θ2=37° δ1=0.9;  δ2=0.63;  

θ1=26°;  θ2=51° 

m1/m0=0.75;  m2/m0=0.25 

l1/l0=1.166;  l2/l0=2.52 
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Asymmetrical 



2- Young’s Constant Wall Stress Law 
2.1 -Theoretical model 
It is interesting to remark that, as reported by Thomas Young in its Croonian lecture 1809 [44], presented 
well before Hess’ study, an exact form of the radius ratio in branched tubes was already known to hydraulic 

engineers. This formula also reads � = ����
�� = �

√	
 = 0.7937 , but its derivation does not depend on the 

approximations introduced by Hess on the “regulatory power of the blood flow” nor on the inaccurate 
“metabolic cost of blood volume” calculated by Murray. 
 
2.2 - The mathematical derivation 
Consider the steady laminar and isothermal flow of a Newtonian fluid in a symmetrically branched circular 
channel (Figure 3, top left). Assuming that the flow can be described by Poiseuille formula and remains 
laminar in the daughter branches (i.e., neglecting the possible onset of turbulence at the junction), the wall 
stress calculated in the parent (l0) and daughter (l1, l2) branches takes the form: 

�� = ����
���


          (1)  

with j=0 for the main and 1 and 2 for the splits. Let us impose the constancy of the wall stress throughout the 
bifurcation: 

��,� = ����
���
 = ��,� = ����

���
 = ��,	 = ����
���
        (2)  

If the split is symmetrical, then m1=m2=m0/2, and we obtain: 

� = ��
�� = ��

�� = �
√	
 = 0.7937        (3)  

i.e., the same value prescribed by the H-M rule. 
The validity of Eq. (3) rests of course upon the assumptions of steady Poiseuille flow, and therefore there is 
no reason for the exponent n=-1/3 to apply under turbulent- or non-stationary flow conditions. It is to be 
expected though that in leaf tubules, blood capillaries and in the smallest tubules of the respiratory tract, 
where diameters are well below 1 mm and the Reynolds number of the flow is very low, the above correlation 
should apply. 

An interesting consequence of Eq. (3) can be derived if we prescribe the ∆p in the main- and in the daughter 
branches to be the same. This implies: 

# = $�
$� = $�

$� = 2          (4) 

Eq. (4) would suggest that at each bifurcation the length of the daughter branches doubles, a condition not 
supported though by experimental evidence. 
The above calculation can be adapted to non-symmetric branchings (Figure 3 top right). To close the 
calculation, we need to know the ratio of the mass flowrates through the daughter branches, k1=m1/m0=x, k2=m2/m0 =1-x. We obtain: 

�� = (�(�
= )� *+  

�	 = ��
�� = (1 − )) � *+          (5)  

In this case the pressure drops through the daughter branches are different, unless one selects a proper l1/l2 

ratio: 

Δ0� = Δ0	       122   $�
$� = 3�45

5 6	 37�
7�6�

       (6) 

 

3 – Hess’ original model 
3.1 - Problem position 
In 1903, in a preparatory paper for his M.D. thesis [10], the Swiss physiologist Walter Rudolf Hess proposed 
the existence of a physical “optimization criterion” that guides the branching of arterial vessels. This idea was 
also the topic of later work in his “Habilitation” thesis [11], but the 1903 work already contains -albeit in a 
convolute way and with some debatable assumptions- a complete derivation of his “cubic root of 2” law. 
Hess was clearly inspired by previous work by Roux [25] who postulated a “dynamic mechanical principle” to 
be the driver of vessel bifurcations in animal circulatory systems. Trying to interpret the large mass of 
experimental data presented by Roux, Hess starts by assuming that nature would adopt a “minimum 
resource consumption” criterion to build the human circulatory system and proceeds to calculate how this 
task can be attained  (“Wie kann die Aufgabe des Blutes mit dem kleinsten Kraftverbrauch erledigt werden“ 
[10], p.5). In spite of his convolute writing style, Hess’ approach emerges clearly: the optimal radius of a 
vessel carrying a given volumetric blood flowrate is the one that minimizes a cost function given by the sum 
of the pumping work (inversely proportional to the fourth power of the radius) and the metabolic cost of the 
volume of the pumped blood (proportional to the square of the radius).  
 
3.2 - The mathematical derivation 



In modern terms, Hess’ procedure can be reformulated as follows: 
a) Assume the flow in arteries can be described by Poiseuille’s law for steady laminar flow in circular 

vessels with rigid walls; 

b) Calculate the pumping power in W/(meter of vessel) required of the heart to process a flowrate m [kg/s]: 

89:�9 = ;� ��
�<             (7) 

where K1 is a constant that depends on the fluid viscosity and density; 
c) Calculate the metabolic cost of the pumped blood, neglecting its thermal content: 

=>$??@ = ;	(	          (8) 
Where Cblood  is also in W/m of vessel and K2 is a constant depending on the metabolic rate; 

d) Find the optimal radius by solving the corresponding Lagrangian3: 

ℒHIJJ = 89:�9 K =>$??@ = ;� ��
�< K ;	(	      (9) 

Which results in: 

(?9L = 3	M�
M� 6�/N O�/* � PO�/*              (10) 

Where the constant κ depends on the fluid properties and on the metabolic rate. If a vessel bifurcates 
symmetrically (Figure 4), i.e., if m1�m2�m0/2, the optimality can be extended to the daughter branches: 

(� � PO��/*
;     (� � (	 � P 3��

	 6�/*
       (11) 

Whence 

� � ��
�� � �

√	
           (12) 

Throughout his papers Hess repeatedly stresses that he is aware that his result depends on two critical 
assumptions, namely Poiseuille flow and stationarity, and makes accurate reference to selected 
contemporary literature that reinforces his belief that a branching does not generate turbulence and that the 
low-frequency pulsations do not affect the flow in such a way as to invalidate Eq. (12). 
 

 

 

Figure 4 – Hess’ original concept [11] Figure 5 – Asymmetric trifurcation of a corkbark 

tree tip (r1=r2≠r3) 

 

4 – MURRAY’S model 
4.1 - Problem position 
Between 1926 and 1927, Cecil B. Murray, an American physiologist, published a set of papers aimed at the 
identification of the most “economic” oxygen supply to the human limbs via blood transport through the 
vessels. He demonstrated that such an optimal value can be derived by minimizing a cost function consisting 
of two terms: the power needed to overcome friction and the “metabolic cost” of the blood flowing through 
the vessel. The premises are similar to those posited by Hess, but the calculation of the blood cost function 
is different. He, too, arrived at a “cubic root of 2” formula. Murray -as Hess- assumed the blood flow to be 

 

 
3 In fact, Hess only presents a graphical derivation, because the expression he derives for K2 is not explicit in the variable “r”, and thus 

he must use an approximation to make the dependence explicit 

r1 

r2 

r3 



described by the stationary Poiseuille formula, and explicitly stated that his derivation ought to be considered 
a statistically valid theoretical guideline and that his model represents a “theoretical approximation” of the 
more complex physiology of blood transport. In his own words [16]: “If we examine the arterial system 
bearing in mind the question of economy, we find that there are two main antagonistic factors. If the vessels 
are too small, the work required to drive the blood through them becomes too great; if the volume of the 
vessels is too large, the volume of blood, being equally large, becomes a burden to the whole body”. Murray 
was aware of Hess’ previous work but maintained that his calculation of the blood cost was more accurate 
and based on the latest experimental results. Besides reformulating the theory, Murray also derived the 
“optimal angles” for a symmetric bifurcation using the minimum virtual work principle (Figures 6, 7). 
 

 

 

 

n 1.00 2.00 2.22 2.65 3.00 

δ=r1/r0 0.500 0.707 0.732 0.770 0.794 

theta °   63 46 44 40 37 

λ=l1/l0 0.25 1.00 1.15 1.41 1.59 
 

Figure 6 -  Murray’s derivation of 
the optimal branching angle [16] 

Figure 7 – Branching angle θ  as a f(δ) for symmetrical 

bifurcations. δ�2-1/n , θ=arcos(0.5/δ2) 
 
4.2 - The mathematical derivation 

Proceeding along the same path previously proposed by Hess, Murray obtained an expression identical to 
Hess’ for the power required to pump a given mass flowrate of blood in a straight vessel with rigid walls, Eq. 

(7): 89:�9 = ;� ��
�<  ,        

where K1 is the same constant as in Hess’ formulation. 
He then proceeded to calculate the metabolic cost of the pumped blood: =>$??@ = VWXY(	 = ;*(	          (13) 
Where b is the “cost of blood” calculated on the basis of the then available data on heart rates, and varies 
between 980 and 1980 W/m3 according to the adopted calculation method. For the purpose of this paper, the 
accuracy of the value of b is though irrelevant.  
The optimal radius is again obtained by solving the corresponding Lagrangian: 

ℒHIJJ = 89:�9 K =>$??@ = ;� ��
�< K ;*(	                (14) 

Which results in: 

(?9L = 3�M�
M
 6�/N O�/* = ZO�/*               (15) 

Where the constant ξ depends on the fluid properties and on the power absorbed by the heart. If a vessel 
bifurcates symmetrically (Figure 3, top left), i.e., if m1=m2=m0/2, the optimality can be extended to the 

daughter branches and the “cubic root of 2” law � = ��
�� = �

√	
  is recovered. 

In a second paper [17], Murray calculates the optimal branching angle by applying again the principle of 
minimum work: as shown in Figure 6, among the possible paths the branching angles that minimize the total 
work are given by: 

[\]^ = ��<_��<4��<
	������ ;    [\]a = ��<_��<4��<

	������         (16) 

Now Murray argued that, since according to Eq. 10 the mass flow rate at optimal configuration is proportional 
to the cube of the radius, the correlation between the radii of the main- and the daughter branches is: (�* = (�* K (	*          (17) 
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So that the final relationship between the splitting angles becomes: 

^ � b([[\] c��<_��<4d��
4��
e</

	������ f ;    a � b([[\] c��<_��<4d��
4��
e</


	������ f       (18) 

Introducing the optimal radius ratio δ (Eq. 12): 

^ = a = b([[\] c�_7<4d�47
e</

	7� f ~37°       (19) 

The above result predicts that symmetrical branches should have a total branching angle (θ+ϕ) of about 75°. 
If the vessel trifurcates as shown in Figure 5, with two side daughter branches being symmetrical with equal 

radii r1=γr0 and the third coaxial with the main and also of radius r2=r1, the optimal value of the radius ratio is 

i = �
√*
 = 0.6934 and Murray’s optimization procedure provides:  

l = b([[\] c���4d��
4	��
e�/

	m���� f        (20) 

with the splitting angle ψ=57°. 
Murray did not elaborate on the fact that Eqs. (16) & (20) retain their validity under any law of the type 2-n. 
Figure 7 displays the branching angle θ as a function of the radius ratio δ for n=1, 2, 3 and two 
experimentally & numerically validated values, namely 2.22 and 2.45 [13,26,34,41,42].  
Another consequence of the H-M law (or of any similar allometric correlation) is that the length of the 
branches may also be derived as a function of n: for example, imposing a constant pressure drop across all 

branches (i.e., ∆p0=∆p1=∆p2, not necessarily an “optimal” choice) one obtains 

#� = ℓ�
ℓ� = 23	op�

o 6
             (21) 

The λ1 are also shown in Figure 7: in spite of their not being optimal in any sense, these values can be used 
as a yardstick for assessing field-measured values. In fact, the largest majority of field data report l1 values 

lower than 1, which indicates that the “constant ∆p” is not a preferred configuration in nature. 
 

5 – Limitations of the Hess-Murray Law 
5.1 - Theoretical analysis 
The applicability of the H-M law depends on several assumptions, the more stringent being: 
a) Validity of the Poiseuille flow 

While in plants the sap flow is so slow that it can be modelled as a creeping flow, in animals laminarity is 
the exception rather than the rule. Notice though that this fact per se does not affect the value of the 
branching ratio: the necessary condition for the H-M law to apply is that a phenomenon can be modeled 
as emerging from the combined influence of two competing “forces”, one proportional to the square of 
the mass flowrate and to the inverse fourth power of the radius, and the other to the square of the radius.  

b) Validity of the steady state flow conditions 
This is a major simplification, and both experimental [12,20,21,34,45] and numerical 
[2,13,22,23,24,33,34,40] studies demonstrated that the inherent unsteadiness in blood vessels has a 
major impact on the exponent of the allometric correlation.  

c) Independence on the type of fluid 
Both sap and blood are non-Newtonian fluids, and experimental and numerical studies demonstrate that 
releasing the newtonianity condition results in a different value of the exponent n in Eq. (15). 

d) Validity of the assumption of rigid walls 
On this point one must differentiate between application of the law to plants and animals: in the former 
case, the lignino-cellulosic walls are for all practical purposes rigid, while in the latter the compliant 
muscle-structure of arteries and veins may even invalidate the non-slip condition. 

Allometric branching models exist that are not derived from a Hess-Murray perspective (for details see 
[7,43]), but their treatment is outside of the scope of this paper. 

5.2 – Comparison with experimental results 

Given the convenience of a simple correlation like the H-M law, several experimental campaigns have been 
conducted over the years to verity its applicability, especially in biology. The verified experimental evidence 
may be summarized as follows: 
a) As anticipated by Murray, both in vitro and in vivo tests convincingly demonstrate the validity of a H-M-like 

allometry in capillaries and arterioles, with exponent values in the range 2-0.16 through 2-0.43  [2,23,26,36,41]. 

In larger vessels (veins, arteries) a 2-0.47 value is more appropriate [26,41]. 

b) More importantly, several independent experiments on animal circulatory systems [12,45] conclude that 

radius-dependent slenderness factors appear to be correlated by a power law of the type l/(2r)=αrn, with 

0.47<n<1.1 and α a case-dependent function of r0: this implies that the dimensionless splitting length λ0=l0/L 

(see Figure 7) is also a relevant parameter. 



c) Although, for the reasons discussed in the previous sections, the agreement is expected to be better in 

plants, independent studies report vessels ratios between 0.47 and 0.85 for both leaves and soft twigs [1,25]. 

Following Murray [19] and in spite of a critique by Savage [27], some Authors assume bough-to-trunk and 

twig-to-bough radius ratios to follow the “cubic root of 2” rule: as we shall see in section 6.4, it is possible to 

formulate a physical model for such a case also by assuming a volume conserving law that leads to an 

exponent n�2. Some Authors prefer to use a log/log fit for the branch lengths and the radius [12,20]. 

Referring the reader to [29,31] for a more detailed  discussion, it is fair to conclude this analysis by saying 
that the Hess-Murray's law: 
a) Has the great merit of introducing the idea that the growth of branches in a tree or in epithelial tissue is 

dictated by a “balance” of material and metabolic energy cost; 

b) It is valid in a first approximation for all processes in which the two contrasting “forces” are friction and 

fluid volume; 

c) Displays an acceptable agreement for small, rigid-walled vessels and laminar flow, but fails significantly to 

describe branching ratios observed in real structures for any other condition (larger vessels, compliant 

walls, non-newtonian fluid, turbulent flow). 

 

6 - Models based on a different “cost” structure 
All of the hitherto formulated alternative models maintain the physical approach suggested by Hess and 
Murray: the formation and operation of a branched configuration must serve some physiological goal and 
therefore it ought to “minimize” in some sense the resources invested by the system in generating the 
bifurcation. Adam [1] proposes some alternative cost functions, all of them confirming the “cubic root of 2” 

correlation but having different values for the constant ξ in the solution of the “optimal” radius (Eq. 15). The 
unsatisfactory agreement of the H-M law has stimulated further research in the topic, and it is instructive to 
examine some other Lagrangians that have been explicitly or implicitly proposed in relatively recent archival 
publications. In this section we shall discuss three alternative models based on the consideration that a 
bifurcation must be created with an investment of both material and energy. 
   
6.1 – Minimal pumping power in a target volume 
The simplest cost function considers only the “system operation cost”, i.e., the pumping power required to 
overcome friction losses. Simply imposing minimum Ppump (Eq. 7) leads of course to the trivial and unphysical 

result r→∞. It is though interesting to investigate the existence of geometrically constrained values for the 
radius ratio and for the branching angle. Consider Figure 8:  in real instantiations a branching takes place 
within a “volume” (here, area) defined by the origin “O” and the final points A and B,  and if the splitting point 
moves along the parent branch, l0 varies and so does l1=l2 (if the branching is symmetrical). The Poiseuille 
pressure loss along the three vessels is: 

∆0� � r�$���
���< ;   ∆0� � ∆0	 � ��$���

���<                  (22) 

The corresponding pumping powers:  

89:�9,� � s�∆0� � r�$����
�t��< ;  89:�9,� � 89:�9,	 � s�∆0� � 	�$����

�t��<     (23) 

The lengths l0 and l1 are subject to the constraints: u � X� + X�[\]^; or  #� � 1 − #�[\]^       (24) 
The ratio Pbif/P0 is less than unity (i.e., it brings an advantage in terms of pumping power) only above a 

certain splitting angle of about 61°, i.e. for an exponent n≅2 and a radius ratio very close to 
�

√	 � 0.707 

(Figure 9). There is no minimum.  
Notice that the application of Eq. (23) results in an implicit correlation between the radius ratio and the 
aspect ratio a=H/L of the 2D domain defined by the branching, because the splitting lengths l0 and l1 depend 

on the aspect ratio and θ as per Eq. (24).  This is a useful outcome, and shows that different values of the 
exponent n may accommodate more closely the deviations from the H-M law in real plants and blood 
vessels.  
 



 

Figure 8 – Definition of the influence area of a bifurcation (adapted from [30]) 

 

 

 

 

Figure 9 – Symmetric bifurcation: dimensionless pumping 

power vs. splitting angle θ  

Figure 10 – Vessel vs. twig 
radius in a tree bifurcation 

 
6.2 - Minimal entropy generation 
Another very useful paradigm used to optimize bifurcated structures, pioneered by Bejan [3], is the Entropy 
Generation Minimization (EGM). True to its name, EGM is based on the idea that the “optimal” shape of a 
branched fluid-carrying conduit ought to minimize the total irreversibility occurring during its operational 
window (the lifetime of the vessel).  EGM was formulated earlier than CT, is undoubtedly more  
comprehensive than the latter and -more important- it generates richer insight. Contrary to common belief, it 
can be proven that the two approaches do not consistently lead to the same results [30,31]. Since the flow of 
sap and blood can be assumed as isothermal and single phase, the only entropy generation is caused by 
friction, and the lagrangian becomes: ℒJx � ;J]xyzJ{           (25) 
It turns out that, since the rate of viscous entropy generation is directly proportional to the lost work due to 
friction, the solution to Eq. (25) leads to the same results as in section 6.1 [29]. 
 
6.3- Minimal pumping power and material formation cost 
This model, formulated by researchers investigating tree growth, [8,9], is based on the premise that the 
growth of a bifurcation carries a cost equal to the biological production expenditure required of the tree to 
produce the volume of the material (lignine) of the new sap carrying vessels. This cost is assumed to be 
proportional to the Net Primary Production of the plant (NPP), a measure of the efficiency of the tree to 
transform its global resource input into “new wood” [20,21,37,38]. This expenditure must be added to that 
required to pump the sap. It is readily seen that the new volume is proportional to the square of the vessel 
radius, and thus the Lagrangian takes the same form as Hess’ one, although with a different value for the 
constant K5. 

ℒ�|LI�z|$ � ;� ��
�< + ;}(	                 (26) 

Thus, while the optimal radius that carries a given mass flow rate of sap is of course different than that 
predicted by the H-M law, still the radius ratio of the daughter branches to the parent one follows the cubic 

root of 2 rule, because the solution of (28) is again (?9L* � 3M�
M~6�/	 O. 

 
6.4- Minimal pumping power, material formation and fluid cost 
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It is useful to address the problem from a different viewpoint: it is correct that the system “resource 
expenditure” is proportional to the pumping power and to the material cost require for building the vessel’s 
envelope, one ought to consider that the scope of circulating the nutrients is to allow the system to “grow”. 
Therefore, there is another expense required, namely that of the generation and maintenance of the material 
that surrounds the vessel: in a tree, the twig, and in an animal system, the surrounding tissue. The additional 
cost is proportional to the metabolic rate required by this “growth”, and it dictates the mass flowrate4.  
Denoting as R the radius of the twig or bough (or of the organic tissue surrounding a blood vessel), the mass 
flow of sap or blood depends on the growth rate, and at steady state can be expressed as: O � ;*�	          (27) 
Where K3 is a function of the metabolic rate of nutrients needed to build a cylinder of radius R and unit 
length. The Lagrangian becomes: 

ℒI5 = ;� �<
�< + ;}(	            (28) 

With K4=K1*K3. Experimental evidence shows that the volume per unit length of the two splits is equal to that 
of the root trunki5:  
��??L = �>� + �>	          (29) 
i.e., that (Figure 10): 

��??L
	 = �>�

	 + �>	
	             (30) 

And in a symmetric bifurcation: 
���
�����

= �
√	                        (31) 

The radius R of the twig or epithelial system is obviously much larger than the radius r of the xylems or of the 
capillaries, and thus the constant K5 must also contain the number N of the vessels participating to the 
feeding of R, a constant not affected by the differentiation. Minimizing the Lagrangian leads to: 

� = ��
��
= 24	 *+ = 0.63                           (32) 

Since the correlation between θ and δ is derived on the basis of the minimization of virtual work, Murray’s 
formula still applies, and for a symmetric bifurcation we obtain: 

^ = arccos 3 �
	7�6 = arccos 324� *+ 6 = 37.5°       (33) 

i.e., a value almost equal to that prescribed for a symmetric bifurcation before introducing the cubic 
correlation between the vessel radius and the mass flowrate (Eq. 19). Notice that in this type of model it is 
necessary to take into account the permeability of the vessel walls: a more detailed description is provided in 
[32]. 
 

7 - Conclusions 
In spite of its being overcelebrated -especially in biosciences- the Hess-Murray law does not display a 
satisfactory agreement with experimental results. Furthermore, most of the assumptions on which the n=3 
exponent has been derived are far from being realized in nature. Nevertheless, its fruitful legacy is the 
concept that the creation and maintenance of a bifurcation serves an evolutionary criterion of minimal energy 
cost. The idea underlying the study discussed in this paper is that it is not the allometry itself, but the 
“cost/benefit” evaluation that is worthy of further analysis. In fact, a different model based on a different form 
of the Lagrangian “cost function” leads to a different “optimum” (or to no optimum altogether).  
This suggests to extend the horizon of the investigation: in line of principle, it would be very satisfactory if the 
“construction” of a bifurcation could be derived by a single principle of minimization of the amount of 
resources needed to create and maintain the branched structure so that it serves the scope for which it was 
generated. The mass- and energy balances of a living system (be it a plant or an animal) depend on the 
amount of resources the system can avail itself of, and these “costs” include “nutrients”, thermal and 
chemical flows, water and solar radiation. It is likely that the benefits could be expressed in terms of “more 
effective access to resources” or “higher productivity”, and in such a perspective the most convenient 
quantification of both resource cost and evolutionary benefit is the equivalent amount of primary exergy 
resources consumed for each given “task”. The resulting models become somewhat more involved and are 
left for a future study. 
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Abstract:

The proposed study presents preliminary design guidelines for vortex-induced vibration energy harvesting de-
vices. In particular, this study combines high-quality computational fluid dynamics techniques to systematically
examine the oscillatory behaviour of flow-induced vibration cylinders in cross-flow configurations. Simple cylin-
ders are examined and modelled in terms of masses, damping, and stiffness. The design maps are derived
after a comprehensive validation of the numerical model. The maps link the most important flow characteristics
at which the device should be installed to the foundational variables relevant to energy recovery and the most
important flow properties on which the device must be installed. The results show that the lock-in conditions
are achieved with a reduced velocity value of about 5. Additionally, the analysis revealed that the density ratio
is a key design parameter, since the functional properties of the device are ensured only for modest values,
roughly around 10. In essence, the results provide significant insights into the fluid mechanics of the system,
direct indications of the nondimensional groups that regulate system physics, and practical tips for its design.
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1. Introduction

Since the beginning of civilisation, the harvesting of energy from waterways has played a fundamental role in

the implementation of human society. In fact, water flows are generally easily accessible and provide a con-

stant energy supply to help with several human activities. However, today, the scientific community recognises

that the most profitable water resources for electricity generation have already been fully exploited with stan-

dard and well-established technologies. Therefore, novel and disruptive ideas are needed in the hydroelectric

landscape. In particular, the mini-hydro aims to generate electricity from tiny/minimal water sources using in-

novative concepts. These prototypes are a long way different from canonical turbine/watermill plants, the latter

requiring significant financial investments and long payback periods. Thus, in a world that is moving from fossil

to renewable resources and from concentrate to distributed generation, mini- and microhydro technologies will

play a crucial role, especially if the new devices/systems will generate electricity from untapped water flows in

an appealing way for building, industrial, and tertiary sectors.

One of the most relevant innovations in this field is related to energy harvesters. Generally speaking, these

devices consist of electrofluid-mechanical systems designed to convert the energy content of water flowing

into pipes, canals, and conduits into electricity, mainly inducing a vibration on a bluff body linked to an electric

generator. In this context, in-depth study and understanding of the Vortex-Induced Vibration (VIV) phenomenon

become fundamental, especially concerning its application to energy harvesting systems. Therefore, several

studies have made great progress in understanding the causes and characteristics of VIV. This need comes

from the fact that vibrations induced by fluid flows on bluff bodies can be particularly dangerous in many

engineering situations, such as projects that involve bridges, offshore structures, and cables, in particular if

the lock-in state is reached. However, vibrations can also be seen as an energy source and can be used for

energy production.

In particular, from the pioneering work of Goswami et al. [1], which presented the experimental results of the

properties of the vortex-induced response of a spring-mounted circular cylinder in a low-speed wind tunnel,

several other contributions appeared in the literature. Blackburn and Henderson [2], for instance, addressed the

free vibration behaviour and wake models in vortex-induced and free oscillations through a numerical model,

showing that the method is a valid alternative to experimental setups. Later on, Zhao et al. [3], investigated

the steady and oscillatory flow of VIV systems by numerically solving the two-dimensional Reynolds-Averaged

Navier-Stokes (RANS) equations. The main finding is that the combination of steady flow and oscillatory

pattern widens the lock-in regime, achieving a twice broader lock-in regime concerning the pure steady or pure



oscillatory flow.

The works mentioned above can be considered to be the foundation of VIV fundamental physics, while the

use of VIV systems to harvest energy became a hot research topic only in recent years. In particular, the idea

at the base of energy harvesting with VIV systems refers to the combination of bluff bodies with piezoelectric

generators or coil-magnet electromagnetic systems. In this regard, [4] found that the inviscid component of the

fluid is responsible for the instability and that the viscous drag has a dual influence on energy harvesting. In

particular, at a given flow speed, its dissipative action reduces the power output while leading to a sustained

limit cycle of oscillations. Molino-Minero-Re et al. [5] examined the energy harvesting performance of different

cylinder sizes. The results show that the frequency of oscillation decreases as the diameter of the cylinders

increases, whereas the power supplied does not follow a clear trend. Also Abdelkefi et al. [6] focused on

the motion of a rigid cylinder, providing a mathematical model that accounts for the coupled lifting force, the

movement of the cylinder, and the harvested voltage, describing the lift with a modified van der Pol equation.

As a result, the influence of the load resistance of the coupled circuit influences the onset synchronisation,

shifting it to higher free-stream velocities. As Abdelkefi et al. [6] stated, Mehmood et al. [7] found the same

results regarding the effects of the load of the coupled electromechanical circuit. Andrianne et al. [8] developed

an energy harvester based on the phenomenon of wind galloping. More recently, Zhu et al. [9] introduced

a new perspective in the field of energy harvesting research by proposing a particular configuration with a

circular cylinder combined with a free-rotating pentagram impeller. Cylinder vibration and impeller rotation

energy are harvested simultaneously. The result shows an efficiency of 22.6% and an expected power output

of 885.53 W/m3. Finally, Nitti et al. [10] studied the coupling mechanism between cross-flow translation and

rotation, providing a single degree of freedom cylinder system. The research findings underlined that the

rotation maintains the lock-in condition.

Despite the extensive numerical and experimental contributions inherent in the research and development of

VIV devices, no investigations have provided detailed and precise design criteria that can be considered valid

for maximising the exploitation of the water-fluid dynamics. In particular, literature contributions typically focus

on specific configurations, frequently offering laboratory testing, with few hints about the influence of the flow

field conditions on the choice of the design parameters such as mass and control circuit settings (i.e., stiffness

and damping).

The present research investigates in detail the mutual relationship between fluid dynamics and body behaviour

and attempts to offer design guidelines for a VIV energy harvester, with the aim of maximising the energy

production by ensuring the lock-in condition. For this purpose, a database of configurations is considered

and virtually analysed under different fluid-dynamic operating conditions using Computational Fluid Dynamics

(CFD) tools. In this preliminary investigation, only a basic cross-flow cylinder arrangement is addressed, and

the influence of the control system mass and stiffness on the device displacements depending on the flow

characteristics is explored, the latter being unambiguously connected to electrical power generation.

The rest of the work is organised as follows. Section 2. describes the model and its validation procedure, while

Section 3. presents the results of the analysis. Finally, Section 4. makes conclusive remarks.

2. Model description and validation

The configuration, investigated in this study, is represented by a cross-flow cylinder arrangement, whose be-

haviour under different water flow conditions was thoroughly analysed to establish the basis for an innovative

design strategy aimed at maximising energy production. In this Section, the mathematical description of the

mechanical model of the device is first presented. Then, the numerical CFD model and its validation are

outlined.

2.1. Mechanical model description

The interaction between the flow stream and the cylinder displacement was modelled by a 2D model con-

cerning an elastically mounted circular cylinder immersed in a cross-flow. The cylinder can undergo vertical

displacement; therefore, the single degree-of-freedom system is governed by a forced second-order oscillator

equation.

m È̃y + c ˙̃y + kỹ = Fy (1)

where Fy is the resulting lift force on the surface of the cylinder, m is the mass of the cylinder, while c and

k are the damping and stiffness parameters, respectively. ỹ , ˙̃y and È̃y denote vertical dimensional movement,

velocity, and acceleration. Since the aim of the study is to propose a design strategy not customised to specific

conditions, Eq. (1) was transformed into an equivalent nondimensional formulation by casting y = ỹ/D and

t = t̃U∞/D, being D the diameter of the cylinder, U∞ the free stream speed of the flow and t̃ the dimensional

time. Thus, the following equation holds:

ρd Èy + µẏ + ξy = 2cy (2)



where ρ = ρs/ρ∞ is the solid-to-fluid density ratio, d = A/D2 is a geometric parameter in which A is the

cylinder area, cy = Fy/q∞ is the lift coefficient, with q∞ = 1/2ρ∞U2
∞

D the free stream pressure load, while

µ = c/(ρ∞U∞D) and ξ = k/(ρ∞U2
∞

) are the nondimensional damping and stiffness, respectively.

Equation (2) highlights the relevant design criteria for the system. In particular, body motion is affected by

the density ratio (ρ), the geometrical characteristic of the body (d) and the nondimensional damping and

stiffness (µ, ξ). However, it is also affected by the lift coefficient (cy ), which in turn depends on the interaction

between the fluid motion and the cylinder itself. So, to establish the above-mentioned design parameters, it

is necessary to define the fluid-dynamics around the cylinder, but this fluid-dynamics can be only determined

once the geometry is defined.

To face this challenge by providing useful design guidelines, it is hence necessary to combine the mechanical

model with a CFD 2D model, described in the next section, allowing one to determine the fluid-dynamics for a

given geometry.

2.2. CFD simulation settings and model validation

To describe the dynamics of the system within a fluid force field, in this study, the numerical model of the

cylinder was built in such a way that it can be free to move vertically. In particular, the ANSYS Fluent platform

is used to fill the CFD database. The software, in particular, is specifically used to solve the fluid equation of

motion, while Python scripts are employed to postprocess the results.

To analyse the behaviour of the cylinder under free flow conditions, the two-dimensional model consists of a

rectangular box of size (50 × 30)D, where D indicates the diameter of the cylinder, in which the cylinder is set

at 15D from the inlet and is subtracted from the entire fluid domain using a Boolean operation to form a solid

part (Figure 1).

Regarding the boundary conditions, the velocity inlet, which is a known parameter in the design proce-

dure, is imposed on the left side of the domain to obtain a precomputed free stream Reynolds number,

Re = ρ∞u∞D/µ∞. A wall-type boundary is enforced at the edge of the cylinder, resulting in a non-slip condition

for the velocity components. The upper and lower edges correspond to a symmetry condition, and the right

domain side imposed a homogeneous pressure distribution according to the pressure outlet Fluent option.

The initial dynamics is predicted through hybrid initialisation, which implies the solution of simplified equations

during ten iterations.

Regarding the pressure-velocity coupling algorithm, the recommendations of the ANSYS Fluent user guide

have been followed, and the PISO algorithm is used. The method provides stable calculations despite a more

significant time step and optimal under-relaxation factor for both momentum and pressure. Default options are

used. The discretisation process of the spatial terms accounts for second-order upwind formulas.

The system dynamics is simulated according to a RANS approach in both steady and unsteady versions.

In order to identify the most appropriate numerical model to reproduce most of the critical flow properties of the

investigated geometry, the turbulence model and the mesh refinement level are defined by comparison with

experimental results and validated numerical results.

Regarding mesh size, three hybrid meshes with increasingly refined dimensions with a size of approximately

20k, 40k, and 90k elements are used. The grids will be referred to as coarse (C), medium (M), and fine (F).

In all the three cases, the meshing process has been performed with the built-in meshing software available

in ANSYS. A hybrid structured/unstructured approach is used to ensure a reasonable approximation near the

cylinder wall region and, simultaneously, reduce the calculation time.

Figure 1 provides a mesh overview and some zooms around the cylinder region for the fine grid of 90k ele-

ments. In particular, structured cells are located in the near-wall area (Figure 1c) to capture velocity gradients

in the boundary layers. Construction lines are also used to cluster most of the computational cells in the wake

region and around the cylinder. The entire meshes are built on the basis of the maximum investigated Reynolds

number, i.e. Re = 106, and keeping the wall Y plus distribution, y+
w = ρw uτyw/µw , below the unit. This ensures

that a sufficient number of cells are used to resolve the near-wall velocity gradients throughout the Reynolds

spectrum. Note that ρw and µw are the wall fluid density and molecular viscosity, yw is the first-off-the-wall cell

distance, while uτ =
√

τw/ρw denotes the wall friction velocity, with τw = µw∂up/∂y the wall shear stress.

Regarding turbulence models, three increasingly sophisticated models are considered: the one equation

Spalart-Allmaras (SA) model by Spalart and Allmaras [11], the two equations k -ω Shear Stress Transport

(SST) model by Menter [12] and the four equations Transition SST (TSST) model by Menter et al. [13]. The

convergence of the flow under steady conditions was monitored, granting 10−6 residual drop tolerance of all

flow parameters.



(a) Mesh overview

(b) Near cylinder details (c) Near wall details

Figure 1: Mesh overview (a) and details (b,c). The figures refers to the fine grid of 90k elements.

To define the most suitable numerical approach, according to the best CFD practises (see, e.g., [14]), the

three sets of meshes and the three turbulence models are compared in terms of the cylinder drag coefficient,

CD = D/q∞, with the experimental results by Warschauer and Leene [15] and with the time average drag value

of the unsteady RANS simulations by Ong and Wallace [16] (Figure 2). D denotes the drag force per unit

length. In all cases, the Reynolds number of the flow is set to 106, which is the maximum Reynolds number

that will be used in the following analyses.

As can be seen in Figure 2, the medium and fine arrangements yield little discrepancies, both in the steady-

and time-averaged versions of the drag coefficient. A CD error of around 5% is observed for steady setup,

while a 0.4% mismatch is observed in medium arrangements combined with the k-ω SST model.

The results suggest that the medium mesh gives a good compromise between computational performance

and accuracy, while adopting the fine mesh would increase the computational time of the simulation drastically,

particularly with respect to the unsteady setup, without introducing appreciable accuracy effects.

To fully validate the numerical model, the proper resolution of the boundary layer gradients is also verified. In

this regard, we focus on the y+
w distribution on the cylinder. Figure 3 shows the y+

w distribution as a function of



the angular cylinder coordinate, of the mesh refinement and the turbulence model.
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Figure 2: Comparison between cylinder drag coefficient at Re=106 as a function of turbulence model and mesh

refinement level. Results are compared with the time average drag value of the unsteady RANS simulations

by Ong and Wallace [16] and the experimental results by Warschauer and Leene [15].
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(b) Time-averaged unsteady solution
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Figure 3: y+
w distribution on the upper half of the cylinder as a function of the mesh refinement level and the

turbulence model.

Both time-averaged unsteady case (Fig. 3a) and steady results are provided (Fig. 3b). Note that all the built

meshes provide results close to the suggested threshold for wall-resolved RANS simulations, i.e., y+
w ≤ 1,

giving an average Y plus value around the cylinder from y+
w = 0.46 for the coarse mesh to y+

w = 0.33 for the

fine setup. Thus, this result confirms that the proposed numerical model provides a good representation of



the velocity profiles near the cylinder surface. Discrepancies between distributions have to be ascribed to

turbulence modeling only.

2.3. The database

VIV components can generate a significant amount of energy only when their fundamental frequency matches

the natural frequency of the rigid system in a vacuum environment, a condition known as the lock-in state.

To characterise the system the non-dimensional parameters are: (i) the Strouhal number associated with the

body motion, Sty = fy D/U∞, where fy denotes the first harmonic frequency associated with the body motion in

the flow, (ii) and the Strouhal number of the flow, Stv = fv D/U∞, where fv denotes the frequency associated

with the vortex shedding. This system nondimensional dynamics is conveniently described as a function of the

so-called reduced velocity, Ur = U∞/(fnD), representing the relationship between the convective time scale of

the flow, U∞/D, and the natural time scale of the motion of the body in a vacuum environment, 1/fn, being

fn = 1/(2π)
√

k/m the natural frequency of the cylinder.

The lock-in state is achieved when Sty ≈ 1/Ur . On the contrary, outside of the lock-in state, body movement

tends to follow the vortex shedding frequency, that is, Sty ≈ Stv .

According to Equation (2), the system dynamics depends on the design parameters but also on the fluid-body

interaction, and hence, to choose the design parameters it is necessary to know beforehand the fluid-dynamic

behaviour.

To solve this problem, a database of numerical CFD simulations is created, by determining the fluid-cylinder

interaction for different values of the diameter of the cylinder D, of the density ratio, of the control stiffness, of

the water velocity, and of the Reynolds number.

The resulting database was then organised as follows. Given a certain geometry, the dynamics of the system

was parametrically organised to the density ratio and the nondimensional stiffness, setting for simplicity µ equal

to zero. However, since ξ depends on the Reynolds regime of the flow, the results are given as a function of

the following modified stiffness:

k∗ =
kD

mg
(3)

where mg is a reference force, with g denoting gravity acceleration. Obviously, ξ is linked to k∗ as follows:

ξ = k∗
mg

ρ∞U2
∞

D
(4)

These organised results will be presented in the following section together with an insight of the fluid dynamics

in the lock-in state.

3. Results and discussion

3.1. The fluid mechanics of the system in the lock-in condition

As a first step, we analyse fluid mechanics of the system in lock-in condition. Figure 4 shows the non-

dimensional vorticity contours as a function of the cylinder location in a lock-in state. The results refer to

Re = 4 · 103, ρ = 10 and k∗ = 6.5. In particular, Fig. 4a shows the location of y ≃ 0 in a negative speed

framework, ẏ < 0. Fig. 4b shows the cylinder flow field around its minimal excursion (y ≃ ymin, ẏ ≃ 0). Fig. 4c

provides the location of the y ≃ 0 cylinder in a positive speed framework, ẏ > 0). Finally, Fig. 4d shows the

flow field where the cylinder reaches the dead top location (y ≃ ymax , ẏ ≃ 0).



(a) y ≃ 0, ẏ < 0 (b) y ≃ ymin, ẏ ≃ 0

(c) y ≃ 0, ẏ > 0 (d) y ≃ ymax , ẏ ≃ 0

Figure 4: Instantaneus ωz vorticity contours and pathlines in four dynamical locations of the cylinder. Present

results refers to Re = 4 · 103, ρ = 10 and k∗ = 6.5.

According to Guilmineau and Queutey [17], the lock-in state is maintained by a vortex pattern near the tail of

the cylinder. In particular, the main vortex of the cylinder determines the location of the lower pressure, the

value of which is significantly related to the act of motion of the cylinder. The lower and upper dead locations

(Fig. 4b and Fig. 4d) indicate that the vortex is quite close to the surface of the cylinder. This state significantly

desymmetrises the force field surrounding the cylinder, which is pushed back to the side opposite the tail

vortex. The states in which the cylinder passes through the zero displacement location (Figs. 4a and 4c),

on the other hand, indicate how the main vortex detaches the surface, allowing the cylinder motion to reach

maximum speed.

3.2. Design guidelines and energy production

This section aims to understand the interaction between the frequency of the body motion and the natural

frequency of the cylinder when ρ and k∗ change in light of the optimisation of the mechanics and fluid dynamics

of the system. Indeed, as explained above, the lock-in state is not obvious as a priority, preventing the adoption

of a simple and straightforward design procedure. Figure 5 shows the trend of the Strouhal number associated

with body movement, Sty , as a function of the reduced speed, Ur , parametrically with respect to the density

ratio (Fig. 5a), setting the modified stiffness at 6.5, and the modified stiffness (Fig. 5b), setting the density ratio

at 10.
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Figure 5: Strouhal number of the body motion as a function of the reduced velocity. Results are reported

parametrically to (a) the solid-to-fluid density ratio, fixing k∗ = 6.5 and (b) the reduced stiffness with ρ = 10.

As already explained above, the reduced speed Ur is an excellent self-similarity coordinate since it can be

used to compare the convective time with the natural oscillation scale of the cylinder: for certain conditions,

as the physical speed increases, a variation in ρ or k∗ keeps the curves collapsing in the same intervals.

Furthermore, such a representation is extremely useful, as it highlights the lock-in region (grey-shaded branch

of the hyperbola in Figure 5).

In Figure 5a, the dynamics of the system is explored with a density ratio of ρ = {1, 10, 100}T . The lock-in

regime fails for both small and large density ratios. In particular, the ρ = 1 arrangement lacks a real lock-in

state, and the system tends to a hyperbolic trend but with a systematic error; this indicates that the cylinder

oscillates at a frequency primarily determined by the flow, and in general, it is difficult to control. Conversely,

high density ratios make the lock-in area mostly disappear, collapsing in a narrow range of reduced speed

values. As a result, it is evident that ρ must be kept within a reasonable range, restricting the choice of the VIV

material in certain ranges of density, which can be optimised for the specific characteristic of the fluid flow.

In Figure 5b, the analysis is carried out by adjusting ρ to 10 and varying the reduced stiffness within the sample

k∗ = {6.5, 26, 52}T . On the contrary to the density ratio, the stiffness variation preserves the lock-in regime,

which always occurs in the same range of reduced velocity, suggesting the existence of an optimal value of the

cylinder diameter depending on the fluid velocity.

After grasping the effect of density and stiffness on the lock-in condition, it is also interesting to analyse the

system response in terms of displacement in this condition and outside. This analysis is of fundamental

importance, as the nondimensional root mean square displacement of the cylinder, yrms/D, is directly related

to the amount of energy that the VIV system can extract from the flow.

Figure 6 shows the yrms/D trend as a function of the reduced speed (Fig. 6a) and of the Reynolds number

of the flow (Fig. 6b). Data are provided parametrically to the density ratio ρ, with a fixed reduced stiffness of

k∗ = 6.5.

All curves exhibit bumped-like behaviour, clustering non-trivial cylinder displacements in the Ur = 3÷10 range.

The reduced speed at which the highest displacement is centred is essentially independent of the density ratio

and is limited to a band around Ur ≈ 5, in agreement with the results presented in Figure 5a. On the other

hand, the extension of the bump is heavily affected by ρ, and the lower ρ, the higher the operating range of the

VIV device.

Analysing the simulation results as a function of the Reynolds number, significant insights can be derived in

terms of the flow regime in which the device is supposed to be installed. In fact, as ρ increases, the peak of

the displacement moves to a lower Reynolds regime. This is an important information at the design level since

it highlights that the higher the device mass with respect to the flow, the lower the Reynolds number tolerated

in the system.

In conclusion, the density ratio is a very tricky design parameter, since as ρ increases, the operational range

of the lock-in state narrows dramatically, thus reducing the flexibility of the VIV device, but also requires higher

Reynolds, which are not so easy to reach in the water flows targeted by the VIV device. Therefore, keeping ρ in



the range of 10 seems to represent a good compromise between flexibility and applicability, in the hypothesis

of reduced stiffness of 6.5.

To verify the influence of reduced stiffness k∗ on these conclusions, the results were analysed, fixing the

density ratio equal to 10 and varying the reduced stiffness. Figure 7 shows the yrms/D trend as a function of

the reduced speed (Fig. 7a) and the Reynolds number of the flow (Fig. 7b).
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Figure 6: Density ratio effect on the non-dimensional root-mean-square cylinder displacement as a function

of (a) the reduced velocity and (b) the flow Reynolds number. Present results are obtained with a reduced

stiffness equal to k∗ = 6.5.
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Figure 7: Reduced stiffness effect on the non-dimensional root-mean-square cylinder displacement as a func-

tion of (a) the reduced velocity and (b) the flow Reynolds number. Present results are obtained with a density

ratio equal to ρ = 10.



It can be seen that the reduced stiffness keeps the displacement amplitude constant as a function of the

Reynolds regime without narrowing or widening the lock-in region (Fig. 7b). Subsequently, in terms of reduced

velocity (Fig. 7a), this causes the system lock-in in the same Ur range, clustered around 5. Therefore, another

important design guideline for VIV devices can be deduced: controlling the stiffness of the system is the key

to match the lock-in condition (and hence the maximum displacement) with the flow regime of the installation

site.

Note that in the lock-in state, the cylinder oscillates with mean square displacements of ≈ 0.4D (Fig. 7);

thus performing harmonic oscillations of amplitude ≈ 0.4
√

(2)D. This result is independent of the Reynolds

regime and of the mechanical characteristics of the system, which is a really interesting starting point for the

preliminary design of the system.

Finally, it is also possible to estimate the mechanical power that can be extracted by the VIV device in the

different configurations (reduced stiffness, density ratio, etc.). In particular, the non-dimensional mechanical

power (power coefficient) is determined according to the following equation:

P∗

rms =

√

1

∆T

∫

t+∆T

[

ẏ (t)

U∞

Fy (t)

1/2ρ∞DU2
∞

]2

dt (5)

where Fy (t) and ẏ (t) are the instantaneous lift force and cylinder velocity respectively.

Figure 8 shows the trend of the mechanical power coefficient, P∗

rms, as a function of the reduced speed and

parametrically with the density ratio and the reduced-stiffness.

As shown in Figure 8, P∗ is significant only in the lock-in area (Ur ≈ 5) where values around 0.2 are reached.

In particular, if the density ratio increases, the power coefficient decreases (Fig. 8a); while, as the modified

stiffness varies, the power output remains practically constant.
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Figure 8: Non-dimensional power coefficient associated to the cylinder body motion as a function of the density

ratio, ρ and the reduced stiffness, k∗.

4. Conclusions

The proposed investigation addresses the critical aspects of the design of VIV devices for energy harvesting,

with the aim of providing some preliminary design guidelines and estimation of the mechanical power that can

be extracted.

In particular, a simple cylinder configuration in cross-flow conditions is investigated and modelled in terms

of mass, damping, and stiffness. This model was combined with a numerical CFD model to estimate the



fluid-body interaction. By means of these models, the system behaviour was investigated in several configura-

tions, by parametrically varying the system fundamental mechanical properties (solid-to-fluid density ratio and

stiffness of the control system), the cylinder geometry (diameter), and the flow regime in which it is immersed.

The resulting database was analysed to highlight the influence of the different parameters on the achievement

of the lock-in conditions, which results to be achieved for a reduced velocity value of about 5.

The analysis also revealed that the density ratio is a key design parameter, since the functional properties of

the VIV device are ensured only for modest values of it, roughly around 10. Smaller values of the density ratio

make the system lose its ability to attain the lock-in state by creating a difficult-to-control oscillation pattern

with optimal Reynolds values between 104 and 105. On the other hand, high density ratio values dramatically

shrink the lock-in zone, limiting the flexibility of the VIV device to maintain lock-in conditions even in operating

conditions close to the optimal one.

Concerning the stiffness effects, this well fits the system modulation, especially to match the maximum dis-

placements on a specific Reynolds regime. In fact, if the density ratio is kept constant, the control system

stiffness can retain the cylinder displacements and lock-in state at different Reynolds regimes.

Future analyses will investigate a broader spectrum of density ratios and reduced stiffness to build an extensive

database in view of system sizing. The damping effect and other geometrical configurations will also be

analysed to further investigate the VIV devices behaviour and their best design practises.
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Abstract:

The paper presents a procedure for a systematic numerical optimisation of a Venturi tube for water treatment
using cavitation conditions. The numerical method employs computational fluid dynamics techniques within
a Reynolds-Averaged Navier-Stokes framework in conjunction with an optimisation procedure to improve a
baseline Venturi configuration. To define the numerical model associated with the baseline solution, a reliable
meshing method is given. The procedure evaluates various mesh sizes and turbulence closure to determine
the ideal balance between processing time and accuracy. The model is then used as a starting point for
an optimisation procedure. The optimised arrangement improves the mean vapour quality of the tube by
approximately 130% compared to the original geometry.
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1. Introduction

Hydrodynamic cavitation is a well-known phenomenon gaining prominence due to its use in various technical

and chemical processes, such as emulsification, oxidation, nanomaterial production, and wastewater treat-

ment. Hydrodynamic cavitation aims to induce cavitating microbubbles into the water flow, and the Venturi

tube is a commonly adopted device for this purpose.

The Venturi tube is a simple device that consists of a converging section where the flow is accelerated, a

throat zone where the pressure reaches its lowest value, and a diverging segment where the tube recovers

the cross section of the pipe in which it is placed. If the ratio between the Venturi throat diameter and the

diameter of the external pipe is small enough, the increase in velocity induced by section reduction can lead

to cavitating conditions in the throat flow. When the static pressure falls below the vapour pressure, cavitation

is defined as the development, growth, and collapse of microbubbles or vapour cavities in a liquid. Due to

the adiabatic compression of the cavities, the collapse occurs at various points. Consequently, a substantial

amount of energy is quickly released, generating a supercritical state with high temperature and pressure

(5000 K and 500 bar) similar to those on the solar surface. These conditions accelerate chemical and physical

transformations, which can be used for a variety of practical applications, including the destruction of chemical

contaminants in water (Gogate et al. [1], Dular et al. [2], Sarc et al. [3], Biasiolo et al. [4]).

Carpenter et al. [5] sum up the theory of cavitation, focussing on the hotspots of collapsing cavities, and discuss

the available approaches to generate the multiphase phenomena and the corresponding uses of the technology

in different contexts. Researchers emphasised the importance of the specific geometric characteristics of the

Venturi tube.

Using Computational Fluid Dynamics (CFD) techniques, Dastane et al. [6] numerically analysed the cavitating

flow in a Venturi tube, comparing various mesh sizes and performing single- and multiphase simulations. They

observed that the single-phase method underestimates the value of the input pressure. Bashir et al. [7] offer a

CFD-based optimisation technique for the geometry of cavitating Venturi tubes. Using experimental tests and

simulations, Li et al. [8] explored the impact of Venturi geometries on cavitation.

Despite the already published work, the prediction of cavitating flows using computational methods is still

a critical issue, and only few results are available in the literature. In particular, the most advanced CFD

strategies, such as Large-Eddy Simulations (LES) and Direct Numerical Simulations (DNS), can hardly be

adopted in multiphase and complex flow conditions, such as those about a deep cavitating wall-bounded flow.

Therefore, digital prototyping of such devices is still demanded by Reynolds-Averaged Navier-Stokes (RANS)

based models, albeit with all the limitations that such strategy embeds.



The present work aims to determine the most critical parameters that influence the RANS CFD simulation

results for flow cavitation inside Venturi tubes and to provide optimisation suggestions to enhance the Venturi

baseline design. A RANS model has been built and used to predict the two-phase flow and to make a com-

parison between various model resolutions in terms of grid discretization level. The results indicate that high

grid resolutions are required for numerically insensitive outcomes. Finally, the baseline model is used as a

starting point for an optimisation procedure devoted to design a novel tube shape capable of improving steam

generation.

The paper is organised as follows: Section 2. presents the numerical model and provides a description of the

numerical settings. Section 3. summarises and discusses mesh sensitivity analysis with the aim of finding

the optimal mesh size. Section 4. provides hints regarding the Latin Hypercube Sampling (LHS) method

implemented to optimise the Venturi geometry and gives quantitative information concerning the characteristics

of the tube shape. Finally, Section 5. gives the concluding remarks.

2. Computational setup

The development of a Venturi tube optimised configuration requires the development of a properly calibrated

numerical model of the device. To this end, the University of Padova research group (Turbomachinery and

Energy Systems - TES Group), after an in-depth review of the literature, has selected the baseline geometry

of the Venturi tube (see De Vanna et al. [9]). The developed model reproduces the geometry proposed by

Shi et al. [10]. The baseline geometry is used to (i) correctly set the numerical model, (ii) determine the most

appropriate grid dimension, and (iii) choose the reliable turbulence model.

Figure 1 shows the shape of the baseline configuration, while Table 1 lists the dimensions of the Venturi tube.

The device has a throat diameter (d) of 3.18 mm, while the diameter of the pipe (D) is equal to 12.7 mm.

The converging angle slopes is of 19◦ while the diverging one is equal to 5◦. The CFD model is extended by

30 and 80 mm before and after the L1 and L5 segments to achieve fully developed turbulent flow and prevent

unphysical recirculations. The axial symmetry of the tube limits the task to a 2D domain. Ansys-Workbench

2020 R1 is used to build both geometry and grids, while Ansys-Fluent is used to solve the flow field [11].

Figure 1: Schematic view of the Venturi tube geometry. Dimensions are listed in Table 1.

Table 1: Geometry characteristics of the baseline shape of the Venturi tube as given by Shi et al. [10].

D (mm) d(mm) L1 (mm) L2 (mm) L3 (mm) L4(mm) L5 (mm) α (◦) β (◦)

12.7 3.18 6.00 14.0 20.0 54.0 6.00 19.0 5.00

Based on the experience of the research team in the field of CFD, three structured meshes of 100′000 (100k),

200′000 (200k) and 300′000 (300k) elements have been built and tested with the aim of finding the dimension

of the grid that guarantees a good compromise between the accuracy of the results and the efficiency of the

computation.

Adopting the internal software suites, each computational grid is quality validated to ensure a maximum skew-

ness value below 0.22, an inflation growth rate between 1.05 and 1.20, and an orthogonality quality value

above 0.99. Inflation is placed close to the walls to improve the resolution in the boundary layer and ensure

that the wall Y plus (defined as y+ = yw/δν , δν = µw/(ρw uτ )) values are accurate. δν is the wall viscous length

while ρw and µw are the fluid density and viscosity at the location of the wall, respectively. uτ is the friction

velocity, while yw is the first-off-the-wall cell distance. Specifically, the objective is to address a y+ value lower

than 1. Table 2 reports the mean aspect ratio, the mean skewness and the mean orthogonal quality of the

three developed meshes while Figure 2 shows an extent zoom of the 300k grid in the Venturi inflowing corner.



Table 2: Grid quality parameters.

Mesh Mean aspect ratio Mean Skewness Mean Orthogonal quality

100k 4.194 2.80 · 10−2 0.996

200k 4.508 2.73 · 10−2 0.996

300k 6.091 2.21 · 10−2 0.997

Figure 2: Detailed view of the 300k mesh in the inflowing Venturi corner.

The system’s dynamics is simulated by finding solutions to an incompressible RANS system of equations in a

steady-state framework. The flow field dynamics is solved using four different turbulence models. As said, the

test of different turbolence models is used to find the best compromise between accuracy and calculation time.

The complexity of the model gradually increases from first to last: the one-equation Spalart-Allmaras (SA)

model, the two-equations k-epsilon realisable model, the two-equations k-omega shear stress transport (SST)

model, and the four-equation transition SST (TSST) model.

To solve the mass and momentum conservation equations related to the behaviour of the cavitating flow in

the mixture model, the pressure-velocity coupled method is adopted. Thus, to satisfy the requirements of the

coupling algorithms, the equations include implicit discretization of the pressure gradient terms and the mass

flow.

To discretise the convective components in the transport equations for the vapour volume fraction, the Quadratic

Upwind Interpolation for Convection Kinematics (QUICK) technique is used. The PREssure STaggering Op-

tion (PRESTO) method is adopted in the computation of the pressure. To discretize the convection terms that

are included in the momentum equations, the second-order upwind technique is selected. Finally, the ªwater-

vaporº mixture model is adopted to mimic two-phase cavitation flows for multiphase flow solutions. The phase

transition is computed according to the Schnerr-Sauer cavitation model. As boundary conditions, the ºpres-

sure inletº and ºpressure outletº conditions are enforced at the inflowing and outflowing edges, respectively;

this means setting the total and static pressure. Additionally, ºadiabatic no-slip wallº conditions are enforced

at the Venturi internal surfaces. In the nameplate conditions, a condition that embeds cavitating events in the

throat of the tube is set. This means an inlet total pressure, p◦

in, of 180’000 Pa and a static pressure at the



outlet, pout, of 101’325 Pa.

3. Baseline Venturi model validation procedure

The validation process of the developed model aims to define the most suitable turbolence model and grid size.

First, mesh sensitivity analysis is performed with the total intake pressure set at its design value (180 kPa). The

process follows CFD best practises according to De Vanna et al. [12]. Figure 3 provides the freestream-scaled

axial velocity, u/u∞, and pressure, p/p∞, distributions along the throat-scaled axial coordinate, x∗ = x/d , as

a function of both the grid resolution and the turbulence model. As shown in Figure 3, results are clustered in

a really narrow band, except for the results obtained with the SA model and in the coarser cases. Therefore,

the comparison allows to certainly exclude the simplest turbulence model as well as the mesh with the lower

resolution.
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Figure 3: Axial velocity and pressure distributions as a function of the grid refinement and turbulence model.

The lighter to darker tone of the colour refers to gradually more complex turbulence models, i.e. SA, k − ϵ
realisable, k − ω SST and TSST, respectively.

The global parameters are compared to fine-tune the grid and assess the influence of the discretization level

on the investigation results. Figure 4 depicts the non-dimensional Venturi pressure drop and the coarse-scaled

drag force as a function of the grid resolution. The 100k element mesh somewhat underestimates the drop

in pressure, but the model saturates the value after 200k grid refinements. Instead, the drag coefficient data

are exactly matched as the grid size changes. This implies that an excessive number of mesh elements

would be unreasonable, which would only result in stressing computer resources. Based on the evaluation

of global parameters, the 200k configuration seems to be the ideal trade-off between numerical accuracy and

computing load. Thus, the 200k mesh arrangement, combined with the k-omega SST, is selected and used for

the upcoming analyses.

4. Latin Hypercube Sampling and optimisation results

In this work, the Latin Hypercube Sampling (LHS) technique is used to improve the design of the Venturi

geometry regarding a priori specified goals. The LHS technique has been proposed by McKay et al. [13] as a

sampling mechanism to fill a design variable space. The importance of sampling is derived from the need to

correctly choose the input variables of a mathematical model that describes real occurrences, thus gathering

the necessary information about the probability distribution of the output with the fewest number of inputs.

Swiler et al. [14] define Latin Hypercube Sampling as a technique to examine the probability distribution of

a multivariate function with k variables by selecting n different values for each variable. Using the equal

probability reasoning, the values are selected by dividing each variable into n different pieces. As a result,

after randomly selecting a value from each layer, the values collected for each variable are randomly paired,

producing n evaluations of the input variables. Loh [15] provided a more detailed examination of the theoretical
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Figure 4: Model validation as a function of the grid refinement and turbulence model. From lighter to darker

tones colours refer to gradually more complex turbulence models, i.e., SA, k − ϵ realisable, k − ω SST and

TSST, respectively. The refinement level refers to the 100k, 200k, and 300k mesh, respectively.

background of the LHS approach, as well as the fundamental mathematical formulation of the method. As

presented by Helton et al. [16], this technique has been widely used in complex system analyses, with its main

characteristics highlighted, such as its simplicity and ability to result in more uniform stratification than other

random sampling strategies, revealing to be a suitable method for selecting input variables or having a rough

estimate of optimal locations. In this study, the Latin Hypercube Sampling technique is employed using the

Matlab ºlhsdesignº function, which generates an LHS matrix of size k × n, where k and n are again variables

and different values for each variable, respectively. In particular, each configuration generated by the LHS

method consists of a variation of the baseline solution reconstructed through Bezi Âer splines. The approach

allows to obtain different Venturi tube geometries in terms of shape angles, inlet, throat, and discharge lengths,

as well as it ensures a smooth profile of the tube.

To assess the performance of the geometric configurations of the Venturi tube in terms of the ability to generate

cavitation events, each configuration has been assigned a performance parameter related to the generation of

steam in the discharge portion of the pipe. Five stations (named stat1, stat2, stat3, stat4, stat5) are placed

beside the tube discharging section to sample the radial distribution of the vapour quality. The average integral

value of the steam quality, Xv , is derived for each distribution according to Equation 1:

Xv (xi ) =
1

R

∫ R

0

Xv (xi , r )dr , i = 1, ... , Nstats (1)

where r and R denote the radial coordinate and the maximum radius associated with each station, respectively,

while xi are the axial coordinates of the samples. As a result, this value indicates how much steam is connected

to each station. Finally, the five measurements associated with each station are averaged to provide a single

performance parameter for each geometric arrangement, i.e.,

Xv =
1

Nstats

Nstats
∑

i=1

Xv (xi ) (2)

When applied to the baseline Venturi’s configuration, this method produces a performance metric of Xv =

0.1421. Instead, the LHS optimisation process produces a set of 12 configurations capable of greatly enhanc-

ing the performance inherent in steam generation compared to the baseline (see Table 3).



Table 3: Results of the optimisation analysis.

Configuration Vapor performance index Improvement [%]

baseline 0.1421 -

1 0.2688 89.11

2 0.2382 67.59

3 0.2825 98.75

4 0.1734 22.01

5 0.1933 36.02

6 0.3321 133.7
7 0.2138 50.40

8 0.1627 14.48

9 0.1455 2.38

10 0.2275 60.05

11 0.1931 35.88

12 0.1451 2.10
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Figure 5: Baseline and optimal solutions comparison in terms of steam production distribution in the Venturi

discharging sections.

Although all factors considered result in a significant boost in steam production performance, individual 6 is

unquestionably the best. In fact, it is observed a 133% increase in the steam generation on average when com-

pared to the baseline solution. Figure 5 compares the trend in steam quality at the five stations in configuration

6 with the same data acquired in the baseline situation. The solid curves represent the optimal case, while the

dashed-dotted curves report the baseline solution. It can also be seen that the baseline configuration tends to

cluster the vapour production in the early stations, with the first station having a clear advantage. Furthermore,



stations 1 and 2 of the baseline solution (in Figure 5 (named stat1 and stat2) concentrate the quality of the

vapour along the wall of the pipe. Instead, the optimal solution not only improves the steam distribution in stat1

and stat2, but also generates a significant amount of steam in stat3 and stat4 (see Figure 5), whereas the

baseline does not. For completeness, it is reasonable to claim that stations with a vapour quality less than

10−2 are not meaningful and, therefore, are not reported.

5. Conclusions

The proposed investigation examines a baseline and an improved Venturi tube geometry for applications involv-

ing hydrodynamic cavitation. After building the numerical model of the device, it is first calibrated as a function

of grid resolution and turbulence model, with a focus on the independence of the results from mesh refine-

ment. The baseline model is then used as the leading configuration in an LHS-based automatic optimisation

process. Compared to the baseline configuration, the method can increase the steam production of the Venturi

tube by almost 130%. In addition, the improved design concentrates steam production along the channel axis,

while the baseline design directs steam production toward the wall. Therefore, the study demonstrates that by

modifying the Venturi tube design, the hydrodynamic system performance can be improved. Without chemical

components, solvents, and/or addition of man-made substances, the optimised geometry can be an economic

solution to abate contaminants in water systems. In future studies, experimental campaigns will be conducted

in both baseline and optimised configurations to validate numerical findings and/or design new, more efficient

Venturi tube configurations. In addition to optimisation and numerical simulations, alternative configurations,

including numerous Venturi tubes or asymmetrical nozzles, will be designed and tested.
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Abbreviations

CFD Computational Fluid Dynamics

DNS Direct Numerical Simulations

LES Large-Eddy Simulations

PRESTO PREssure STaggering Option

QUICK Quadratic Upwind Interpolation for Convection Kinematics

RANS Reynolds-Averaged Navier-Stokes

SA Spalart-Allmarass

SST Shear Stress Transport

TSST Transition Shear Stress Transport

Symbols

α Venturi converging angle, [◦]

β Venturi diverging angle, [◦]

d Venturi throat diameter, [m]

D Venturi pipe diameter, [m] / Drag force, [N]

δν Viscous length, [m]

∆p Pressure drop, [Pa]

µw Wall viscosity, [Pa s]

p◦

in Inflowing total pressure, [Pa]

pout Outflowing static pressure, [Pa]

ρw Wall density, [kg · m−3]



u Axial mean velocity, [m · s−1]

u∞ Freestream velocity, [m · s−1]

p∞ Freestream pressure, [Pa]

uτ Friction velocity, [m · s−1]

x∗ Throat scaled axial coordinate

Xv Vapor quality

y+ Inner scaled wall distance
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Abstract:

Fuel cells have proved to be promising alternatives for Internal Combustion Engines (ICEs) with higher effi-

ciency and lower harmful environmental impact. Among different types, Proton Exchange Membrane Fuel Cell

(PEMFC) has proved to be the best option to reach zero adverse emissions at low temperatures, which enables

the operation of the PEMFC for mobility applications. However, cost, durability, and thermal/water management

should be further considered to better commercialize PEMFCs. Durability and water/thermal management of

the PEMFC can be improved by increasing the liquid removal from the gas diffusion layers (GDL) inside each

stack of the PEMFC. However, there are no efficient simulation methods to analyze water removal based on

experimental efforts. The goal of this study is to use the Lattice Boltzmann Method (LBM) to precisely capture

the characterization of the GDLs that have been scanned by the Computed Tomography (CT) scans. Once

the three-dimensional CT scans of the GDL are performed, the segmentation and reconstruction will be made

to provide the needed geometry for fluid flow simulation. The geometry will be then used to characterize the

effective parameters of the thermal/water management of the PEMFC. This study can also be a valid reference

for future computational fluid dynamic analyses in the GDL using the numerical modeling with the conservative

equations or the Lattice Boltzmann modeling (LBM) with the kinetic and particle distribution equations.

Keywords:

Proton exchange membrane fuel cell (PEMFC); Gas Diffusion layer (GDL); Lattice Boltzmann Method (LBM);

Computed Tomography (CT) scan.

1. Introduction

The harmful environmental impacts of fossil fuels and the low efficiency of combustion engines have motivated

the decision-makers to find alternative fuels [1]. In this regard, methanol, ethanol, bio-fuels, ammonia, hydro-

gen, etc. have been suggested as possible candidates having advantages/disadvantages for each of them [2].

Among the mentioned alternative fuels, hydrogen has been suggested as the most promising option for a wider

spectrum of usages [3]. This means that hydrogen production methodologies should be developed to provide

the required demand of fuel for different industries [4].

As a promising technology to facilitate the transition from fossil fuels to hydrogen, fuel cells are proposed [5].

Among the introduced fuel cell variants, the Proton Exchange Membrane Fuel Cell (PEMFC) is considered the

most commercialized and efficient type in low-temperature operations [6]. The basis of PEMFC’s operation is to

use hydrogen as fuel and produce water and electricity as outputs [7]. Although significant developments have

been achieved to improve the performance of the PEMFCs, the main barriers toward further commercialization

of the PEMFCs are water/thermal management, cost, and durability [8].



Considering the low-temperature operation of the PEMFCs, a concentrated effort should be made to keep the

operating conditions such as humidity and temperature in the desired range to manage the highest lifetime [9].

The PEMFC is a composition of different layers, namely, membrane, Catalyst Layer (CL), Gas Diffusion Layer

(GDL), Micro-Porous Layer (MPL), and Bipolar Plate (BP) [10]. The desired operating temperature range of

the membrane should be around 65 to 85 degrees Celsius to prevent drying or flooding the cell in addition

to a humid condition to prevent drying the membrane [11]. However, high humidity results in the formation of

water droplets/columns in the GDL, which acts as a diffusing medium to split the hydrogen and a backing layer

to support the CL [12]. To improve water management and reduce the water columns (breakthroughs) inside

the GDL, the MPL is being used [13]. The remaining water droplets in the GDL and MPL result in filling the

pores and difficulties in cold start, that is starting the PEMFC from sub-zero temperatures [14]. In addition to

the usage of MPL, controlling the capillary pressure in those regions are proven efficient method to prevent the

formation of breakthroughs [15]. To control the capillary pressure, the microstructure and the wettability of the

porous regions can be modified [16]. In other words, water management and the formation of breakthroughs

in the GDL can be improved by the changes in the microstructure of the GDL [17]. Although these concepts

are supported by the I-V characteristic curves and the experimental setups, novel simulation methods based

on experiments should be developed to facilitate the quantitative measurements of each GDL’s breakthroughs.

Although experimental methods are unable to calculate the number of each GDL’s breakthroughs, the computa-

tional fluid dynamic (CFD) is able to present quantitative amounts in different applications [18]. The significant

developments of the CFD commercial softwares such as ANSYS, and COMSOL have enabled the researchers

to have a better vision of the fluid flow inside the porous media [19]. However, these softwares are developed

based on conservation equations such as mass, energy, and momentum. This means that this commercial

softwares cannot be used to simulate the fluid flow inside the GDL/MPL since the dominating driving force

in those regions is the capillary pressure [20]. In this regard, CFD models that are based on the kinetics of

the particles, such as the Lattice Boltzmann Method (LBM), rather than the conservation equations should

be used to characterize the fluid flow inside the GDL/MPL and to quantitatively measure the formation of

the breakthroughs in these regions [21]. Although the structure of the GDL and MPL can be obtained using

different prediction methods, the exact structure can be observed using novel microscopy and tomography

techniques [22].

To obtain the exact structure of a porous region, it is common to either use Focused Ion Beam-Scanning Elec-

tron Microscopy (FIB-SEM) or Computational Tomography (CT) scans [23]. Although FIB-SEM is an efficient

method to characterize the structure of the GDL/MPL, it is a destructive method and demands special pro-

cedures to embed the samples to minimize the destruction of the samples through microscope imaging [24].

Additionally, FIB-SEM imaging demands more operation time to detect the structure of the same porous re-

gions in comparison to the CT scan. CT scans [25] are also non-destructive and they are the best options

considering the thickness of the GDL which is approximately around 200 µm. FIB-SEM is capable of mea-

suring up to the resolution of 3 nm while CT scans reach 1 µm. Concerning the mentioned information, the

combination of CT scans, which produce the exact geometry of the GDL, accompanied by the LBM CFD

simulation will enable the quantitative measurement of the amount of water breakthroughs inside the GDL.

This study aims to provide a methodology to calculate the amount of water breakthroughs in an arbitrary

GDL. The suggested methodology is based on using CT scan imaging to segment and reconstruct the exact

geometry of the GDL in the PEMFCs. The reconstruction of the GDL provides the exact geometry of the GDL

to be used for CFD simulations. This study benefits from LBM concepts, which are based on the kinetics of

the particles rather than conservation principles in the CFD commercial softwares. The novelty of this study

is to perform the quantitative measurement and characterization of the breakthroughs inside an arbitrary GDL

using the LBM and CT scans. The results of this study can be used as a reference methodology to analyze

the characteristics of the GDL considering the water/thermal management.

2. Problem description

This study aims at providing a reference method to characterize the water management of GDLs in PEMFC

applications. In this regard, an arbitrary GDL sample has been used followed by the required CT scan to obtain

the precise geometry of the carbon fibers for simulation purposes.

Figure 1 (a) shows the whole domain of the considered GDL sample while Figure 1 (b) illustrates the carbon

fibers with more details. The mentioned geometry in Figure 1 has been obtained using µ − CT scan imaging

with the operating conditions indicated in Table 1. The size of the sample is 1.685 × 1.464 × 0.225 (mm3)

and the image resolution is 1 µm. The segmentation and reconstruction of the images have been done using

Dragonfly software, Version 2020.2 developed by Object Research Systems (ORS) Inc in Montreal (Canada).

Once the segmentation and reconstruction of the GDL images are done, the reconstructed model was used

to perform the Lattice Boltzmann Method (LBM) simulation to analyze the water flow in the GDL. The required

governing equations to develop the LBM simulation model are presented in Section 3.. The results of the LBM

http://www.theobjects.com/dragonfly


(a)

(b)

Figure 1: The schematic of the scanned, segmented, and reconstructed GDL to be analyzed using the LBM:

(a) the whole considered region, (b) the clipped image to show the GDL inside the boundary condition.

simulation provide the three-dimensional flow distribution of the flow inside the GDL, hence the existence of

breakthroughs (water columns) in the GDL can be predicted. It is believed that the formation of the water

columns in the GDL is a form of degradation that fills the GDL pores and increases the possibility of remaining

the water at sub-zero temperatures, leading to difficulties for the cold-start.

3. Governing equations

To implement the Multiple Relaxation-Time (MRT) model of the Lattice Boltzmann Method (LBM), the LBM can

be developed based on the MRT collosion equation considering the force term as of Eq. 1 [26]:



Table 1: The operating conditions to perform the CT scans and the characteristics of the analyzed GDL sample

Parameter Value Parameter Value

Acceleration voltage 40 kV Averaging frames 10

Current 120 µA Exposure time 500 ms

Image resolution 1 µm Rotation step 0.22 degrees

Sample size (X-direction) 1.685 mm Sample size (Y-direction) 1.464 mm

Sample size (Z-direction) 0.225 mm Stage temperature 21 Celsius degrees

Voxel size (X-direction) 1685 Voxel size (Y-direction) 1464

Voxel size (Z-direction) 225

f (x + e∆t , t + ∆t) = f (x , t) − M−1[SM(f eq(x , t) − f (x , t)) + (I −
1

2
S)MF ] (1)

here, the density distribution function is shown with f (see Eq. 2 while ∆t is the time step. M indicates the

orthogonal matrix [27], which transfers the distribution functions and S is the diagonal matrix designed for

D3Q19 as S = ωI [28]. As required in LBM, the discretized velocity is obtained using a D3Q19 lattice model,

which is shown by e [29].

f
eq
i (ρ, u) = ρwi [1 +
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−
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where, F represents the body forces based on the Guo’s model [30,31]:

Fi = ωi (
ei − u

c2
s

+
(ei .u)ei

c4
s

).F (3)

The indicated sound speed, cs in 3 is considered to be 1
√

3
. Each velocity direction is attributed with a weighting

factor of ωi based on ref. [26]. The respective values of the density and velocity can be obtained in Eqs. 4 and

5:

ρ = Σi fi (4)

u =
1

ρ
Σiei fi +

F∆t

2ρ
(5)

3.1. The magic parameter

Although in the Single Relaxation Time (SRT) LBM, the impacts of magic parameter is negligible on the results

due to not being a parameter of viscosity, the MRT-LBM model demands the determination of magic parameter.

For instance, the magic parameter can be calculated using Eq. 6 for Two Relaxation Time (TRT) LBM model:

Λ = Λ
+
Λ
− = (

1

ω+∆t
−

1

2
)(

1

ω−∆t
−

1

2
) (6)

where, ω− can be selected arbitrary while ω+ should be computed through Eq. 7:

ϑ = c2
s (

1

ω+
−

1

2
) (7)

In the MRT model, multiple frequencies correspond to the relaxation times and can be divided into symmetric,

Λ
+
j , and anti-symmetric, Λ−

k , groups. The combination of the mentioned two groups creates a single magic

parameter that modifies the simulation error as follows [32]:
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+
j Λ

−

k j = e,π, ε,ϑk = q, m (8)
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π
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Considering the 9, there are eight different magic parameters for the D3Q19 model. As all the magic pa-

rameters are considered identical, the presented MRT can be assumed as TRT model. Thus, the existing

frequencies of the symmetric group ωs can be considered equal to the calculated frequency from the viscosity

as of Eq. 10:

ωs =
1

ϑ

c2
s∆t

+ 1
2

(10)



where, the superscript ºsº indicates the existing frequencies of the symmetric part. the related superscript for

the anti-symmetric part is ºasº and the corresponding frequency can be calculated using Eq. 11:

ωas =
4 − 2ωs

(4Λ− 1)ωs + 2
(11)

3.2. Mean velocity computation

Considering the Darcy model, the permeability tensor is defined as follows:

Kij =
µ

∆Pj

ÅUi ; i , j = 1, 2, 3 (12)

here, ∆Pj is the pressure gradient in j-direction while ÅUi is the mean volumetric velocity in the i-direction as

follows [33]:

ÅUi =
1

Vt

∫
Ω

uidΩ (13)

where, Vt is the total volume of the sample while dΩ is the volumetric element in the pore domain. Using the

trapezoidal discrete form, Eq. 14 can be solved as follows:

ÅUx =
Σ

Nk

k Σ
Nj

j Σ
Ni

i uxijk

NiNjNk

(14)

Accounting the form of Eq. 14, error will be produced, which can be controlled using the magic parameter,

and by using high-order interpolations to solve the Eq. 13. The effective permeability can be presented as

follows [34]:

Keff = Kideal +
2

3
Λ−

1

12
(15)

where, Kideal is the exact value of the permeability in the ideal boundary condition.

4. Results and discussion

In the first step, the GDL sample, shown in Figure 1, is scanned with µ−CT imaging to enable the segmentation

and reconstruction of the sample for CFD analysis. Furthermore, the µ − CT imaging enables the calculation

of the porosity and the mean pore diameter that can be needed for the LBM simulation. Using the Dragonfly

software and after the reconstruction of the images, the respective values of the porosity and the mean pore

diameter were calculated to be 0.8516 and 2.894 µm, respectively.

As mentioned in Section 3., there are three methods to use the LBM, Single-Relaxation Times (SRT), Two-

Relaxation Times (TRT), or Multi-Relaxation Time (MRT). Among these methods, the MRT-LBM benefits from

the highest accuracy and precision, hence this study has utilized this model to simulate the scanned GDL

sample by the µ − CT imaging. Each of the Lattice vectors is located in the position of x and the time of t ,

which enables the transient simulation of the fluid flow inside the GDL. In this study, the D3Q19 discretization

model has been used, that means each of the lattice vectors has 19 different components in the momentum

space.

Accounting for the boundary conditions, the fluid flow is at low speeds (laminar flow) and Darcy conditions and

the aim is to consider the capillary pressure as well. The implemented pressure gradient as the driving force

for the fluid flow in the Z-direction, shown in Figure 1, is 0.1 Pa
m

. The four surfaces of the GDL sample shown in

Figure 1 parallel to the ZY and XZ planes are considered walls with no-slip boundary conditions.

A simplification has been made and pure water has been selected for the working fluid. In this regard, the kine-

matic viscosity of the fluid is 0.802 mm2

s
while the fluid density is 995.7 kg

m3 . The maximum number of iterations

for flow simulation is 80,000,000 while the Navier-Stokes relaxation time is 1. Additionally, the frequency that

the convergence being checked is 0.5 s while the convergence criteria for the flow field is 10−4. The inflation

parameter regarding the LBM simulation, which considers the surface mesh before the visualization is 0.1.

Once the required parameters for the LBM simulation are provided, the fluid flow analysis is done. Figure 2

presents the results of the LBM simulation for the GDL sample shown in Figure 1. As can be seen, there are

regions with higher velocities in the three-dimensional domain with red, yellow, and green colors. These regions

are indicators of the possibilities for the formation of breakthroughs inside the GDL. Notably, the analyzed GDL

by the µ− CT scan has not gone through aging and is a pristine sample. To have a better visualization of the

breakthroughs inside the GDL, Figure 3 is provided, which illustrates the fluid flow inside the GDL considering

http://www.theobjects.com/dragonfly


(a)

(b)

Figure 2: The three-dimensional results of the performed CFD analysis using the LBM method on the pre-

sented sample in Figure 1: (a) The three-dimensional changes in the velocity in the considered domain, (b)

The changes in the velocity considering three different slices in the X-, Y-, and Z- directions.

the X1, X2, X3, X4, and X5 slices shown in Figure 1. Specifically, in Figure 3(c) and 3(e), the breakthroughs can

be seen, as the green regions (indicating the breakthrough) pass through the GDL carbon fibers. The GDL

carbon fibers in Figure 3 are shown with while values since the velocity vectors are zero if there exist solid

materials.

As Figure 2 illustrates, the visualization of the breakthroughs inside the GDL is not a straightforward procedure

and better quantification measurements are required. In this regard, each voxel that has velocity values of

more than 2 × 10−9 in the domain given by Figure 2 (a) is considered as a region of breakthrough. In this

regard, 9.13% of the GDL porous region, which is illustrated in Figure 2(a), is consisted of the breakthroughs.

This means that 50,675,060 voxels are labeled as breakthroughs inside the whole domain with 555,039,000

voxels. In other words, 0.051 mm3 of the illustrated domain in Figure 1 is prone to create breakthroughs in the

whole domain of 0.555 mm3.



(a) (b)

(c) (d)

(e)

Figure 3: The two-dimensional velocity contours in the X-direction after performing the LBM simulations on

the analyzed samples shown in Figure 1: (a) Slice X1 depicted in Figure 1, (b) Slice X2 depicted in Figure 1,

(c) Slice X3 depicted in Figure 1, (d) Slice X4 depicted in Figure 1, (e) Slice X5 depicted in Figure 1

5. Conclusion

This study could analyze the formation of the water columns inside the GDL of the PEMFC. The formation of

water columns, which is also famous as breakthroughs, is known as a degradation phenomenon that fills the

pores and leads to difficulties in starting the cell from sub-zero temperatures. As the driving force of the fluid

flow in the GDL is the capillary pressure, the conventional conservation principles such as momentum, energy,

and mass are not the governing equations, and methods based on the kinetics of the particles should be used.

In this regard, LBM formulation, which is considered a powerful CFD methodology based on the kinetics of the

particles to simulate the fluid flow at the interfaces between the gas/solid/liquid and at low-velocity conditions,

has been used using the obtained µ−CT images of the GDL. µ−CT images could provide the exact geometry

of the GDL followed by the porosity and the mean pore diameter that is required for the LBM simulation.

The results of the LBM simulation could provide the velocities of the water passing through the GDL. The illus-

trated contours visualized the locations of the breakthroughs followed by the corresponding voxels. To enable

the quantitative measurement of the breakthroughs, the voxels with higher velocity values of 2 × 10−9 were

considered to be a part of the breakthroughs in the domain. In this regard, it was calculated that 50,675,060

voxels are labeled as breakthroughs among the whole 555,039,000 voxels. In other words, considering the

whole size of the domain, which is 0.555 mm3, the created breakthrough is equal to 0.051 mm3. The LBM

simulation could also provide a quantitative percentage of 9.13% as the share of the breakthrough in the whole

domain.

The output results of this study proved that the performance of the GDLs can be characterized without exper-

imental testing and novel GDLs can be analyzed before assembly to reduce the costs and time. The current

novelty of this study can be used in future studies to facilitate GDL characterization. Additionally, the following



topics can be accounted for future studies:

• This study only analyzed an arbitrary pristine GDL to analyze the possibility of the GDL characterization

using the LBM simulation and CT scan imaging. It is suggested to consider aged or degraded samples

of GDL and evaluate the impacts of different types of degradation phenomena on the amount of created

breakthroughs.

• To facilitate the LBM simulations, simplifications were made and only pure water was considered as the

fluid flow in the GDL. However, in reality, the fluid is either hydrogen or oxygen in a humid environment

with the possibility of water formation.

• LBM simulation is also a powerful tool to analyze the droplet formation and movement in porous media,

which is the exact electrochemical phenomenon inside the GDL. In this regard, further details can be

added to this model to obtain the highest precision in the simulation results.
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Abstract:

Ejectors are devices that expand a primary flow through a nozzle to entrain and compress a secondary flow

without moving parts. They can be modelled in 1D as two streams exchanging momentum. However, the

engineering modelling of this exchange is based on closure parameters such as friction coefficients that must

be calibrated against experimental or numerical data. This work proposes a general machine learning frame-

work for calibrating engineering models governed by Ordinary Differential Equations (ODEs) and presents its

application to the 1D modelling of an ejector. We combine a physics-separated approach with a physics-

integrated approach, with the first acting as an initial guess for the second. The first approach calibrates shear

and friction coefficients from their counterpart extracted via post-processing of an axisymmetric CFD simula-

tion. The second consists of calibrating these coefficients from the prediction of physical quantities (pressures,

temperatures, and cross-sections), thus making the training process aware of the ODEs driving the forecast.

Keywords:

1D ejector modelling, closure modelling, physics-constrained machine learning

1. Introduction

Ejectors are flow devices that expand a primary flow to entrain and compress a secondary flow into a mixing

pipe. These ‘compressors’ have no moving parts and are thus robust and without limitations on the working

fluid (gas, liquid, two-phase). Their applications include aeronautics, the chemical and processing industry,

power generation and refrigeration [1].

Ejectors are commonly modelled with 0D lumped parameter formulations [2±6], meaning that conservation

laws are expressed between key sections such as the throat and the exit of the primary nozzle, the constant

area section of the mixing pipe and the exit of the diffuser. These models give fast predictions of the global

performance in the form of mass flow rates but require calibration of several closure coefficients accounting for

the isentropic efficiencies of key components. On the other hand, classic CFD provides detailed flow fields [7,8],

but requires more computational time and effort for meshing and setting up the solver, which is generally too

expensive at system scale. A compromise consists of 1D models, which discretize the flow field in the axial

direction. The mixing pipe can be modelled with a single domain [9], or with two interacting domains [10±12].

These models still require calibration, for example, for modelling wall friction and shear. Nevertheless, they

provide local information and resolve more physics related to entrainment than 0D models, at a fraction of the

cost of 2D/3D CFD.

Closure relations mapping these closure coefficients to physical quantities (e.g., a friction coefficient which

depends on the Reynolds number) could make these models self-standing and thus more useful in early

design stages, but their derivation is particularly challenging. This work proposes a machine learning formalism

to discover such closure relations from data. By training the model on reliable CFD data, the intricacies of the

2D flow field can be lumped into the closure coefficients of the lower dimensional 1D model to maximize the

accuracy of these models. This data-driven approach has been successfully applied in other branches of fluid

mechanics such as heat transfer or and turbulence modelling. These can be classified as physics-separated

(as in [14]) or physics-integrated (as in [15, 16]) depending on whether the learning process is carried out on

data extracted from a simulation or during a simulation. These approaches are briefly reviewed in the next

section. None of these have been implemented for the calibration of ejector models.

In this work, we propose a general formulation for machine learning-based closure of a system of ordinary

differential equations (ODEs), and we apply it to a 1D ejector model with two streams (1D-2s hereafter). The
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general framework is presented in section 2. and its application on the ejector model in section 3.. The results

are discussed in section 4., leading to the conclusions in section 5..

2. A general framework for machine learning-based calibration

We consider a physical problem governed by a system of ordinary differential equations (ODEs) in the state

variables u ∈ R
nu and a set of parameters p ∈ R

np to be linked to the state variables. In this work, we focus on

boundary value problems in x ∈ [0, L], and denote the sought-after closure relation as p = g(u, x). Thus the

closure problem can be written as

f

(

u,
du

dx
,

d2u

dx2
, ..., x , p = g(u, x)

)

= 0 , (1)

with boundary conditions u(0) = uL and u(L) = uR . This framework is general enough to encompass many

physical systems, from turbulence modelling [15±18] to general inverse modelling [13]. This work presents the

first implementation of this framework for the closure of 1D ejector models.

The problem of finding the unknown function is generally a difficult variational problem. Machine learning

offers an alternative approach by approximating the unknown function using a parametric model p = g(u, x ; w )

which depends on a finite set of weights w ∈ R
nw . This could range from a simple linear relation to artificial

neural networks (ANNs), and the range of possible functions that the given model can represent defines the

’hypothesis set’ in the machine learning formalism [21]. Following [19], the identification of the weights w can

be carried out using physics-separated and physics-integrated approaches (see also [14], and [13,15±18]).

The physics-separated approach is a classic supervised learning formulation which assumes that a set of

instances (ũi , xi ) and the associated parameters p̃i are available. Therefore, the optimal set of weights is the

one that minimizes a cost function J(w ) such as, for example:

J1(w ) =
∑

i

∑

r

(

p̃i ,r − g(ui ,r , xi ; w )
)2

p̃2
i ,r

, (2)

where i is the index spanning the instances p̃i at coordinates xi and r is the index spanning the entries in each

vector of parameters (i.e. the closure coefficients that make up p).

This regression problem is shown schematically in block II of figure 1 and starts with an initial guess w0.

The gradient of the cost function dw J only requires the gradient of the parametric function dw g; this is easily

available for usual machine learning models (e.g. using backpropagation in ANNs) hence classic gradient-base

optimizer such as the BFGS algorithm [20] can be implemented efficiently. However, this approach requires

that both the parameters p̃i and the full states ũi can be extracted from a sufficiently rich dataset with sufficient

accuracy (cf. block I in figure 1). This is rarely possible from experimental data. Moreover, the trained model g

is unaware of the underlying physical problem in (1) since the model is never called during training.

The physics-integrated approach includes the physical problem in (1) during the learning process (cf. block III

in figure 1). Note that both approaches are self-standing, but can be applied successively. The extraction of

the model parameters from data is not required, and the training is based on some observation of the states

and the prediction that the model f can achieve for a given set of weights w . Considering the simplest case of

full observation of the states ũi and denoting the solution of (1) as ui (g(ui , xi ; w )) when the closure is achieved

with the weights w , the optimal set of weights minimizes a cost function of the form

J2(w ) =
∑

i

∑

r

(

ũi ,r − ui ,r (g(ui ,r , xi ; w ))
)2

ũ2
i ,r

(3)

where i is the index spanning the instances ũi at coordinates xi and r is the index spanning the entries in each

state vector (i.e. the variables considered for the cost function definition).

The relative error is preferred here due to the composite nature of common state vectors (e.g., pressures

and temperatures). Using the chain rule, it is easy to see that in this formulation, the gradient of the cost

function dw J requires the gradient of the problem solution with respect to the parameters and the gradient of the

parameters with respect to the weights, i.e. dw J(u(g(w ))) = duJdpudw g. Computing this gradient symbolically

is challenging and requires adjoint differentiation (cf. [13,15±18]), but for a computationally inexpensive solver

of f and a small number of parameters, a simple finite difference implementation is feasible. Besides avoiding

the need for extracting the parameters p̃ from data, this approach has the main merit of pairing the closure
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with the solver with which it is later deployed. On the other hand, the model sensitivity to the parameters (dpu)

strongly influences the cost function gradient and often results in more poorly behaved and multimodal cost

functions.

In this work, we propose a combination of the two approaches, whereby the solution of a physics-separated

approach is used as a starting point for a physics-integrated approach (hence successively following blocks I

to III in figure 1). This offers an excellent balance between accuracy, robustness and computational cost.

Figure 1: Schematic overview of the physics-separated and the physics-integrated approach for calibrating

a physical model f through a closure relation g, given data ũ. The physics-separated approach consists of

(I) extracting the reference parameters p̃ from data and (II) applying a classic supervised machine learning

technique for regressing p. The physics-integrated approach (III) includes the physical model in the training

process and thus requires the sensitivity of the model with respect to its parameters dpu. Both methods are

self-standing, but this work proposes to apply them successively (I-III) as indicated in red.

3. Application to a 1D ejector model

The previously introduced model calibration framework is applied to the modelling of a supersonic ejector using

a 1D and two streams formulation. The calibration is based on data from a 2D axisymmetric CFD simulation

presented in [22]. This is briefly reviewed in section 3.1.. The model formulation is presented in section 3.2.

while the procedure for the calibration is reported in section 3.3..

3.1. The CFD Dataset

We consider an ejector with a converging primary nozzle, operating with total pressures ptp = 5 bar, pts = 1

bar and static back pressure pb = 2.2 bar. Herein, the subscripts p and s are used for variables related to

the primary and the secondary flows, respectively (see list of symbols at the end of the article). The total

temperatures equal Ttp = Tts = 293K. The numerical domain and a contour of the Mach number field are

shown in figure 2. The primary jet is under-expanded due to the large pressure difference between the inlets,

which leads to a shock train in the mixing pipe. This is evidenced by the dividing streamline as indicated by the

full red line in figure 2. The ejector operates in off-design conditions, so the maximal flow rate is not reached,

and the mixed flow remains subsonic. Consequently, no shock train is present in the diffuser as would be the

case in on-design conditions [7]. Interested readers are referred to [22] for further numerical details and the

validation against experiments.

The data assimilation in this work focuses on the mixing pipe since the primary and secondary inlets can be

accurately described with classic quasi-1D flow theory. The mixing pipe features complex flow phenomena,

mixing the two streams and shock trains interacting with shear layers. This portion of the ejector is the one

where closure relations are required the most.

The first step in the data preparation consists of calculating the dividing streamline in the mixing pipe. This is

defined as the line bounding the primary mass flow rate. Hinging on the axisymmetry of the problem, this is

the radius rdiv such that:

ṁp(x) =

∫ rdiv

0

ρ(x , r )u(x , r ) 2πr dr , and ṁs(x) =

∫ R

rdiv

ρ(x , r )u(x , r ) 2πr dr , (4)

The dividing streamline is also used to average the relevant flow variable across the ejector’s section, i.e.
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Figure 2: Mirrored Mach number field of an ejector operating in off-design conditions, obtained through classic

axisymmetric CFD [22]. A shock train is present in the mixing pipe due to the different static pressures of both

streams at the exit of the primary nozzle. The red line indicates the dividing streamline. The reference 1D data

in the rest of the work is obtained through averaging over the resulting cross-sections with equations (5).

ρ̂p,s(x) =
1

Ap,s

∫

Ap,s

ρ dAp,s, ûp,s(x) =
1

ρ̂p,sAp,s

∫

Ap,s

ρu dAp,s, and êt p,s(x) =
1

ρ̂p,sAp,s

∫

Ap,s

ρet dAp,s, (5)

where the hat ·̂ denotes the cross-section averaged variables and the subscripts p, s denote the primary and

the secondary stream. Therefore, the areas Ap,s are the portion of the domain corresponding to r ∈ [0, rdiv ]

and r ∈ [rdiv , R] respectively. It is worth noticing that the specific choice of density average is arbitrary, but

the other two equations enforce that the 1D variables keep the same mass flow rate and total internal energy

as the CFD [23]. The final dataset consists of the cross-sections Ap,s and the flow variables obtained with

equation 5 at 1530 spatial coordinates x of the single CFD simulation shown in figure 2. Hence, the available

data is locally rich, but limited to a single geometry and a single operating condition. Therefore, the resulting

calibration in section 4. can not be expected to generalize to different operating conditions.

3.2. Model definition

The main idea of the 1D- two stream ejector model is to treat the inlets as 1D domains with the variable

area along the axial coordinate x (as in the 1D modelling of nozzle flows). The mixing pipe is modelled as

a 1D domain with 2 streams that exchange momentum through shear and with the wall. The division of the

complete section between the two streams remains a degree of freedom, e.g., the same primary mass flow

rate can pass through a narrow or a wide flow passage, with the secondary cross-section adapting accordingly.

Therefore, the static pressure is assumed to be equal in both streams as an additional constraint. This set of

equations is known as the compound flow theory, originally proposed by Bernstein [24] and adopted later in

ejector modelling [6,10,23,25]. The set of ODEs (1) consists of the following governing equations:

dxp

p
=

1

β

(

dxA +
1

2
fps lps

(

M2
p − M2

s

)2

M2
p M2

s

−
1

2
fw lw

(

1 + (γ − 1)M2
s

)

)

, (6)

dxptp

ptp
= −

1

2

fps lps

Ap
γ
(

M2
p − M2

s

)

, (7)

dxpts

pts
=

1

2

fps lps

As
γ
(

M2
p − M2

s

)

−
1

2

fw lw

As
γM2

s , (8)

dxTtp

Ttp
= 0 and

dxTts

Tts
= 0, (9)

dxAp

Ap
=

(

1 − M2
p

γM2
p

)

dxp

p
+

1

2

fps lps

Ap

(

1 + (γ − 1) M2
p

)

(

1 −
M2

s

M2
p

)

, (10)

dxAs

As
=

(

1 − M2
s

γM2
s

)

dxp

p
−

1

2

fps lps

As

(

1 + (γ − 1) M2
s

)

(

M2
p

M2
s

− 1

)

+
1

2

fw lw

As

(

1 + (γ − 1) M2
s

)

, (11)

where

β = Ap

1 − M2
p

γM2
p

+ As
1 − M2

s

γM2
s

, (12)
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and with the constraint that Ap + As = A. It is worth noticing that eq. (6) implies that the static pressure is equal

on both primary and secondary sides, i.e. pp = ps = p. The derivation of these equations from conservation

principles is presented in appendix A. We refer to the list of symbols for the definition of all variables.

The two closure parameters to be identified in a data-driven model calibration are the shear coefficient fps

between the streams and the wall friction coefficient fw . These are linked to the shear forces acting on the

perimeter of the primary cross-section (lps) and the wall’s perimeter (lw ), respectively. Therefore, in the formal-

ism introduced in section 2., these variables constitute the model parameters p = [fps, fw ]T to be provided by

the closure function g while the state variables are u = [p, ptp, pts, Ttp, Tts, Ap, As]T . The local Mach numbers

can be computed from these variables (e.g. the static and total pressures) or the local densities using the ideal

gas law. Note that the constraint on the cross-sections can be imposed by first calculating the gradient of the

primary cross-section Ap and subtracting it from the gradient of the total cross-section.

It is worth stressing that the assumption of equal static pressure is problematic at the inlet of the mixing pipe

because the primary flow is generally under-expanded (cf. figure 2). Therefore, the proposed model cannot be

used from the exit of the primary nozzle (x = 0) unless a pressure equalization mechanism is introduced in the

model. Alternatively, the areas for the primary and secondary flows must be provided at the inlet of the mixing

channel: in this case, the pressures naturally equalize within a short distance from the inlet; this is akin to what

happens through the shock cells in the CFD simulation. The development of the first approach is left to future

work. In this work, we use the dividing streamline identified from the CFD up to the point where the pressures

equalize, and downstream, we use the compound equations (6)-(12) (this is further discussed in Section 4.)

The research question addressed in this work is the feasibility of deriving the spatial distribution of shear and

friction coefficients that makes the 1D model comply with the post-processed CFD data. Moreover, in this

work, we do not (yet) link the closure parameters to the state, which is a more complex task and should be

studied across a wide range of operating conditions. We focus on the parameters’ spatial distributions and

their derivation by implementing the physics-separated and physics-integrated approaches.

3.3. Calibration

Physics-separated approach

Following the framework in Section 2., the physics-separated approach consists of calculating the closure

coefficients from the processed CFD data. To this end, equations (7) and (8) can be used to compute the

1D shear and friction coefficients (fps and fw ) if all the other terms are extracted from data via appropriate

processing. These two equations give:

fps = −
2Ap

lpsγ
(

M2
p − M2

s

)

dxptp

ptp
and fw = −

2As

lwγM2
s

(

dxpts

pts
−

1

2

fps lps

As
γ
(

M2
p − M2

s

)

)

. (13)

Both definitions rely on the differentiation of pressure evolution, computed using finite differences on a smoothed

version of the signal. The derivation was carried out with a second-order centred scheme, while the smoothing

was carried out with a Savitzy-Golay filter with a second-order polynomial. The resulting closure coefficients

are, therefore, functions of the spatial coordinate x and could be linked to the local value of the state variables

u, or local values of dimensionless numbers such as Reynolds and Mach numbers in each stream, or pres-

sure and temperature ratios. However, this regression has a high risk of overfitting because the flow field (and

thus the closure coefficients) can change drastically with the operating conditions. This challenging regression

requires a large dataset and is foreseen for future work. This work focuses on a single off-design operating

point, with regression as a function of the axial coordinate x . Practically, we minimize the cost function (2)

separately for the shear and the wall friction coefficient with a parametric function g heuristically constructed

after analyzing the data. The specific choice is provided in Section 4.1.. Note that we can split the regression

in two smaller problems because the predicted closure coefficients p can be evaluated independently against

their references p̃.

Physics-integrated approach

The closure coefficients derived in the previous section are those that minimize the error in the definitions

(13), but this does not guarantee that the model prediction is the most accurate. The complex interplay of

this parameter with the other equations in the model (6)-(11) introduces additional sensitivities to the model

prediction. The physics-integrated approach seeks to account for all of these using the cost function (3) to

penalize model prediction (that indirectly depends also on the parameters). In the investigated calibration

problem, the observed quantities included in the cost function are the pressures ptp and pts and the cross-

sections Ap and As. The static pressure p is not included because the shock trains make pp and ps oscillate.

Since the 1D model can only reproduce the mean trends due to the assumption of equal static pressures, this

oscillation could unfairly penalize the model prediction and produce local minima in the cost function landscape.

Moreover, the total temperature is excluded because it is assumed to be constant in the mixing pipe and
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thus does not contribute to accentuating the cost function gradient distribution along the spatial coordinate.

Finally, an additional term is added at the exit (x = L) to penalize the potential error on the back pressure.

This penalization helps enforce the boundary condition of the model. Therefore, the cost function (3) for this

approach becomes

J2(w ) =
∑

i

[

(p̃tp,i − ptp,i (g))2

(p̃tp,i )2
+

(p̃ts,i − pts,i (g))2

(p̃ts,i )2
+

(Ãp,i − Ap,i (g)2

(Ãp,i )2
+

(Ãs,i − As,i (g))2

(Ãs,i )2

]

+
p̃(L) − p(g, L)

p̃(L)
(14)

where the summation is carried out over the available instances (e.g. grid points in x), the functional de-

pendency on g denotes the model prediction based on the closure g and the summation over the index r is

made explicit over the four variables involved. We recall that the closure function depends on weights w , i.e.

g := g(x , w ). For a given guess of the weights, hence a given closure law p = g(x , w ), the cost function J2(w )

in (14) is computed by first solving numerically the set of equations in (6)-(11) using a shooting method.

4. Results

4.1. Physics-separated approach

Figure 3 shows the original and filtered 1D distributions of the total pressure in both streams from the post-

processed CFD, from the exit of the primary nozzle at x/L = 0 to the exit of the numerical domain at x/L = 1

(cf. equations (5)). The total pressures equalize for x/L > 0.4, as a result of the mixing process and the

growth of the shear layer separating the two streams. After this equalization, the two streams are fully mixed

and indistinguishable, driven by a common total pressure and temperature. The zoom Z1 (shown on the right)

displays a sharp drop in total pressure at x/L = 0.025. This corresponds to the Mach disk in figure 2. This is a

2D effect which can not be reproduced by the 1D model and is thus better filtered out before the data is used

for calibration. The filtered signal thus ‘averages’ the shock train for the computation of the closure coefficients.

The window length of the Savitzky-Golay filter has been tuned to this end.

Figure 3: Filtering of the 1D total pressure field obtained through post-processing the CFD simulation in fig-

ure 2. The total pressures tend towards a common value as the primary and secondary streams exchange

momentum. The shock train at the inlet of the mixing pipe strongly affects the primary total pressure, which

is therefore filtered with a Savitzky-Golay filter before being differentiated (cf. equations (13)). The filtered

secondary total pressure coincides with its raw counterpart since it is already quite smooth.

The shear and friction coefficients computed with equations (13) are shown in figures 4 and 5 respectively.

The unfiltered coefficients show a sharp peak at the position of the Mach disk, as the primary total pressure

changes suddenly at this point. This artefact is avoided through filtering. Still, both results indicate large

coefficients at the inlet of the mixing pipe, especially in the wall friction fw , which reaches an extreme value of

25 (with values expected to be of the order 0.01). A possible explanation could be the separation region behind

the wall between the exit of the primary nozzle and the secondary inlet. This trailing edge is not sharp, so it is

followed by a region of separated flow which slows down both the primary and the secondary stream through

shear. This effect is locally quite strong for the primary flow due to a momentum deficit between the sonic

flow and the stagnant flow in the bubble, hence a large value of the shear coefficient fps. However, this force

is applied equally but with an opposite sign on the secondary flow, which therefore tends to accelerate rather

than decelerate. In turn, a high wall friction coefficient is thus needed to overcome this numerical acceleration

and still represent the actual friction forces on the secondary stream.
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The peak at the inlet of the mixing domain shows an exponential decay, so an exponential function is chosen

in the parametric closure function g for the calibration. Downstream, the evolution is rather flat, except for the

oscillations induced by the shock train. Therefore, the closure function g is parametrized with a linear trend

downstream. This leads to the following parametric function with 5 weights:

{

y = w1 + w2 exp(−w3x) ifx ≤ w0

y = w1 + w2 exp(−w3w0) + w4x ifx > w0

(15)

This function is used for both closure coefficients, bringing the number of weights to 10. The mismatch with

the post-processed coefficients is minimized using the summed squared error as a cost function and with the

BFGS algorithm available in SciPy [20]. The gradient computation is performed with finite differences, which

is affordable due to the low cost of the function to be called and the low number of weights. The resulting

regression is shown alongside the raw and the filtered signals in figures 4 and 5.

Figure 4: Shear coefficient calculated from the raw and filtered total pressure field from figure 3 with equation

(13). The exponential decay at the inlet is attributed to a separation bubble at the exit of the primary nozzle. The

calculation on the raw signal suffers from sharp gradients in the shock train and the Mach disk (x/L = 0.025).

The physics-separated regression is carried out with equation (15) on the filtered shear coefficient fps.

Figure 5: Wall friction coefficient calculated from the raw and filtered total pressure field from figure 3 with

equation (13). The same trends are observed for the shear between the streams (cf. figure 4), so the same

parametric function is used for the regression.

Next, we use the regressed closure relation to predict the flow field of the ejector with the 1D model. The

resulting flow field compares well to the post-processed CFD (cf. figure 6). Upstream, the cross-section is

imposed by the CFD, leading to a close match. Downstream, the unique pressure deviates from the values

in the CFD due to the shock train (the primary stream is particularly affected). Nevertheless, the 1D model

captures the global rising trend. This pressure increase arises from the momentum exchange between the

two streams of the compound flow (cf. equation (6) with β > 0). The pressure rises more strongly in the

diffuser from x/L = 0.23 and reaches a constant value where the streams reach the same total pressure. The

constant total temperature in the 1D-2s model matches the post-processed CFD within 3 K. The deviation

is attributed to the low enthalpy in the separation bubble at the exit of the primary nozzle, which influences

the total temperature field downstream near the dividing streamline. The constant total temperature remains a

good approximation for the bulk of the streams. Thermal mixing through different inlet temperatures is foreseen

as a future extension of the 1D-2s model.
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Despite the indirect penalization on the closure coefficients, an excellent match is obtained. The assumption of

equal static pressure in both streams proves to be an acceptable assumption to close the system of equations

(6)-(11) (at least in this off-design operating point). The match of the cross-sections between the 1D model

and the CFD best validates the model. However, the 1D model shows a mismatch in back pressure (2.3 bar

in the model and 2.2 bar in the CFD). The formulation with the ODEs always requires a shooting method to

match a boundary condition at the exit of the domain (x = L), but none of the flow quantities is penalized in

the physics-separated approach. Therefore, we apply the physics-integrated method in the next section to

improve the prediction in the flow quantities both in the internal domain and the boundary condition for the

static pressure.

(a) Static pressure p (b) Total pressure pt

(c) Cross-section A (d) Total temperature Tt

Figure 6: Model predictions with the regressed closure relation from the physics-separated approach (cf. fig-

ures 4 and 5). All variables match the post-processed 1D data quite well (the cost function (14) equals 0.0044).

However, the boundary condition of the static pressure at the outlet is not met due to the indirect regression on

the post-processed closure coefficients instead of on the physical quantities (cf. equations (2) and (14)).

4.2. Physics-integrated approach

The closure relation from the section above serves as an initial guess for the physics-integrated approach,

where the prediction error on the physical quantities is minimized (including the back pressure as a boundary

condition, cf. equation (14)). The resulting evolution of the shear and friction coefficients is shown in figure 7.

The wall friction coefficient increased significantly, resulting in lower static pressure and a satisfied boundary

condition (cf. figure 8a). An increased shear coefficient compensates for the corresponding loss in secondary

total pressure. Finally, we note that the exponential decay between the inlet and x/L = 0.01 from figures 4 and

5 has sharpened, which results in a flat plateau in the coefficients in figure 7. This indicates the extreme values

found with the physics-separated approach were not necessary.

The physics-integrated approach has decreased the value of the cost function (equation (14)) from 0.0044

with the initial guess from the physics-separated approach to 0.0036. This significant improvement can be

appreciated visually by comparing figures 6 and 8. However, the integrated approach is less straightforward
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a priori; one does not know which type of parametric function allows a close match. Additionally, initializing

the weights is also non-trivial. For example, an excessive wall friction coefficient could decrease the static

pressure enough to choke the flow and lead to problems in the integration of the system of ODEs (which

becomes singular if β = 0). Therefore, the initialization through the physics-separated approach followed by

fine-tuning with the physics-integrated proves an effective strategy for the model calibration, profiting from their

complementary advantages.

(a) Shear coefficient fps (b) Wall friction coefficient fw

Figure 7: Comparison of the regressed closure relations of the physics-separated and the physics-integrated

approach. The first serves as initial guess for the latter method and is optimized to minimize cost function (14)

(final value of 0.0036). A significant increase of the wall friction coefficient has allowed to decrease the static

pressure in the mixing duct, leading to a satisfied boundary condition (cf. figure 8a).

5. Conclusion

This work proposes a general machine learning framework for calibrating physical models governed by a sys-

tem of ODEs. We have explored a physics-separated approach, which consists of calculating the closure

coefficients from higher resolution data (CFD) and then regressing the post-processed coefficients, and a

physics-integrated approach, where the model is called upon during the optimization (training) phase to mini-

mize the prediction error on the observed physical quantities. Both approaches have been applied successfully

on a 1D ejector model to find the shear and wall friction coefficients as a function of the spatial coordinate.

The results show that a successive application of both approaches proves to be a convenient and robust

method to calibrate the 1D model. The physics-separated approach guides the choice of the parametric

function and provides a valid initial guess for the physics-integrated approach,. This then acts as a refinement

tool to further minimize the prediction error by directly penalizing mispredictions in the state variables.

The proposed methodology is robust and flexible: it is compatible with state-of-the-art optimizers and leaves a

free choice of the regressor. Any parametric tool fits the framework, ranging from linear regression to artificial

neural networks. Furthermore, the method brings physical insight through closure relations for low-order but

highly interpretable models. Finally, the framework can be categorized as physics-constrained, as opposed

to physics-informed, machine learning since the conservation equations are always respected. From a more

global perspective, splitting the problem in a set of physical equations f and closure relations g (cf. equation (1))

allows the continued use of dedicated solvers for the physical problem f , which are conservative and efficient,

and simplifies the machine learning task by restricting its scope to the closure problem g. In this sense, the

framework is an extension of neural ODEs, which solve the combined problem of f and g with neural networks

without including prior physical knowledge. Consequently, less complex regressors may suffice for solving the

problem, reducing the amount of required data or improving the performance on a fixed dataset.

Improvements are foreseen on two fronts. Firstly, the 1D ejector model is currently being extended to on-design

operation with a pressure equalization mechanism to remove the requirement of imposing the cross-section

from CFD at the inlet of the mixing pipe. Secondly, the adjoint method is being explored to handle closure

laws requiring many weights (e.g., neural networks). Finally, the closure coefficients can be linked to the state

variables rather than space coordinates to discover more universal closure relations for the 1D ejector model.

This will require an extensive study on operating conditions and various geometries.
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(a) Static pressure p (b) Total pressure pt

(c) Cross-section A (d) Total temperature Tt

Figure 8: Model predictions with the regressed closure relation from the physics-integrated approach (cf. figure

7). The agreement improved compared to the physics-separated approach in figure 6 (the cost function (14)

equals 0.0036). Moreover, the boundary condition of the static pressure at the outlet is now respected.
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Appendix A Derivation of the 1D ejector model from first principles

The base equations of the 1D model are the quasi-1D Euler equations with a force term F :

dx (ρiAiVi ) = 0; dx (ρiAiV
2
i ) = −Aidxpi + Fi ; dx (ρiAiVihti ) = 0 (16)

where the index i denotes either the primary (p) or the secondary stream (s). The following equivalent system

can be derived from these conservation equations (cf. [26] for a detailed derivation):

dxpi

pi

=

[

1 + (γ − 1) M2
i

1 − M2
i

]

Fi

Aipi

+

[

γM2
i

1 − M2
i

]

dxAi

Ai

;
dxpti

pti

=
Fi

Aipi

;
dxTti

Tti

= 0 (17)

The wall friction force acts on the secondary stream and is defined through a classic friction coefficient:

Fw = −
1

2
fwρsv2

s = −
1

2
fwγpsM2

s (18)
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The shear force is defined in a similar way and depends on the difference in dynamic pressure:

Fps =
1

2
fps

(

ρpv2
p − ρsv2

s

)

=
1

2
fpsγp

(

M2
p − M2

s

)

(19)

The primary and secondary forces are given by Fp = −Fps and Fs = Fps + Fw . Combining the equations above

results in equations (7) and (8). The equation for the static pressure results from the assumption of equal static

pressure in both streams. The first step is to inverse equation (17) in terms of the area:

dxAi =

[

Ai

1 − M2
i

γM2
i

]

dxp

p
−

[

1 + (γ − 1) M2
i

γM2
i

]

Fi

p
(20)

where the static pressure p lost the index because we assume pp = ps. Equations (10) and (11) for the gradient

of the cross-sections follow from the equation above after filling in the forces. We sum the equation above for

both streams and obtain the gradient of the known geometry A = Ap + As:

dxA =

[

Ap

1 − M2
p

γM2
p

+ As
1 − M2

s

γM2
s

]

dxp

p
−

[

1 + (γ − 1) M2
p

γM2
p

]

Fp

p
−

[

1 + (γ − 1) M2
s

γM2
s

]

Fs

p
(21)

The first term corresponds to the compound choking indicator β from equation (12). We reverse the equation

above, to obtain the following expression of the pressure gradient:

dxp

p
=

1

β

(

dxA +

[

1 + (γ − 1) M2
p

γM2
p

]

Fp

p
+

[

1 + (γ − 1) M2
s

γM2
s

]

Fs

p

)

(22)

Equation (6) follows after filling in the forces and some simplifying operations.

Nomenclature

Letter symbols

e specific internal energy, J/(kgK)

fps shear coefficient, −

fw wall friction coefficient, −

lps perimeter of the primary cross-section, m

lw perimeter of the wall, m

ṁ mass flow rate, kg/s

p pressure, Pa

r radial coordinate, m

t time, s

u axial velocity, m/s

x axial coordinate, m

A cross-section, m2

F force per unit length, N/m

L length of the ejector, m

M Mach number, −

R wall radius, m

T temperature, K

p vector of closure parameters, −

u state vector, −

w weight vector, −

Greek symbols

β compound choking indicator, m2

γ ratio of specific heat capacities (air: 1.4), −

ρ density, kg/m3

Subscripts and superscripts

·̂ cross-sectional average of a variable

·̃ observation of a variable

b back, outlet of the ejector

p primary stream

s secondary stream

t total quantity (pressure, temperature, inter-

nal energy)
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Abstract:

Sound generated by air diffusers is a factor that affects a productive working environment and therefore plays
an important role in the operation of HVAC systems. A reliable prediction of sound sources and levels offers the
potential to minimise noise emissions by modifying geometric features in the early design stage of air diffusers.
The research field of aeroacoustics yielded many approaches to compute not only sound propagation but
also sound generation in airflows. Based on the prominent Lighthill analogy the Curle analogy and Proudman
analogy were developed. In this work, we investigate a commercially available slot diffuser. The airflow through
the diffuser is calculated using steady-state simulations at diffuser outlet velocities of 4, 6 and 8 m/s, which
corresponds to roughly 181, 267 and 351 m3/h, respectively. To evaluate the influence of the solid surfaces we
compute the emission according to Curle’s analogy. We further use Proudman’s analogy to assess the effect
of the freestream. Based on the flow simulation geometric optimisations are proposed. By design, a steady-
state simulation is not able to capture time-resolved phenomena, such as periodic vortex shedding. But since
they are far less demanding in regards to computational resources, we can simulate a wider variety of flow
conditions. By identifying the primary sound source regions we not only increase the awareness towards the
impact of certain flow structures, such as large scale vortex systems, but also offer a first indicator of possible
design optimisations. The computed flow field is to be validated with near-field Laser-Doppler-Anemometry
(LDA) measurements.

Keywords:

Aeroacoustics, Slot Diffuser, Flow Simulation, Aeroacoustics Analogy.

1. Introduction

In addition to thermal comfort, the acoustic environment also affects the general perceived comfort in buildings.
Since legislation and increasing public awareness require the ventilation of public buildings, the associated
acoustic emissions are gaining importance. While ventilation noise is desirable to some degree to mask other
noise sources, the ventilation system should generally be as quiet as possible. The components transmitting
the ventilation noise into the occupied room are air diffusers.

Typical air diffusers can be divided into two common groups: swirl and slot diffusers. In this work, we focus on
the investigation of a commercially available two-slot diffuser, which is shown in Figure 1. To gain insight on
the flow field, we use a detailed flow simulation which provides us the strength of acoustic sources based on a
steady-state solution.

In his PhD thesis Tautz [13] performed a detailed investigation of an automotive ventilation system. He was
able to reproduce not only the acoustic spectrum but also the location of the acoustic sources. The computation
however required significant computational ressources.

Ravichandran et al. [11] investigated a generic automotive diffuser with disturbed inflow conditions. They used
detailed transient flow simulations to compute the acoustic emissions. Although not explicitely evaluated, the
main features contributing to the acoustic emissions were the guiding flaps inside the diffuser.

Kusyumov et al. [7] succesfully applied a steady-state simulation to an isolated helicopter fuselage to predict
broadband noise sources. Their case included Mach numbers greater than in our case, but it demonstrates
the ability of Proudman’s model to predict noise emissions.

For a generic slot diffuser we already showed, that the main acoustic sources are located near sharp edges
[9]. Here a steady-state simulation indicated the same regions as a transient simulation. Therefore we deem it
possible to identify the main noise source regions by steady-state simulations, if the spectral distribution of the
noise is not of greater interest.

Although some researchers have adressed the acoustic emissions of air diffusers in the automotive sector, a
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Figure 1: Picture of the investigated diffuser, dimensions given in mm

detailed investigation of the acoustic emissions of air diffusers applied in buildings have not been investigated.
In this work we aim to investigate the acoustic behaviour of a slot diffuser while reducing the computational
cost to locate the geometric features mainly responsible for the acoustic emission. A transient simulation offers
a detailed investigation of acoustic phenomena (see [11, 13]). However the lower fidelity of a steady-state
simulation is sufficient, if one is only interested in determining the main source locations (see [7, 9]).

2. Methodology

In this section we first describe the geometry of the slot diffuser and explain certain simplifications we made.
We then explain the numerical and experimental setup, where the latter is needed to validate our simu-
lations. We then present our method to rate the broadband noise emission. The slot diffuser is investi-
gated at three diffuser outlet velocities vD = 4, 6 and 8 m/s, which correspond to volume flow rates of V̇ =
181, 267 and 351 m3/h. The diffuser outlet velocity is defined as the maximum occuring velocity within the
diffuser.

2.1. Description of the geometry

Figure 1 shows the slot diffuser consisting of a circular connection duct with diameter DDuct, that is connected
to a plenum box. In order to limit the volume flow, an additional, perforated throttle flap is implemented in
the connecting section between duct and plenum box. Preliminary simulations show, that the perforation has
a negligible impact on the flow and aeroacoustic results, which is why we simplify the throttle flap by a solid
round plate. The beams visible in Figure 2a, which are required to attach the diffuser plate to the plenum box,
are also omitted to reduce the model size. Using the length of the plenum box lPlenum, the diffuser plate features
two rectangular slots with length lSlot = lPlenum and width bSlot (see Fig. 2c). Both slot channels are separated
by a wall (see Fig. 2b), resulting in a total diffuser width of bdiffuser.

To alter the outlet flow pattern, both slots feature adjustable flaps, which are visible in Figure 2b. By changing
the flap angle αFlap, the exit flow angle can be varied between a ceiling-attached or ceiling-normal direction. In
our study we only investigate the ceiling-attached case, since this is the most common setting. The geometric
parameters are summarised in Table 1 and a detailed view of the simplified geometry used for the simulation
is shown in Figure 2c.

2.2. Modelling of the flow and broadband noise

The slot diffuser is modelled in the commercially available software package STAR-CCM+ (17.06.008) from
Siemens [12]. Although acoustic phenomena are by definition of transient nature, several models have been
developed in the past to capture at least the acoustic sources from steady-state simulations. The use of



Table 1: Geometric parameters of the prepared slot diffuser

Parameter Value Unit Description

DDuct 198 mm Connection duct diameter
lSlot 997 mm Length of the rectangular slots
bSlot 20.5 mm Width of one rectangular slot
αFlap 43.5 ° Angle of the slot flaps

(a) View normal to the outlet of the diffuser

flaps

slots

(b) Picture of the diffuser plate

αFlap

17.5°

77.5

bSlot

59.5

(c) Prepared geometry for the simulation model, dimensions in mm

Figure 2: Detail view of the diffuser outlet region

steady-state simulations offers significant savings in computational effort.

To accurately resolve all important geometric features, we employ an unstructured polyhedral mesh with a
resolution up to ∆ = 0.25 mm near the curvatures of the flaps. Inside the plenum, the average resolution is
kept close to ∆ ≈ 1.5 mm. We resolve the boundary layer with nPrism = 7 prism layers with a total thickness of
∆Prism = 2 mm which results in y+ < 1 in all important areas. To prevent steep gradients of mesh resolution,
we set both the surface and the volumetric growth rate to 1.05. The total mesh size is nCells ≈ 61 · 106 cells.
We use the same mesh for all simulations, since only the inlet mass flow changes.

We assume the air flow to be incompressible with a constant density ρ (see Tab. 2). The steady-state simulation
is computed using a segregated flow solver. We use a pressure-velocity coupling scheme (SIMPLE), which is
designated for incompressible flows [12]. In addition to incompressibility, we assume the air to be isothermal.
As turbulence model we select the realizable k − ε - model with all y+ wall treatment, since in our case it gives
a more accurate solution of the ceiling-attached flow than e.g. the k − ω - model.

We define the inlet boundary condition with a constant mass flow condition ṁ = ρ · V̇ and low turbulence
intensity v ′/v (see Tab. 2). The diffuser is connected to a large volume which represents part of a room. While
the ceiling is modelled as a no-slip wall, the other faces of the room are modelled as a pressure outlet with
pout = 0 Pa.

Two broadband noise source models are used to calculate the aeroacoustic sources. The first model computes



broadband noise from dipole sources as a surface acoustic power Pa
Curle, which are most dominant in the vicinity

of solid boundaries. It evaluates the turbulent boundary layer and was first developed by Curle [2, 3] based on
the work of Lighthill [8].

Pa
Curle =

1

12 πρc
3
· 4π3 (u′)2 (

p′

Wall

)2
(1)

The fluctuations (u′)2 and p′

Wall can be further simplified according to Hinze [6, pp. 668-680]. The simplification
yields expressions that only depend on the turbulent kinetic energy k and the wall shear stress τWall.

(u′)2 =
2

3
max

(

k ;
3.3 τWall

ρ

)

(

p′

Wall

)2
= max

(

3 τWall; 0.7 ρ ·
2

3
k

)

The second model was developed by Proudman [10] based on the work of Lighthill [8] and computes broad-
band noise from quadrupole sources originating from free stream turbulence as a volumetric acoustic power
Pa

Proudman. Here ut and L are the turbulent scales for the velocity and length.

Pa
Proudman = αρ

(

ut
2
)4

c5 L
= αρ

ut
3

L

ut
5

c5
with ut =

√

2

3
k (2)

Both models assume isotropic turbulence, which is consistent with turbulence modelling assumptions.

2.3. Laser-Doppler-Anemometry setup

We use a 3D-LDA system from Dantec that consists of a 2D FiberFlow and a 1D FlowLite probe. With proper
arrangment both probes form a 3D-setup that allows us to measure all three velocity components. All optical
measurements are performed in a separate chamber, which allows for a completely dark environment. The
required volume flow V̇ is delivered by a supply unit located outside of the chamber. We calculate the volume
flow by measuring the pressure drop over an orifice. This method is calibrated by using a reference orifice as
specified in DIN EN ISO 5167 - 2.

A schematic view of the setup in the chamber is given in Figure 3a. The diffuser is fed with air by utilising
existing openings in the chamber walls to allow a connection to the supply unit. When feeding the required
DEHS particles the chamber quickly fills up with fog, which renders the LDA system unable to produce good
results. To mitigate this problem, we install a special exhaust system that provides an additional volume flow
V̇ex > 1200 m3/h to ventilate the whole chamber (depicted by in Fig. 3a). The exhaust system draws air
from the test hall environment outside the chamber through an opening in the chamber ceiling. It is then dis-
tributed using a suspended ceiling such that the exhaust volume flow is guided downwards along the chamber
wall until it is captured by the exhaust hoods. We use 12 hoods that are evenly distributed around the diffuser
frame. All hoods feed into a collection plenum below the frame from which an additional fan draws the exhaust
volume flow. The exhaust system ensures, that the LDA probes have clear sight on the target location and no
fog accumulates during the course of the whole measurement.

The 2D probe is connected to a laser which generates wavelengths of 488 nm (blue laser) and 514.5 nm (green
laser), while the 1D probe utilises a laser with a wavelength of 532 nm (green laser). Each velocity component
is recorded separately in non-coincident mode, since a measurement in coincident mode requires much more
time to acquire a sufficient number of samples. We use beam expanders to allow the mounting of lenses
with a focal length of fLDA = 500 mm. We attach the probes to a movable traverse system, which allows us to
automatically measure a wide range of locations. Both probes are aligned along the z-direction of the diffuser
with an angle of αLDA = 15◦ and therefore enclose an angle of 30°. We further tilt the whole probe system by
βLDA = 15◦ to allow for a measurement at y = 0 mm. The diffuser coordinate system, that we use in this paper,
is colored red in Figure 3b.

Table 2: Parameters of the flow and aeroacoustic models

Parameter Value Unit Description

ρ 1.18415 kg m−3 Density of the air
T 25 °C Temperature of the air

v ′/v 0.01 - Inlet turbulence intensity

c 343 m s−1 Speed of sound

Pac,ref 1 · 10−12 W Reference value of the acoustic power
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Figure 3: Setup of the LDA measurement and definition of the diffuser coordinate system

For each measured velocity component ui , we acquire Ni ≥ 5000 samples over a maximum duration of 5 min
per evaluation point. The averages are calculated by using the arithmetic average, where N1 ̸= N2 ̸= N3 due to
non-coincident measurement.

ui =
1

Ni

Ni
∑

k=1

ui (k ) (3)

To calculate the velocity components within the diffuser coordinate system x = (x , y , z), two transformations are
required. A sketch of the coordinate transformations is given in Figure 3b. The first transformation A is used
to translate the probe signals from their coordinate system x̂ = (x̂1, x̂2, x̂3) into a tilted, intermediate coordinate
system x̃ = (x̃ , ỹ , z̃).

The blue laser (488 nm) is oriented vertically and measures u1. Both green lasers (514.5 nm and 532 nm) are
aligned horizontally and measure u2 and u3 respectively. We then apply another rotation transformation B
about the x̃-axis to acquire the velocity components in the diffuser coordinate system.

x̃ = A · x̂ , with A =





0 1
2 cos(αLDA)

1
2 cos(αLDA)

1 0 0

0 − 1
2 sin(αLDA)

1
2 sin(αLDA)



 (4)

x = B · x̃ , with B =





1 0 0
0 cos (βLDA) − sin (βLDA)
0 sin (βLDA) cos (βLDA)



 (5)

x = B · A · x̂ = C · x̂ (6)

We use the combined transformation matrix C to transform the velocity components and their respective vari-
ances.

2.4. Validation of the computed flow-field

To validate the flow field, the computed average velocity magnitude |v| and the turbulent kinetic energy (TKE) k

are compared with the LDA measurements. The steady-state simulation calculates time-averaged results only
but directly reports the necessary values for |v| and k .

In the case of the LDA measurements both values need to be computed from the recorded samples. For
the velocity components, we can directly apply the coordinate transformation from equation 6 to the averaged
probe signals uLDA = (u1, u2, u3).

v = C · uLDA (7)

Since we measure the variance of the velocity in the skewed LDA-coordinate system, we need to apply the
transformation directly to the measured values. The transformation of the variances of ui onto the x-direction
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Figure 4: Evaluation points for the velocity field validation (green: LDA, red CFD)

is illustrated by equation 8, the other velocity components are treated similarly.

v ′

x
2 =

[

1

N1

N1
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)2
]
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1

N2
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∑
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N3
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)2
]

(8)

Since the data rate for a full or semi-coincident measurement is too low, we are however not able to validate
this approach yet. Finally, we use the transformed values to calculate the average velocity magnitude |v| and
TKE k according to equations 9 and 10.

|v| =

√

vx
2 + vy

2 + vz
2 (9)

k =
1

2

(

v ′

x
2 + v ′

y
2 + v ′

z
2
)

(10)

We validate the flow-field on the diffuser outlet plane at specific points on a x-z-plane at y = 0 mm. We spa-
tially discretise the outlet section by ∆x = ∆y = 5 mm. The positioning of the validation points is displayed in
Figure 4. Due to the limited spatial range of the LDA traverse system, we only measure points below x < 0 and
above z ≥ 0. We further reduce the number of points to be measured by downsampling the points towards the
centre of the outlet and investigating only one slot. This is applicable as the flow field is symmetrical. Conse-
quently, we measure the green points with LDA. In the simulation, we additionally capture all red points . In
total, the outlet is discretised by 1194 points, of which 162 are measured with LDA.

The manufacturer’s data sheet specifies certain operating points which are you used to validate the total-to-
static pressure drop between the diffuser inlet ptot,in and the ambient pressure in the chamber pst,amb. The inlet
pressure is measured at the same section for the simulation and the experiment.

ptot,in = pst,in +
ρ

2
v2 (11)

∆p = ptot,in − pst,amb (12)

Since the volume flow rates given in the data sheet do not match the simulated flow rates, the pressure drop is
approximated.

∆pξ,x = ξ · V̇ x (13)

min

N
∑

i=1

(

∆pdata −∆pξ,x

∆pdata

)2

(14)

The pressure loss coefficient ξ and the exponent x are calulated by using a regression model, which minimises
the sum of the squared errors. Using ξ = 4.18 · 10−4 and x = 1.91, we can approximate the data sheet values
with a maximum relative error of MAE = 4.195·10−2. By using the approximated pressure ∆pξ,x we can assess
the error of the flow model regarding the pressure losses at the respective volume flow V̇ .

∆perror =
∆psim(V̇ ) −∆pξ,x (V̇ )

∆pξ,x (V̇ )
(15)

2.5. Evaluation of aeroacoustic broadband noise

To evaluate the total broadband noise predicted by both aeroacoustic broadband noise models, we integrate
their respective acoustic power values. The Curle model predicts noise emitted from surfaces, which is why
we integrate its power on representative boundary surfaces (see Fig. 5a). Since Proudman’s model computes
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Figure 5: View on the surfaces and volumes used for the aeroacoustic broadband noise evaluation

a volumetric acoustic power, we apply a volume integral to specific subregions of interest (see Fig. 5b).

Pint,Curle =

∫

S

Pa
Curle · ds (16)

Pint,Proudman =

∫

V

Pa
Proudman · dv (17)

All integrated acoustic powers are then converted into the dB scale using the reference value Pac,ref (see Tab. 2).

Pac,Curle/Proudman = 10 · log10

(

Pint,Curle/Proudman

Pac,ref

)

(18)

By comparing the individual subsets, we can assign high noise emissions to individual geometric features. The
selected subsets are shown in Figure 5. To evaluate the acoustic emissions from solid boundaries with Curle’s
model, we select three boundary subsets (see Fig. 5a). We further define three volumes in which we evalute
the emissions from Proudman’s model (see Fig. 5b). In both cases we also evaluate the overall emission from
all boundaries (including the plenum box and the ceiling) and from the entire fluid region.

3. Results

We give a detailed discussion and validation of the results for the medium diffuser velocity vD = 6 m/s which
corresponds to a volume flow of V̇ = 267 m3/h.

3.1. Flow field validation

To validate the flow field we reduce the evaluation to the half of the lower slot (x < 0, z > 0) that was measured
with LDA (see Sec. 2.3.). The sampled fields are shown in Figure 6 with their respective available spatial
sampling resolution (see Sec. 2.4.).

By applying the sampling we calculate the computed average velocity to |v |avg,CFD = 4.13 m/s, which is slightly
higher than the measured value of |v |avg,LDA = 3.80 m/s. The relative deviation of the average velocity is
|v |avg,CFD/|v |avg,LDA < 8 %. The maximum values are |v |max,CFD = 5.13 m/s and |v |max,LDA = 4.75 m/s respec-
tively. Although we set the same volume flow rates in both simulation and measurement, small leakages in
the ducting system and non-airtight edges of the diffuser may have contributed to discrepancies between our
computed and measured results. In addition to the influence of the inlet duct, the beams inside the diffuser
plenum box (see Fig. 2a) cause significant distortions in the flow field. In the centre and near the edge the
wake is clearly visible by considerably lower velocities. Since the beams are neglected in the simulation setup,
this leads to a significant local deviation. We still consider the computed velocity field to be valid, given the fact,
that the beams are neglected. The overall lower average velocity in the measurement is explained by leakages
in the measurement setup.

The sampled measured and computed TKE distributions are shown in Figure 7. We observe considerably
higher measured levels than in the simulation. Again the wake of the beams is clearly notable, but even in
the area between the beams the measured TKE values are approximately doubled. By design the simula-

tion assumes isotropic turbulence (v ′

x
2

= v ′

y
2

= v ′

z
2
). However, the measurements show a strong anisotropic
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Figure 6: Velocity field
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Figure 7: Turbulent kinetic energy

behaviour. In our case the variance in z-direction is almost an order of magnitude higher higher than in the

other directions (v ′

z
2
≫ v ′

y
2
> v ′

x
2
). Overall, the measured kinetic energy is higher than in the simulation and

the impact of the beam wakes prevent a proper validation of the turbulence.

As an additional metric, we also assess the pressure drop across the diffuser. In Figure 8 the pressure drop ∆p

is plotted against the volume flow V̇ . The solid lines indicate the regression model as explained in Section 2.4.
and the points represent the individual values. The evaluation shows no significant difference between the
measured and simulated pressure drop. Furthermore the regression model shows practically the same slope
over the investigated volume flow range. Since the measured and computed pressure drop is practically equal,
we only summarise the data sheet and the computed values in Table 3. The data sheet reports a higher
pressure drop than measured and computed but also shows a comparable slope. Since the setup used by the
manufacturer to assess the pressure drop is unknown, the slightly higher values might be due to other ambient
air conditions or differences in the setup. We consider the pressure drop and therefore the wall shear stresses
τWall to be valid as well, because the pressure drop of our measurement and simulation match (see Fig. 8)

In conclusion, we deem our simulation to be valid in regards to the averaged velocity field and the overall
pressure drop across the diffuser. We compute significantly lower turbulence levels. In large parts we account
this to the assumption of isotropic turbulence by the k − ε - model. Another factor might be, that we achieve
higher turbulence intensities at the diffuser inlet in our measurements. Since the computation of Curle’s model
is mainly defined by the wall shear stress instead of the low turbulent kinetic energy in the boundary layer
(see eq. 1), we deem it’s results sufficiently accurate.

Figure 9 shows the computed flow field on two sections through the whole diffuser which originate at (x , y , z) =
(0, 0, 0). The flow exits the diffuser at an angle of ≈ 40◦ and attaches to the ceiling shortly after exit, as
can be seen in Figure 9a. The maximum diffuser velocity of vD = 6 m/s occurs in the vicinity of the flaps at
y ≈ −15 mm. The velocity field shown in Figure 9b is inhomogeneous, although it is nearly symmetric along the
x-axis. The maximum velocity at the outlet plane is lower than the diffuser velocity (|v |max,y=0 = 5.24 m/s < vD),
which can be attributed to the larger cross-sectional area available for the flow. By averaging the velocity in the
outlet section, we can calculate the relative average velocity, which is roughly constant across all investigated
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Table 3: Overview of ∆perror values for the three com-
puted volume flows

volume flow V̇ ∆pξ,x ∆psim ∆perror

m3/h Pa Pa %

184 8.8 7.6 −13.5
271 18.6 17.0 −9.0
357 31.6 29.6 −6.4
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Figure 9: Computed velocity field for vD = 6 m/s

diffuser velocities.

|v |avg,y=0

vD
=

3.46 m/s

6 m/s
= 0.58 ≈ const. (19)

Especially in the centre of the diffuser (−150 mm < z < 150 mm) the inflow duct has a great impact on the flow
field. The areas where high velocities occur in the upper slot (x > 0) are further spread apart (|z| ↑). We do not
observe the same spread distribution in the lower slot (x < 0), where multiple areas of roughly equal velocity
are located near the centre and near the outer edges.

Figure 10 shows the distribution of the computed turbulent kinetic energy k . Figure 10a depicts a strong
imbalance of the TKE between both slots. In the slot near the inflow duct significantly higher levels of turbulence
occur. The TKE in the outlet section, shown in Figure 10b, reaches to a maximum of kmax,y=0 = 2.11 m2/s2 with
its average at kavg,y=0 = 1.06 m2/s2. The overall distribution is also nearly symmetric along the x-axis.

In both slots, the field smoothens towards the edges of the slots. Near the end of the slots (|z| ≳ 470 mm) the
influence of the wall becomes more prominent and causes another distortion of the flow field. In particular, we
observe a sharp drop in velocity in the outer corners of the slots, which is accompanied by higher values of
TKE.



y

x

(a) x-y -plane at z = 0 mm

x

z

(b) x-z-plane at y = 0 mm

tu
rb

u
le

n
t

k
in

e
ti
c

e
n

e
rg

y
k

/
m

2
s

−
2

0.0

0.4

0.8

1.2

1.6

2.0

Figure 10: Computed distribution of the turbulent kinetic energy for vD = 6 m/s

3.2. Broadband noise

In order to identify the regions where high levels are present and therefore identify the most noisy geometric
features, we discuss the results of the two broadband noise source models. Figure 11 shows the distribution
of the surface acoustic power which was computed with Curle’s model. To allow for a better visualisation the
model is clipped on a x-y -plane at z = 0 mm. Observing the diffuser from below (see Fig. 11a), different areas
of high power levels are visible than from above (see Fig. 11b). The highest power levels are marked in the
figures. Due to the dB-scale, it becomes clear that the edges contribute noise that is of several magnitudes
stronger than the noise originating from the walls on the short edge (marked with 46 dB).

> 61 dB

≈ 46 dB

(a) Bottom view

> 61 dB

> 63 dB

(b) Top view

surface acoustic power Pa
Curle / dB

0 12 24 36 48 60

Figure 11: Distribution of surface acoustic power according to Curle’s model for vD = 6 m/s

Although Proudman’s model depends primarily on the turbulent kinetic energy k , which is not fully valid in the
simulations, we still give an impression of the according results in Figure 12. When comparing the distribution of
the TKE and Pa

P, the relation becomes obvious. Even if we consider that our model presumably underpredicts
the turbulence by a factor of 2 − 3, the predicted noise levels according to Proudman’s model would be of
several magnitudes smaller than the levels predicted by Curle’s model. Therefore the contribution of freestream
turbulence to the overall noise emissions can be neglected.

Tables 4 and 5 list the integral values for both broadband noise models and all investigated velocities. Across
all investigated diffuser velocities the general trends are the same, indicating that the influence of varying flow
velocities mainly affects the overall level of emitted sound, rather than the aeroacoustic characteristics of the
diffuser itself. Therefore, we again focus only on the medium velocity for a more detailed discussion.
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Figure 12: Distribution of volumetric acoustic power according to Proudman’s model on a x-y -plane at z = 0 mm
for vD = 6 m/s

Table 4: Aeroacoustic results for Curle’s model

Boundary
Pac,Curle / dB

4 m/s 6 m/s 8 m/s

Throttle 23.28 40.20 52.08
Flaps 61.93 79.80 92.48

Guides 66.81 86.25 99.82
Total 73.50 92.29 105.47

Table 5: Aeroacoustic results for Proudman’s model

Volume
Pac,Proudman / dB

4 m/s 6 m/s 8 m/s

Plenum Box −82.08 −48.72 −26.69
Outlet −65.37 −32.92 −11.02
Room −68.16 −36.01 −12.63
Total −58.72 −26.29 −3.79

As we could already observe from the surface distribution (see Fig. 11) the Flaps and Guides contribute the
most to the overall noise emission. Although the Throttle also has considerable emissions, it is neglectable
compared to the other two surface groups. As already said, the emissions predicted by Proudman’s model are
neglectable compared to Curle’s noise emissions. However we can note, that the increase of Pac,Proudman with
rising diffuser velocity is greater than Pac,Curle. This aligns with literature ([3, 8, 10]), where the acoustic power
is theoretically derived to be dependent on the Mach number M = vD

c
.

Pa
Curle ∝ M3 (20)

Pa
Proudman ∝ M5 (21)

As our results show, the geometric features mainly responsible for acoustic emissions, are the edges in the
diffuser plate region. In order to significantly reduce the noise of this particular diffuser, we propose design
changes to these edges. Possible alterations may depend on if an edge is of the type of a leading or a trailing
edge. Other researches already developed many measures to improve the aeroacoustic behaviour of such
edges, which is why we just give a few examples. Gruber et al. [4] and Clark et al. [1] investigated the impact
of trailing edge serrations. To improve the behaviour of a leading edge, Hansen et al. [5] added sinusoidal
tubercles.

4. Conclusion

In this study, we presented a flow simulation of a two-slot air diffuser to predict areas of high noise emission for
three diffuser velocities. By conducting flow measurements with a 3D-LDA system, we successfully validated
the flow simulation in regards to velocity field and pressure loss. The computed turbulent kinetic energy is
not only lower than measured, but we also observed strong anisotropy in the measured turbulence. However,
under the investigated flow conditions, the contribution of freestream turbulence to the noise emission can
be neglected. Therefore, the presumably under-predicted TKE does not appear to be relevant to the overall
results. This leads us to the conclusion, that our flow model allows an accurate prediction of the most relevant
regions responsible for noise emission. The main contributors are edges located in areas of high flow velocity.
Both leading and trailing type edges emit noise of roughly equal strength.

There are various measures that can be taken to reduce noise emissions attributed to flow edges, depending
on whether the edge being considered is a leading or trailing edge. In further studies these measures can be
analysed regarding their influence on the noise emissions.
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Abstract: 

Energy solutions based in renewable energy sources are needed to overcome fossil fuel crisis due to supply 
uncertainties, increasing prices and climate changes. Innovative energy solutions for a sustainable and 
resilient energy system for the cities is required, special attention should also be paid greenhouse gases 
emissions. Wind energy systems integrated in to building in urban areas are a promising technological 
alternative. In this work an assessment of wind energy potential in a typical building in Santo Domingo, 
Dominican Republic was performed. The main idea is establish a methodology to explore how small wind 
turbines can be integrated in building to contribute to the energy sufficiency in urban areas. For this purpose, 
was developed a simple but robust framework to provide a city-environment assessment of the wind energy 
potential considering roof-mounted turbines. An especial distinction was made to capture the effect of the 
building geometry in the electricity generation using Computational Fluid Dynamic (CFD) modelling and the 
related in the energy production. The framework is based on seven main steps: (1) site selection, (2) resource 
prospecting/analysis including CFD, (3) turbine selection, (4) estimation of currently produced energy, (5) 
Environmental evaluation, (6) Resilience and Economic Analysis, and (7) System Installation. The urban wind 
energy potential was assessed considering one small two-blade Darrius H-type vertical axis wind turbines on 
the roofs of a 29 m high-rise buildings, yielding an annual energy production in the best site of about 1030 kWh 
with a potential CO2 emission reduction of 0.64 Ton/yr. It was also found that the wind speed decrees 
significantly downstream the wind flow direction due to the building geometry, this means that the average 
speed could decrees in about 100% from the site of the wind flow incidence to the opposite, with the 
consequent impact in the energy generation.  

Keywords: 

Urban wind energy assessment; Distributed power system; Wind turbine; CFD. 

1. Introduction 
The world is undergoing an energy transition to limit climate change, the main base of such transition is 
accelerating the use of clean energy. Several of the United Nations Sustainable Development Goals until 2030 
are set in this direction, especially Goal 7, which sets out the challenge of Affordable and Clean Energy for All 
[1]. For this purpose, it is necessary to reduce the costs of renewable energies and take full advantage of the 
potential of energy efficiency, digitalization, smart technologies and sustainable solutions for electrification [2]. 
This paper proposes the use of urban wind energy as one of the alternatives to decouple the necessary 
economic expansion from the intensive use of fossil fuels. The goal is to promote the idea of providing energy 
accessibility in a sustainable way for humanity, taking the Dominican Republic (DR) as a case study. In that 
way, the DR, in the frame of the Paris agreement has the commitment to reduce by 25% the estimated per 
capita emissions of 3.6 tCO2eq by 2030, with respect to 2010 [3]. 

Due to the high population density in urban areas, both in emerging and developed countries, tailor-made 
energy solutions close to the area where demand is generated are required. Globally, consumption in buildings 
accounts for 30 % of primary energy consumption [4]. With the implementation of energy efficiency measures, 
savings about 20 – 40 % can be achieved. Small wind turbine (SWT) installations are expected to contribute 
to the energy transition towards low carbon and high efficiency services in cities [5]. Decentralized generation 
in urban environments is a possible solution, involving technologies such as solar PV and SWT [6]. In this 
direction, a full understanding of the renewable resources available in urban environments is needed. Tasneem 
et al. [7] argued that SWTs can be positioned in or around high-rise buildings, rail tracks, highways, and other 
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urban sites. The estimated energy of the wind in these places becomes very complicated due to it being 
aerodynamically irregular and heterogeneous. The obstacles, such as buildings, trees, and others have an 
influence on wind turbulence [8]. These obstacles significantly reduce the use of the resource through SWTs 
due to those extract momentum from the wind flow, causing a lower average wind speed [9]. Building shape, 
height, and separation between itself influence wind flow and direction due to the turbulence and surface 
roughness produced by them [7]. A proper wind speed assessment, wind selection and installation are the 
most challenging goals to address. Wind flow around a building is complex, since a separation zone results 
and vortices generated, however, the main region of interest is where there is an amplification of the flow [10]. 

For the studies in the urban environment of wind potential the progress of Computational Fluid Dynamic (CFD) 
scope is a corner stone. CFD can be efficiently integrated in the urban wind energy assessments methods. 
These studies are in principle dedicated to characterizing air flow through obstacles, such as building and trees 
in a volume of control. In an urban location the flow is considered as turbulent. In this way should be used the 
Favre-averaged Navier-Stokes equations with SOLIDWORKS Flow Simulation software to model turbulent 
flows in the urban environment [11], [12]. 

A two-equation standard model k-ε is involved in the flow simulations because of its robustness and simplicity, 
more advanced turbulence models could be employed, however the k-ε model is accurate enough for the 
purpose of this work. The propose of this study is develop existing methodologies for better prediction of wind 
behaviour in urban environment and predict the energy potential of small wind turbines in microgeneration. 

This research, rather novel in the Caribbean region and especially in the DR, aims to contribute to the 
characterization of wind in urban environments for the proper assessment of the technology to be used. The 
wind characteristics and the orography (existing buildings, terrain, etc.) are crucial elements for the deployment 
of SWT in urban environment. Another expectation of this work is to influence the architecture and urban 
planning to facilitate the use of the wind resource in the future. This research focuses on the potential of urban 
building in the DR, Santo Domingo for urban wind energy deployment. One building is studied in detail using 
CFD analysis in order to achieve the best performance of the wind energy technology. 

2. Methodology 

The methodology presented in this research have the purpose to perform with adequate precision a 
characterization of the urban wind energy potential in the Caribbean area, especially in the DR. It is important 
to highlight the efforts made to combine the current state of the art in the subject and the data available in the 
context of the region. In the literature consulted, very few studies of urban wind potential in tropical areas have 
been identified [13], [14]. However, worldwide scale there are many of such studies, important contributions 
has been made by authors such as AL-Yahyai, Bekele and Rezaeiha [15]–[19]. So far, no consistent research 
on the potential of urban wind in Caribbean cities has been identified in the consulted literature. In that way, a 
methodology is proposed to analyse the energy potential of urban wind. This methodology adopts several 
steps from some existing ones and proposes to incorporate an environmental evaluation and a detailed CFD 
analysis integrated to Geographic Information Systems (GIS) and on-site measurements. This adding lead to 
a wider study, taking into account the need to reduce the CO2 emissions, define best site to install the wind 
turbine and predict accurately enough the annual electricity generation. The methodology includes seven 
steps: (1) site selection, (2) resource prospecting/analysis including CFD, (3) turbine selection, (4) estimation 
of currently produced energy, and (5) Environmental evaluation, (6) Resilience and Economic Analysis, and 
(7) System Installation as shown synthetically in Figure 1. The last two steps of the methodology are the 
Resilience and Economic evaluation and the Detailed Engineering of the final project; both are beyond the 
scope of this work. The step from 1 to 7 presented in Figure 1 are described in the following sections. 

 

Figure 1. Schematic illustration of the steps of the proposed methodology. 

2.1. Characterization of the study area 

There is great potential in the use of urban wind for distributed electricity generation in densely populated 
urban areas [20], [21]. In these environments, small wind turbines (SWTs) can be conceived as building-
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integrated from the design phase or installed on rooftops of existing buildings or surrounding areas. Distributed 
wind energy in cities has the advantage of its proximity to the point of electricity demand, which means reduced 
costs for high-voltage transmission lines as well as for the necessary devices of such a system [22]. 

Trees, buildings and other obstacles on the ground influence wind speed and turbulence, especially in sites 
with low wind speed and high turbulence levels [8]. This significantly reduces the resource utilisation using 
SWTs, obstacles extract wind flow momentum, resulting in lower average wind speed [9].  

In order to identify potentially usable buildings for SWTs siting, parameters such as height, available roof area 
and structural integrity need to be assessed. A possible method for this purpose was identified in the work 
performed by Rezaeiha [18]. In this type of research, buildings in cities should identified and classified using 
GIS databases available on freely accessible websites, such as: [23]. These tools serve as a starting point to 
stratify buildings that meet the criteria for SWT installation. In this kind of research, in the case of Santo 
Domingo, buildings considered could be taken from the data base https://skyscraperpage.com/. In the case 
there is not existing database with information about the buildings an inspection must be carried out. 

2.2. Wind energy assessment 

In the literature several methods can be found for site-specific urban wind forecasting for energy purposes. 
The most commonly used methods are: on-site measurement, wind tunnel, numerical weather prediction, 
Computational Fluid Dynamic (CFD) and analytical methods [18], [24]–[28]. In any case, the main objective is 
to perform a wind characterization that includes the determination of parameters such as: average speed, 
direction, turbulence, energy density, etc. In this work, on-site measurements are used to evaluate the urban 
wind potential in the cities of Santo Domingo and, in DR. A brief description of this method is presented below. 

2.2.1 On-site measurement 

Wind speed and direction are the main parameters for the characterisation of the urban wind for energy 
purposes. The reference wind speed is established on the basis of measurements averaged every 10 minutes, 
according to the International Electrotechnical Commission standard. For the measurement of these 
parameters, an anemometer installed according to the aforementioned standard at the measurement site is 
needed [29]. In this study a data set collected from an anemometer installed in representative building in Santo 
Domingo were used. 

Usually, the wind speed and direction are statistically processed and plotted on a polar diagram called a wind 
rose, where the radial axis indicates the magnitude and frequency of the wind, showing the prevailing wind 
direction. It can also be displayed in a Cartesian coordinate diagram [21], [30], [31]. 

The accumulated records of wind parameters allow the construction of probability functions and predict the 
energy potential. The Weibull, Rayleigh and Lognormal distributions are widely adopted to predict wind speed. 
The most widely used is the Weibull distribution because of its flexibility and simplicity. However, limitations 
have been observed in this function for average wind speed lower than 2 m/s or close to zero, in this speed 
range the density distribution estimation can be very inconsistent [17]. This limitation is not relevant to use this 
function evaluating the potential for SWT, because typically the cut-out speed of this machines is 2 m/s. In this 
work, the Rayleigh Distribution, a variant of the Weibull distribution with a form factor equal to 2 is adopted 
[29]. Weibull distribution 𝑝(𝑣) is the probability distribution function used to describe the distribution of wind 
speeds over time duration. The Weibull probability function is given by Eq. (1): 𝑝(𝑣) = (𝑘𝑐) ∗ (𝑣𝑐)𝑘−1 𝑒−(𝑣𝑐)𝑘

,       (1) 

Where  𝑘 is the shape factor, a parameter that controls the width of the distribution and 𝑐 is the scale factor in 
m/s, this parameter controls the average wind speed and is defined in Eq. (2). 𝑐 = 𝑉𝑎𝑣𝑔√𝜋 ,       (2) 

Where: 𝑉𝑎𝑣𝑔, is the average wind speed. 

The parameters 𝑘 and 𝑐 can be estimated by several methods, being the method of maximum likelihood the 
most commonly used (Karthikeya et al., 2016; Islam et al., 2011). 

Another important characteristic of the wind is the Turbulence Intensity (TI), it is defined as the ratio of standard 
deviation of fluctuating wind velocity to the mean wind speed, and it represents the intensity of wind velocity 
fluctuation. This index should be calculated at 15 m/s, as it is one of the characteristic parameters included in 
the classification (classes) of SWTs according to the International Electrotechnical Commission [29]. At 
presents four SWT classes has been defined, for all classed the turbulence intensity should be 0.18 or less, 
and for the "S" class, it should be determined according to the referred standard. A turbine should not be 
exposed to wind turbulence intensity higher than 25 %, so this parameter is essential for determining the 
installation of small wind turbines [8]. Small wind turbines must be able to respond to frequent urban wind 
fluctuations and the site and system characteristics [32]. According to the National Renewable Energy 
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Laboratory (NREL) of the United States, turbulence levels can be categorised as follows: low, if TI have values 
less than or equal to 10%; moderate, if TI have values between 10% to 25%; and high, if TI have values greater 
than 25% [33]. The TI calculation is given by Eq. (3). 𝑇𝐼 =  𝜎𝑉𝑎𝑣𝑔        (3) 

Where: 𝜎 is the 10-min standard deviation, 𝑉𝑎𝑣𝑔 is 10-min average wind speed. 

2.2.2. Computational Fluid Dynamic 

Computational Fluid Dynamic (CFD) is a numerical simulation technique to study the behaviour of wind flow 
in urban locations. This method has become widely used due to advances in number methods and 
computational resources [34]. The CDF models have the ability to calculate the aerodynamic components with 
the integration of the Navier-Stokes equations at the periphery of the turbine blades [32]. The CFD is an 
efficient alternative to characterize the turbulence in the wind in the building. The method has been improved 
in simplification, calculation model, mesh processing, setting of boundary conditions, equation solver, 
simulation tools and other aspects [8]. 

The biggest barrier to the acceptance of CFD results is related to the accuracy of the technique, the costs, and 
the skill of the user. Verification and valuation is required for the CDF simulation results. Typically, the validation 
of CFD studies for real urban areas are carried out with field measurement data (Experimental tests) and wind 
tunnel [13], [28], [32], [34].  

According to Mittal et al. [28], the accuracy of the CFD simulation strongly depends on the selection of the 
turbulence model. The capacity of each turbulence model and its precision for different analysis resolutions 
are reported in the literature based on the experiences of the researchers. With this method, important findings 
have been obtained, such as: the recommendation to install small wind turbines 1.4 m above the roof of 
buildings and if they are horizontal axis wind turbines, that they be installed in the middle of the roof, as well 
as installing the turbine as high as possible in the windward direction [35]. 

The proposed methodology for the development building wind turbines projects in an urban environment based 
on CFD analysis was summarized in the in the Figure 1. This methodology lead to a better estimation and 
reduced the time, cost and risk of the feasibility studies in the development of such projects. 

As mentioned in section 2.1 it is necessary to delimit the project location and the surrounding zone to study 
the feasibility of the project. It is important to develop a general view aided by the CFD simulation to predict 
the flow patterns of the wind stream in the urban complex. With the purpose of assess the performance of the 
small wind turbines on the roof of the building of interest for the CFD simulations. After the site is selected, a 
standard wind resource assessment is completed, by using statistical and historical field data to estimate the 
power output of SWTs. The next stage is the CFD-based assessment, which includes four steps: the modelling 
site assessment, the modelling building-structure study, the modelling SWT study, and the modelling structure-
SWT study. In these steps, a CFD model of the site that includes the building and the surrounding areas, is 
elaborated, as well as a model of the building or structure suitable for CFD analysis. This analysis will allow 
selecting the type of turbine to install. After the SWTs selection a performance study using CFD analysis should 
be conducted. The results of this final analysis using the integrated method will define the viability of the project 
regarding technical performance. In this study is adopted SOLIDWORKS Flow Simulation to evaluate wind 
behaviour using CFD and applying finite volume analysis [36]. 

2.3. Selection of small turbines 
SWTs are aerodynamic machines, used to convert wind energy into electricity. Electricity production is a 
function of air density, the sweep area of the turbine blades, and the speed cube [37]. There is a wide variety 
of designs and types of small wind turbines. Commonly, highly efficient developments are considerably 
influenced by criteria related to the operation and location of the machine. In the wind turbine industry, there 
are mainly two designs, horizontal axis wind turbines (HAWTs) and vertical axis wind turbines (VAWTs) [26], 
[35], [38].  

HAWTs are generally installed in areas relatively separated from cities, and with considerable heights above 
ground level, according to local policies and regulations. These machines must always be oriented with the 
rotor perpendicular to the wind direction, which makes it unappropriated to be installed in places with frequent 
changes in wind direction or high turbulence [7], [10].  

VAWTs can be classified into two main categories, Darrieus and Savonius rotor. Darrieus VAWTs are usually 
considered a lift rotor, since the torque is generated by the average lift force. On the other hand, Savonius 
rotors operate normally by the action of drag force. H-type rotor VAWTs are a combination of lift and drag 
forces. VAWTs are more used in urban environments because they are less vulnerable to changes in wind 
directions. 



According to the International Electrotechnical Commission (IEC), SWTs are those with a capacity ≤ 50 kW 
and a rotor swept area ≤ 200 m2 [29]. Different classifications, according to power, hub height, and swept exist 
in different countries. In this work we adopt IEC classification.  

According to Rezaeiha [18], urban wind energy harvesting systems can be categorized as follow: (i) Stand-
alone near building, (ii) Retrofitted to existing building, and (iii) Fully integrated into building architectural form. 
In this work it is considered appropriate to use a small two-blade Darrieus H-type vertical axis turbine (VAWT). 
This machine is 1 m in diameter and 5 m in height, with a sweeping area of 5 m2. This SWTs were selected 
because a good performance at low speeds and turbulent environments, which is a condition that generally 
occurs in urban areas. 

2.4. Annual energy production estimation 
For the estimation of the annual energy production (AEP), the methodology proposed by Rezaeiha [18] is 
adopted. The equation to estimate the AEP is shown in Eq. (4): 𝐴𝐸𝑃 = 8760 ∗  ∫ 𝑃∞0 (𝑉𝑎𝑣𝑔; 𝑐; 𝑘) ∗ 𝑃(𝑉)𝑑𝑣       (4) 

Where: 8760 are the hours during a year, 𝑃 (𝑉𝑎𝑣𝑔; 𝑐; 𝑘) ∗ is the probability of occurrence of a given speed based 
on the Weibull distribution, and 𝑃 (𝑉) is the power produced by the wind turbine at that speed. The power 
extracted by the wind turbine is described according to Eq. (5): 𝑃(𝑉) = 0.5 ∗ 𝐶𝑃 ∗ 𝜌 ∗ 𝐴 ∗ 𝑉𝑎𝑣𝑔3       (5) 

Where: 𝐴 is rotor area, 𝐶𝑃 is the power coefficient of the rotor, 𝑉𝑎𝑣𝑔 is the wind speed and 𝜌 is the air density. 

2.5. Environmental evaluation 
To evaluate the potential environmental benefit from the installation of the SWTs an assessment of the avoided 
CO2 emissions from replacing electricity generation from fossil fuels by electricity from SWTs can be carried 
out. Fossil fuels prevail in DR electricity sector, according to Guerrero-Liquet: oil (46.27%), natural gas 
(25.92%) and coal (14.03%), represented 86% of electricity generation in the country. Only 10% of electricity 
generation is produced from renewable sources, particularly hydropower (6.26%) and wind energy (1.90%) 
[39]. Is it important to highlight that Oil and coal are the higher CO2 emitters. With data from the Coordinating 
Body of the National Interconnected Electrical System (OC-SENI) an estimation of the emission factors for 
these fuels has been done [40]. It was found that emissions factors expressed in kgCO2eq/kWh for oil and coal 
are about 0.75 and 0.98 respectively. On the other hand, according to the Standardized baselines set by the 
United Nations Framework Convention on Climate Change, the CO2 emission factor for the SENI in DR 
applicable to wind and solar power generation project activities is 0.6216 kgCO2/kWh. This standardized 
baseline will be adopted for calculations in this research [41]. Assuming the SWT electricity generation carbon 
free, the Avoided Emission (AE) in kgCO2eq can be calculated by multiplying the annual energy production 
(AEP) in kWh, by Emission Factor (EF) in kgCO2eq/kWh, as shown in Eq. (6). 

 𝐴𝐸 = 𝐴𝐸𝑃 ∗ 𝐸𝐹       (6) 

3. Case study, results, and discussion 
This work has been developed to stablish a methodology to assess the urban wind energy potential in buildings 
for the Dominican Republic, as a first case study a representative building located in the Technological Institute 
of Santo Domingo (INTEC) has been taken. The most important findings are presented from a survey 
campaign carried out at INTEC located in Santo Domingo. Two anemometers were installed for data recording, 
which are identified with the following nomenclature: Anem1-INTEC and Anem2-INTEC. The Santo Domingo 
Institute of Technology (INTEC) is a private, non-profit, public service, Dominican higher education institution 
founded in 1972 by a group of academics committed to the social transformation of the country and the 
continuous promotion of the quality of education. It is located in the coordinate 18°29'16.81"N, 69°57'45.18"W. 
A detailed map of the INTEC campus is shown in Figure 2.  

The Anem1-INTEC and Anem2-INTEC registered data during the period May-December and June-December 
2017 respectively. The sensors were installed in building with 20 m height. A total of 208881 and 152816 
records were taken from Anem1-INTEC and Anem2-INTEC, with an availability of 71% and 77% respectively. 
In 2017 the country was hit by several meteorological adverse events which affected the data collection. Figure 
3 a) shows the behaviour of the monthly average wins speed. The mean speed for the periods was about 2.50 
m/s at 20 m. At 40 m height the estimated average wind speed using the Hellmann exponential law and the 
logarithmic wind profile law was 3.05 m/s. The Hellmann exponential is the general methods for estimating 
wind speeds at higher hub heights from known wind speed at lower heights [30]. 

 



 

Figure 2. Detailed map of the INTEC campus. 

 

Figure 3. a) Average monthly wind speed, b) Period average wind rose. 

Fig. 3b) shows the wind rose for the three sensors during the study period. The predominant wind direction is 
North-East, with a strong correlation with the data records of the meteorological services for both 
measurements sites [31]. The predominant wind direction with the highest intensity was registered from 15° 
respect to North. 

Table 1 shows the hourly variation of wind speed (WS) for one day. Table 1 has a colour scale, where red 
represents unfavourable speeds and green favourable. Note that in the interval from 13:00 to 15:00 the highest 
energy potential occurs. This is very positive, since the energy consumption associated with air conditioning 
in this horary is considerable in tropical areas. Note that in Santo Domingo there are average wind speeds 
higher than 2 m/s during approximately 18h every day. 

Table 1. Daily average variation of wind speed. 

 
 
From the minute-by-minute recordings, the average speed was calculated for 10-minute intervals. The most 
probable speed recorded were 2 m/s, 3 m/s and 4 m/s with probabilities of occurrence of 24.5%, 24% and 
17.7% respectively. Figure 4 shows the Weibull distribution for the parameters given in Table 2. For a mean 
wind speed of 3.05 m/s the corresponding parameters for the Weibull distribution are 3.44 m/s and 2 for the 
share factor and scale factor, respectively. TI was categorised as moderate, high and low to 63%, 29% and 
8%, respectively. This may be mainly associated with the terrain orography, deeming that these measurements 
were made in a building in an urban environment. 
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Figure 4. Weibull distribution. 

 

 

 

Figure 5. Physical model of the INTEC campus, building and sites of interest. 

Table 2 Describes each one of the optimized initial conditions selected which correspond to the CFD 
simulations performed. The wall condition of 1,000,000 micrometres comes from “Guide to Meteorological 
Instruments and Methods of Observation”, where it is pointed out that the roughness of the terrain is classified 
by the class of the terrain. INTEC is surrounded by class 7 terrain, presenting large regular obstacles typical 
of the suburbs, assigning it a roughness height of 1 m. The decomposition of each velocity parameter is 
represented at the Table 3. 

The configuration of the grid and the determination of the size of the refinement of the mesh states the precision 
of which the CFD simulation will be performed. For these CFD simulation, a global mesh structured are 
selected with a manual refinement definition of 249 cells per X, 100 cells per Y and 100 cells per Z. This global 
mesh refinement exceeds the number of cells assigned in all axis by the highest level of auto refinement with 
the sole porpoise of ensure precision at the areas of interest. This results in 2,643,484 cells that integrate the 
meshing of which 78,416 are in contact with solids. Additional to the mesh refinement a control plane tool was 
employed to increase the density of cells at the areas of interest. 
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Table 2. Optimized Initial and boundary conditions for the development of CFD simulations. 

Analysis type Fluid Type  
Boundary 
Conditions 

Initial and Environment 
Conditions 

Mesh 
Configuration 

Flow Type: 

External. 

Air with all its 
physical 
properties. 

Roughness 
length: 
1,000,000 µm. 

a) Thermodynamic parameters: 
-Temperature 28°C=301K. 
-Atmospheric pressure:101325 
Pa. 

b) Velocity parameters: 

Wind speed of air 1 m/s, 2 m/s, 3 
m/s, 4 m/s, 5 m/s, 6, m/s 7 m/s, 
8 m/s, at 15°. 

c) Turbulence parameters: 

- Turbulence length: 0.4003m 

- Turbulence intensity: 0.1%. 

d) Humidity parameters: 

-Average relative humidity of 
80%. 

Manual Mesh 
with 2,643,484 
control volume 
cells. 

Gravity force: 

9.81 m/s2. 

Laminar and 
Turbulent Flow. 

  

  

  
  

  
  

  
  

  

 

Table 3. Wind Velocity vector decomposition. 

Magnitude (m/s) Angle (degrees) Velocity in X (m/s) Velocity Y (m/s) 

1 15° -0.965926 0.258819 

2 15° -1.93185 0.517638 

3 15° -2.89778 0.776457 

4 15° -3.86370 1.03528 

5 15° -4.82963 1.29410 

6 15° -5.79555 1.55291 

7 15° -6.76148 1.81173 

8 15° -7.72741 2.07055 

 

 

Figure 6. Dimetric view of the INTEC campus in SolidWorks Flow Simulation. 

 

Figure 7 reveals the top view of velocity contour at 3 m/s at 15° of the INTEC was obtained by CFD simulations. 
Results shows how the wind is distributed across the campus and the high-speed zones over the tall buildings. 
The image below also reveals the possible positions to locate wind turbines over the EL building. Note in the 
Figure 7 how different is the wind speed in the different site of interest. From this observation can be deduced 
that energy generation of a wind turbine can be significantly different depending on the site of installation even 
over the same roof. 



 

Figure 7. CFD simulation velocity contour at 34 m elevation, 3 m/s free stream flow. 

The Table 4 summarise result of measurement analysis regarding the wind speed behaviour based on 
anemometers measurements collected near the building studied and wind behaviour analysed using CFD 
analysis.       

Table 4. Wind speed information from anemometers and modelling results at sites of interest. 

Free stream 
flow Wind 
speed (m/s) 

Occurrence 
(hours) 

Wind Speed at sites of interest from modelling (m/s) 

X1, Y1 X2, Y2 X3, Y3 X4, Y4 X5, Y5 

1  1380    1.1 1.1 0.1 0.4 0.3 

2  2142    2.3 2.3 0.4 0.9 1.1 

3  2106    3.5 3.5 0.6 1.2 1.8 

4  1554    4.7 4.6 0.8 1.6 2.5 

5  908    5.9 5.8 0.9 1.9 3.3 

6  430    7.1 6.9 1.2 1.8 4.9 

7  167    8.3 8.0 0.7 1.0 6.9 

8  72    9.4 9.2 1.4 3.1 5.1 

 
The Figure 8 shown how the wind speed may differ from one site to another even over the same roof. 

 

 

Figure 8. Wind speed at site vs. free flow simulation speed. 
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Given the wind characteristics described above, VAWT technology was chosen in this study, since this type 
of turbine have a good performance in urban locations with low wind speeds and high TI [18]. A turbine similar 
to the one selected by Rezaeiha in the wind potential studies in 12 cities in the Netherlands was selected [18]. 
The selected turbine is a Darrieus Type-H rotor with a rated power of 2.4 kW at a wind speed of 12.5 m/s and 
a swept area of 5 m2. From the power curve of the Darrieus Type-H turbine, the energy produced during the 
year can be estimated as a function of wind speed regimes. The equation that best fit to the power curve for 
this machine was estimated using the potential regression method, with a correlation of R² = 0.9944, the 
function is given by Eq. (7): y = 1.1501𝑥3.0842        (7) 

Where: y, is the power delivered by the machine in Watt and 𝑥, is the wind speed in (m/s). 
 

Table 5 shows the estimated annual power and energy generated for the given speed ranges of a VAWT 
installed at each sensor position, the energy that could potentially be generated at Anem2-INTEC position. 
Also, Table 5 shows the estimated annual power and energy generated for the given speed ranges of a VAWT 
installed at each sensor position, the energy that could potentially be generated at Anem2-INTEC position 
would be 1030 kWh/year. 

Table 5. Power generation based on free stream  speed and modelling results at sites of interest. 

Speed (m/s) 
Ocurr. 

(h/year) 

Power (W) 

Free 
stream 

X1, 
Y1 

X2, 
Y2 

X3, 
Y3 

X4, 
Y4 

X5, 
Y5 

Free 
stream 

X1, 
Y1 

X2, 
Y2 

X3, 
Y3 

X4, 
Y4 

X5, 
Y5 

0 0 0 0 0 0 0 0 0 0 0 0 0 

1 1.11 1.14 0.14 0.15 0.26 1,380 0 0 0 0 0 0 

2 2.34 2.33 0.38 0.86 1.11 2,142 10 16 16 -  -    - 

3 3.52 3.48 0.56 1.22 1.77 2,106 34 56 54 -  -    - 

4 4.7 4.63 0.77 1.55 2.53 1,554 83 136 130 -  -    20 

5 5.88 5.78 0.93 1.89 3.26 908 165 271 257 -  8  44 

6 7.08 6.94 1.15 2.39 4.01 430 289 481 453 -  17  83 

7 8.27 8.1 1.34 2.81 4.75 167 465 776 729 -  28  140 

8 9.46 9.26 1.54 3.22 5.49 72 701 1175 1101 -  43  220 

 

Table 6 shows the estimated annual energy generated for the given speed of a VAWT installed at each sensor 
position, the energy that could potentially be generated by one unit at X1,Y1 position would be 1,030 kWh/year. 
The avoided emissions CO2 are also presented in Table 6. 

 

Table 6. Power generation based on free stream speed and modelling results at sites of interest. 

Parameters 
Generated Energy (W-h/yr) 

Free stream X1, Y1 X2, Y2 X3, Y3 X4, Y4 X5, Y5 

Annual energy per VAWT [kWh] 623 1,030 978 0 22 146 

Avoided emissions CO2 [kg/Year] 387 640 608 0 14 91 

VAWTs 5 5 5 5 5 5 

Total annual energy [kWh] 3,116 5,151 4,891 0 112 731 

Total avoided emissions of CO2 [kg/Year] 1,937 3,202 3,040 0 70 454 

 

The Figure 9 is to illustrate how different can be the energy generation of a wind turbine depending on the site 
where this is installed even on the same roof. Based on the estimated annual energy production with an 
emission factor of 0.6216 TonCO2/MWh, it can be determined that 0.640 tonnes of CO2 emissions into the 
atmosphere per year could be avoided per SWT if it is located in the best site. 



  

Figure 9. Annual energy generation and Avoided CO2 emissions at site characterized by the anemometers 
and by CFD simulations. 

4. Conclusions 

This research is a starting point for assessing the urban wind potential for electricity generation in urban 
environment and contribute to the decarbonization of the Dominican Republic energy matrix. The wind 
generation potential in a typical building located in an urban area from Santo Domingo has been assessed.  
On-site measurement campaigns conducted at INTEC and simulation result analysis has been used. 

The average wind speed in Anem1-INTEC, Anem2-INTEC was about 2.5 m/s respectively, which is 
considered a relatively low. At 40 m It was estimated an average wind speed of about 3.05 m/s. The prevailing 
wind direction with the highest intensity was recorded at 15° respect to North. The wind roses have good 
correlation with freely available GIS databases. Between 13:00h to 15:00h the higher wind intensity occurs. 

A methodology was presented to estimate the wind potential in urban buildings taking into account the exact 
site of the SWT and the building geometry using, and integrated approach based on on-site measurements 
and CFD analysis. The selected turbine was VAWT Darrieus Type-H, with good performance at low speed 
and very turbulent environments. The estimated AEP for one turbine in best site was 1030 kWh/yr with a 
potential CO2 emission reduction of 640 kg/yr. The site of the turbines even in the same roof is relevant for 
the energy generation, modelling results shown differences in the estimate energy generation from one corner 
of the roof to the opposite of 100%. 

Future research should quantify 100% of the available potential in buildings with a detailed estimate of the 
number of buildings and the area available for VAWT installation. In addition, survey studies should be 
extended both spatially and temporally. Given the geographical position of the DR and its exposure to adverse 
meteorological events, a resilience and feasibility analysis will be performed for future urban wind potential 
analysis. 
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Abstract: 

The high concentration of solar light on photovoltaic cells leads to extremely high cell temperatures, leading to 
decreased cell efficiency. Appropriate cooling techniques need to be integrated to sustain the high rise in 
temperature and maintain a uniform temperature throughout the photovoltaic cell. This study focuses on the 
cooling of photovoltaic cells with a confined jet impingement cooling technique. The major objective is to 
improve cell efficiency using the confined jet impingement technique to avoid hotspots, thermal stress, and 
current mismatching problem. The channels are created on the backside of the photovoltaic cell such that the 
coolant strikes the cell at the center and leaves at the four corners of the cell. Water-based ZnO and Ag-ZnO 
hybrid nanofluids are used as a coolant because of their high thermal conductivity and heat transfer capacity. 
The results showed better cooling performance and improved cell efficiency of photovoltaic cells with 
nanofluids compared to water as a coolant. In addition, sufficient temperature uniformity is maintained within 
PV cells. The effect of the coolant mass flow rate and nanoparticle volume concentration is also studied. 
Results showed improved cell electrical efficiency at higher coolant mass flow rates and higher nanoparticle 
volume concentration. 

Keywords: 

Concentrated photovoltaic; Confined jet impingement; Efficiency; Energy; Nano-fluids  

1. Introduction 
Solar energy is considered a significant renewable energy source. The annual potential of solar energy is 
1,575–49,837 exajoules (EJ), which is 1.8–58 times the estimated future world energy consumption of 860 EJ 
in 2040 [1,2]. Solar energy can be used by various technologies such as photovoltaic (PV) systems,   
concentrated PV systems, solar thermal collectors, etc. PV systems and solar thermal collectors can be 
combined to obtain electrical and thermal energy outputs. Photovoltaic thermal (PVT) systems improve solar 
cell conversion efficiency, expanding solar energy utilization. However, the flat plate PVT system generates 
heat at low temperatures, which restrains the use of these systems for some high-temperature applications. 
To overcome such problems, concentrated photovoltaic thermal (CPVT) systems are a better alternative. 

Concentrated photovoltaic (CPV) systems utilize optics to concentrate sunlight onto PV cells. Therefore, CPV 
can replace the expensive PV cells with cheaper concentrator optics to enable harnessing the same amount 
of solar radiation but with fewer PV receivers. Despite several advantages of a CPV system over flat plates, 
CPV systems face many challenges. The main challenge is that the high concentration of solar light on 
photovoltaic cells leads to extremely high cell temperatures, resulting in decreased cell efficiency. A major 
portion of the available solar energy is converted to thermal energy, leading to problems such as hotspots, 
current mismatching, and thermal fatigue. It is essential to have a uniform PV cell temperature to avoid current 
mismatching and thermal stresses. To sustain the high rise in temperature and to maintain a uniform 



temperature throughout the photovoltaic cell, appropriate cooling techniques are required to be integrated. 
Many cooling techniques, such as air-based cooling, liquid immersion, jet impingement, phase change material 
cooling, heat pipe, micro-channel cooling, and thermoelectric cooling, have been employed, which were 
reviewed in various literature [3]. Theristis et al. [4] reported that passive cooling is not enough to dissipate 
heat from the cell under high concentration ratios. Jet impingement is an appropriate cooling method for 
densely packed PV cells to achieve a uniform cell temperature [5]. Many researchers reviewed unconfined 
and confined jet impingement cooling systems for PV cells. Recent studies showed that the temperature of the 
PV cell can be reduced from 1360 °C to 65 °C for a concentration ratio of 1000 suns using confined jet 
impingement cooling with water at a mass flow rate of 50 g/min [6]. Javidan et al. [7] reported that temperature 
of the PV module decreased from 63.95 °C to 33.68 °C by using an optical set of parameters for jet 
impingement cooling. Bahaidarah et al. [8] reported a temperature decrease from 69.7 °C to 36.6 °C using an 
unconfined jet impingement cooling technique. Zubeer et al. [9] reported that the temperature of an uncooled 
PV system and a low-concentrated (1-3 suns) PV system was 57.5 °C and 64.1 °C, respectively, which 
decreased to 36.5 °C with water jet impingement cooling. Barrau et al. [10] studied the performance of hybrid 
jet impingement micro-channel cooling for densely packed PV cells, and calculated the heat transfer coefficient 
as a function of pressure drop, and compared the performance of hybrid cooling to micro-channel cooling 
alone. Markal et al. [11] performed experiments to investigate the effect of impinging air jets on the cooling of 
PV cells. It was found that the average surface temperature of the PV cell can be decreased by 61.5%, and 
the output power can be improved by 13.2%. Amanlou et al. [12] studied the effect of air diffuser geometry on 
the performance of low-concentrated PV systems. Also, the effect of air mass flow rates on concentrated PV 
cells' performance was studied. It is reported that by increasing the air mass flow rate from 0.0008 to 0.016 
kg/s, the electrical, thermal, and overall efficiency of the PV cell was improved by 13.5, 22.75, and 22.41%, 
respectively. Singh et al. [13] performed numerical modelling and experimental study for performance 
improvement of PV modules with a hybrid cooling system with a thermoelectric cooler and phase change 
material. It was reported that TECs provide better cooling than PCMs under similar conditions as panel 
efficiency increases by 5.73%. It was observed that electrical efficiency shows a maximum increment of 19.4% 
with hybrid cooling. Sabry et al. [14] studied thermoelectric generator (TEG) cooling on concentrated PV 
systems. Compared to only a CPV cell on top of a heat sink, the generated power of the CPV/TEG hybrid 
system increased by 7.4%, 5.8%, and 3% corresponding to using the 30 × 30 mm2, 40 × 40 mm2 and the 62 
× 62 mm2 TEG modules, for which the number of junctions is 31, 127 and 49, respectively.  

The aim is to design a highly efficient CPVT system with hybrid cooling, such as confined jet impingement and 
a thermoelectric generator. Although many researchers have worked on the performance of jet impingement 
cooling of microelectronics, very few studies are reported on confined jet impingement cooling of highly 
concentrated PV systems. Confined jet impingement cooling provides a better uniform PV cell temperature, 
eliminating thermal stresses and current mismatching. Most researchers use water as a cooling fluid for jet 
impingement cooling of PV cells. Nanofluids provide better cooling than water because of their higher thermal 
conductivity [15]. In this work, the performance improvement of a highly concentrated PV system under 
confined jet impingement with Ag-ZnO hybrid nanofluids as a coolant is studied. The effect of volume 
concentration of Ag-ZnO nanoparticles on CPV cell cooling and electrical efficiency is observed. Also, the 
effect of the mass flow rate of the Ag-ZnO hybrid nanofluid on the performance of confined jet impingement 
cooling of CPV cell is studied, and the performance of Ag-ZnO hybrid nanofluids is compared with water as a 
cooling fluid. 

2. System description 

2.1 System Geometry 

The solar cell used in this analysis is a multi-junction solar cell with a reference cell efficiency of 40.3% at a 
reference temperature of 298 K. The dimension of the solar cell is 10 mm × 10 mm with 0.19 mm thickness. 
The solar cell is supported by a board structure which consists of a copper structure followed by a ceramic and 
copper board. The upper copper layer's dimensions are 24 mm × 19.5 mm with 0.25 mm thickness, followed 
by a 25.5 mm × 21 mm ceramic layer and a 25 mm × 20.5 mm copper layer with 0.32 mm and 0.25 mm 
thickness, respectively. An aluminium heat sink of 25.5 mm × 21 mm with 4 mm height is placed at the bottom 
of the structure. An inlet is placed at the center of the heat sink, and four outlets are placed at the four corners. 
The cooling fluid enters the center of the heat sink and exits through the four outlets at the corner.  

 



 

 (a) 

    

(b) 

Figure 1.  (a) Isometric view of the assembly (b) Solar cell layers and jet impingement channel configuration. 

Table 1. Properties of solar cell layers and board structure  

Solar cell layer Thermal 
conductivity (k) 
(W/m.K) 

Specific heat (C) 
(J/kg.K) 

Density (r) 
(kg/m3) 

Emissivity (ε) 

Germanium 60 320  5323 0.9 

Copper-1 400 385 8700 0.05 

Ceramic 30 900 3900 0.75 

Copper-2 202.6 871 2719 0.9  

 

2.2 Governing equations 

For solar cell layers: 

The heat conduction equation between the layers of the PV cell is as follows: 

∇(𝑘!∇𝑇!) + 𝑞! = 0             (1) 

where ki represents the thermal conductivity of the ith layer.  

Internal heat generation term is added for the germanium layer because heat is generated inside the 
germanium layer due to solar radiation absorption.  

The heat generated in the germanium layer is calculated according to the following expression: 

 

𝑞!" =
($%&!"##).!.)$".*

+
             (2) 



where G is the net concentrated solar irradiation, α is the absorptivity of the germanium layer, and A and V are 
the surface area and volume of the germanium layer, respectively. ηcell is the cell's electrical efficiency. 

The net concentrated solar irradiation is a function of the optical efficiency of the solar cell (ηopt ) and the 
concentration ratio (CR) of the solar cell. 

𝐺 = 𝐼. 𝐶𝑅. 𝜂"#$                           (3) 

where I is the solar irradiation falling on the solar cell. 

The electrical efficiency of the solar cell (ηcell) is a function of the operating temperature of the solar cell. As 
the temperature of the solar cell increases, the cell efficiency decreases. The term (1-ηcell) represents the 
portion of absorbed concentrated solar irradiance converted to heat. This heat has to be dissipated or absorbed 
by the coolants to keep the cell's temperature low. The solar cell's electrical efficiency is expressed in terms of 
the operating temperature of the cell by the following equation: 

𝜂%&'' = 𝜂(&) − 𝛽$*&(+,'(𝑇%&'' − 𝑇(&))          (4) 

where cell reference efficiency ηref is taken as 40.3% at reference temperature Tref = 298K and CR = 1000, 
and βthermal is the thermal coefficient and is equal to 0.047%. 

For jet impingement: 

Continuity equation:  

Ñ. 2𝜌)𝑉5⃗ 7 = 0             (5) 

 Momentum equation: 

𝑉5⃗ .Ñ2𝜌)𝑉5⃗ 7 = 	−Ñ𝑃 + Ñ. (𝜇)Ñ	𝑉5⃗ )           (6)  

Energy equation: 

𝑉5⃗ .Ñ2𝜌)𝐶)𝑇7 = 	Ñ. (𝑘)Ñ𝑇)           (7) 

where, r, µ and k are the density, viscosity, and thermal conductivity of the coolant fluid, respectively. 𝑉5⃗  and 
P is the velocity and pressure, respectively. 

2.3 Boundary conditions: 

The top layer of the concentrated PV system is subjected to mixed convection radiation heat losses boundary 
conditions. All of the sides of the CPV system are given adiabatic boundary conditions. For the coolant, inlet 
jets are given uniform temperature and velocity normal to the inlet boundary conditions, and at the outlet, zero-
gauge pressure boundary condition was given. 

For the top layer of the germanium cell layer and copper layer: 

−𝑘!"
,-$"

,.
=	𝑞/01,!"→4 + 𝑞5678,!"→0          (8) 

−𝑘59
,-!&

,.
=	𝑞/01,59→4 + 𝑞5678,59→0          (9) 

where, qrad,Ge→S is the radiative heat loss from the Germanium layer to the sky and qconv,Ge→a is the convective 
heat loss from the germanium layer to the ambient. 

The convective heat loss from the Germanium layer to the ambient can be calculated using the following 
correlations: 

𝑞%"-.,0&→, = ℎ%"-.,2!-3(𝑇0& − 𝑇,)                      (10) 

ℎ%"-.,2!-3 = 5.82 + 4.07𝑉2!-3                      (11) 

where Ta is the ambient temperature, TGe is the temperature of the Germanium cell, hconv,wind is the convective 
heat transfer coefficient, and Vwind is the wind velocity. 

Radiation heat loss from the germanium layer to the sky can be calculated using the following expression: 

𝑞(,3,0&→4 = 	𝜎𝜖0&(𝑇0&5 − 𝑇65)                      (12) 

𝑇6 = 0.0522𝑇,7.9                        (13) 

where εGe is the emissivity of Germanium, Ts is the sky temperature in Kelvin, and Ta is the ambient 
temperature in Kelvin.  

At the interfaces between all layers, thermally coupled boundary conditions are given. At the interface between 
the germanium layer and copper top layer, the thermally coupled boundary condition is given as follows:  

 

−𝑘0&∇𝑇0& = −𝑘%:∇𝑇%:                      (14) 

𝑇0& = 𝑇%: 

At the interface between the top copper layer and the ceramic layer: 



−𝑘%:∇𝑇%: = −𝑘%&∇𝑇%&                       (15) 

𝑇%: = 𝑇%& 

At the interface between the ceramic layer and the bottom copper layer: 

−𝑘%&∇𝑇%& = −𝑘%:,;∇𝑇%:,;                       (16) 

𝑇%& = 𝑇%:,; 

At the interface between the bottom copper layer and the heat sink top surface: 

−𝑘%:,;∇𝑇%:,; = −𝑘<'∇𝑇<'                       (17) 

𝑇%:,; = 𝑇<' 

where TGe, Tcu, Tce, Tcu,b, TAl are the temperatures of the germanium cell layer, top copper layer, ceramic layer, 
bottom copper layer, and aluminium heat sink, respectively. kGe, kcu, kce, kcu,b, kAl are the thermal conductivities 
of the germanium cell layer, top copper layer, ceramic layer, bottom copper layer, and aluminium layer, 
respectively. 

For heat sink inlets and outlets: 

At inlet: 𝑉) = 𝑉!- and Tin = 298K 

At outlet: gauge pressure Pout = 0 

All sides of the heat sink wall and the back side are adiabatic. 

No slip boundary condition at the fluid-solid interface. 

3. Results and discussion  

3.1 Validation 

The present numerical model is validated with Zahhad et al. [6]. The authors investigated the variation in cell 
temperature with a mass flow rate of cooling fluid and concentration ratio. The authors studied the variation in 
thermal stress along the center and diagonal lines of the cell. Zahhad et al. [6] used water as a cooling fluid.  
Figure 2 shows the variation in the temperature of the Germanium cell with respect to the inlet mass flow rate 
of the cooling fluid. It is observed that the cell temperature decreases with an increase in the coolant mass 
flow rate. The configuration with one inlet at the center is better than multiple inlet jets because of the absence 
of cross-flow. Therefore, the impingement zone develops without restrictions at the target surface of the 
impinging. A reasonable agreement is found between the present numerical model and the results by Zahhad 
et al. [6]. An average error of 1.68% and an average temperature difference of 1.33 K is found between the 
present numerical model and the results by Zahhad et al. [6].  

 

Figure 2.  Validation of numerical model with Zahhad et al. [6]. 

 



The simulation is further performed for the same configuration with Ag-ZnO hybrid nanofluids as a cooling 
fluid. The thermophysical properties used for Ag-ZnO hybrid nanofluids are listed below [15] :   

Table 2. Thermophysical properties of Ag-ZnO hybrid nanofluids 

Volume 
concentration (%) 

Density (kg/m3) Specific heat 
(J/kg-K) 

Thermal 
conductivity ratio 
(Knf/Kb) 

Viscosity (Pa-s) 

0.02 1000.932 4186.264 1.08 0.0031 

0.04 1001.864 4185.527 1.145 0.0035 

0.06 1002.796 4184.791 1.185 0.0042 

0.08 1003.728 4184.054 1.25 0.0045 

0.10 1004.66 4183.318 1.29 0.0052 

 

Figure 3 shows the cell temperature at varying volume concentrations of Ag-ZnO nanoparticles at a mass flow 
rate of 25 g/min. The cell temperature decreases with an increase in the volume concentration of nanoparticles. 
This is because of the enhanced thermophysical properties of nanofluids at a higher volume concentration of 
nanoparticles. The thermal conductivity of nanofluids increases due to the Brownian motion of nanoparticles. 
Nanoparticles move through the liquid, and convection is induced due to the Brownian motion of nanoparticles. 
This leads to an increase in nanofluid thermal conductivity. Also, the ballistic phonon transport of nanoparticles 
helps increase the thermal conductivity of nanofluids. Due to the increase in the thermal conductivity of 
nanofluids, the amount of heat transferred from the bottom copper layer to the coolant increases. 

  

Figure 3.  Variation in cell temperature with Ag-ZnO volume concentration. 

Figure 4 shows the cell electrical efficiency with a varying volume concentration of Ag-ZnO nanoparticles at a 
mass flow rate of 25 g/min. It is evident that the electrical efficiency increases with increasing nanoparticle 
volume concentration. Since the cell temperature decreases with an increasing volume concentration of 
nanoparticles, the cell’s electrical efficiency increases. 
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Figure 4.  Variation in cell electrical efficiency with Ag-ZnO volume concentration. 

Figure 5 shows the effect of the mass flow rate of Ag-ZnO nanofluids at 0.1% volume concentration on the 
average cell temperature and compares it with water as a coolant. The minimum mass flow rate is 25 g/min to 
avoid flow boiling. It is observed that Ag-ZnO hybrid nanofluids cool the cell better because of their enhanced 
thermophysical properties. Therefore, the cell's electrical efficiency will be higher with nanofluids as a cooling 
fluid. 

Although cell temperature decreases at higher coolant mass flow rates, the pressure drop also increases with 
the increase in the coolant mass flow rate. The net power gained is affected by frictional pressure drops. To 
use waste heat from highly concentrated PV system applications, the coolant mass flow rate should be low.  

Cell temperature variation on the cell surface is also evaluated. It is observed that the maximum temperature 
difference at the surface of the cell is 2.06 °C for a mass flow rate of 25 g/min at 0.1% volume concentration 
of Ag-ZnO nanoparticles. It shows that temperature uniformity can be achieved using a confined jet 
impingement cooling technique on the surface of the PV cell. This will eliminate the problems associated with 
thermal stresses and current mismatching. 

  

Figure 5.  Variation in cell temperature with mass flow rate of coolant. 
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4. Conclusions 
It is found that Ag-ZnO hybrid nanofluids can perform a better cooling of the cell than water because of the 
enhanced thermophysical properties of nanofluids. The thermal conductivity of nanofluids increases compared 
to base fluid, which increases heat transfer from the bottom copper layer to the coolant. The higher the 
nanoparticle volume concentration, the better the cooling effect. Also, nanofluids will increase cell electrical 
efficiency. It is observed that numerically there is only a slight increase in cell efficiency with nanofluids 
compared to water. Experiments with the proposed system will be performed in the future. Surely, the cooling 
of CPV cells and cell electrical efficiency will be improved in experimentation since the effect of Brownian 
motion and ballistic transport phonon of nanoparticles will be observed in experiments. 

Nomenclature 
A area of the solar cell, m2 

CR concentration ratio 

G concentrated solar irradiance, W/m2 

h convective heat transfer coefficient, W/(m2 K) 

I direct normal irradiation, W/m2 

k thermal conductivity, W/(m K) 

L length, m 

ṁ mass flow rate of coolant, kg/s 

q heat flux, W/m2 

T temperature, ˚C 

V volume of solar cell, m3 

v velocity, m/s 

W width, m 

Greek symbols 

µ  Viscosity, Pa s 

α  absorptivity  

βthermal solar cell temperature coefficient 

Δ difference 

δ thickness, m 

η efficiency, % 

r density, kg/m3 

s Stefan-Boltzmann constant, 5.67×10-8 W/(m2 K4) 

Subscripts and superscripts 

a ambient 

b base fluid 

cell for cell layer 

conv convection 

cu copper layer 

f fluid 

Ge germanium layer  

in inlet 

nf nanofluid 

opt optical 

out outlet 

rad radiation 

ref reference 

Abbreviations 

CPV concentrated photovoltaic 

CPVT concentrated photovoltaic thermal 

HCPV high concentrated photovoltaic 



PV  photovoltaic 

TEC Thermoelectric coolers 

TEG Thermoelectric generator 
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Abstract: 

This work proposes a Computational Fluid Dynamics (CFD) model of a cement rotary kiln capable of 
reproducing some 3D effects which cannot be solved by simpler models. Specifically, flight behaviour and 
falling position of fuels particles are captured. Furthermore, detailed combustion chemistry (devolatilization, 
char combustion and moisture evaporation) is solved. The 64-meter-long kiln burns a blend of petcoke and 
Refuse Derived Fuel (RDF). Both were characterized and their properties introduced in the model. The 
clinker bed was simplified by fixing a temperature profile, a typical approach in literature. Different air excess 
numbers (λ) were simulated to assess the impact on flight of particles and combustion profiles. The resulting 
combustion profiles give a valuable input to simpler models in which a much larger and faster set of 
simulations can be performed, allowing kiln operators to run several different operational scenarios. 

Keywords: 

Cement kiln; CFD; Refuse-Derived-Fuel; Combustion.  

1. Introduction 
Cement production is a major source of environmental pollution due to high energy consumption and 
pollutant emissions [1-3]. To reduce its impact, studies have focused on using waste-derived fuels and 
biomass, as well as oxy-fuel and oxy-coal combustion technologies. CFD modelling has been used to 
investigate the co-combustion of different fuels in cement rotary kiln [1-8].  

One study [1] found that annulus fuel feeding results in faster devolatilization and char combustion than 
central tube fuel feeding. Another study [2] aimed to reduce CO2 emissions by optimizing the combustion 
process through co-combusting biomass with pulverized coal and showed that oxy-fuel combustion is 
promising for cement production and some studies [9-11] about oxy-coal combustion in cement rotary kilns 
revealed that increased combustion efficiency reduces fuel consumption [11] but may lead to a decrease in 
the calcination time of cement [10]. Also, the amount of NOx produced increases with increasing oxygen 
content in the primary air [10, 11].  

Waste materials have also been used as alternative fuels in cement rotary kilns, due to the depletion of fossil 
fuels and an increase in their cost [4]. If thermochemical processes in clinker formation want to be modelled, 
a mathematical model is necessary to understand and quantify the different processes occurring inside 
clinker bed, particularly the homogeneous processes taking place in the freeboard of the bed of material 
being processed [3, 4, 6, 7]. The impact of coating layers on the clinker production process within a rotary 
kiln burning both coal and Refuse Derived Fuel (RDF) was investigated in one study [7], showing that a thin 
coating profile increases the gas phase temperature in the kiln (due to the insulation effect) reducing free 
lime content of the final clinker product. Study carried out in [6] showed that co-combustion of coal and RDF 
can lead to lower gas and clinker temperatures in the sintering zone, which can affect the clinker properties. 
Regarding RDF properties, [5] provided a careful characterization of its flight and combustion behaviour, 
useful for accurate computation of co-combustion with coal. 

RETROFEED EU H2020 project main objective is to enable the use of an increasingly variable, bio-based 
and circular feedstock in process industries (in which a cement production industry is included) through the 
retrofitting of core equipment and the implementation of an advanced monitoring and control system and 
providing support to the plant operators by means of a Decision Support System (DSS) covering the 



production chain. In this paper, we present the first part of the development of a cement rotary kiln model, 
comprising careful CFD setup and simulations of a co-firing of petroleum coke (petcoke) and RDF. Results 
are used to obtain characteristic combustion profiles of both fuels along the kiln, to feed a simpler 1-D model 
which can provide fast near real time results to the DSS. 

2. Materials and methods 
Figure 1 shows an overview of the modelled kiln. 

 

Figure 1. Modelled kiln overview and dimensions. All dimensions in meters. Kiln body is coloured 

in blue and actually modelled in simulations. Clinker bed is coloured in green, and it is shown only 

for visualization purposes, since it is not directly modelled in simulations. 

2.1. Combustible characterization 

In order to properly characterize the employed fuels in the modelled cement kiln, a combination of real 
measured and literature values was used. Petcoke and RDF are introduced by the burner. 

2.1.1. Petcoke 

Chemical information about petcoke is gathered in Table 1. For unmeasured values, a literature review was 
carried out. Properties were selected from the most similar fuel to the actually used. This was assessed by 
evaluating the Weighted Sum of Errors (WSE) according to Eq. (1), with all the xi variables in unit basis (for 
heating values, xi real is set to one, given the importance of this term in fuel characterization). The references 
consulted are: [5, 7, 8, 12, 13, 14, 15, 16, 17].    

 𝑊𝑆𝐸 = ∑ (|𝑥𝑖𝑙𝑖𝑡𝑒𝑟𝑎𝑡𝑢𝑟𝑒 − 𝑥𝑖𝑟𝑒𝑎𝑙𝑥𝑖𝑟𝑒𝑎𝑙 | ∙ 𝑥𝑖𝑟𝑒𝑎𝑙)𝑛
𝑖=1  (1) 

Table 1. Chemical characterisation of employed petcoke. 

Parameter Value Unit Source 

Ultimate analysis 
(daf) 

Carbon 85.20 % Measured 
Hydrogen 4.04 % Measured 
Nitrogen 1.05 % Measured 
Oxygen 3.12 % Measured 
Sulfur 6.59 % Measured 

Proximate analysis 

Moisture 2.37 % Measured 
Ash 0.78 % Measured 
Volatiles 28.8 % Normalized value of sample 9 from [13] 
Fixed carbon 68.05 % Normalized value of sample 9 from [13] 

LHV 34130 kJ/kg Measured 
Density 1423.5 Kg/m3 Daqing petcoke from [14] 
Specific heat 1000 J/(kg-K) Average value from [18] 

 

A granulometry analysis was also carried out, which was fitted to a Rosin-Rammler distribution. Results of 
granulometry are collected in Table 2, and Rosin-Rammler parameters in Table 5. 



 

Table 2. Results from petcoke granulometry. 

Diameter range (μm) Mass fraction in range Yd: Mass fraction over diameter range 
0.724 - 6.468 0.1 0.9 
6.468 - 25.498 0.4 0.5 
25.498 - 69.534 0.4 0.1 
69.534 - 138.038 0.1 0 

2.1.2. Refuse Derived Fuel (RDF) 

Before introducing RDF into kiln burner, it passes through a sieve, in which particles with size over 30 mm 
are removed. After that, metals are also removed from the mix. From the received RDF from different 
suppliers all along 2020, a statistical analysis was performed to determine the typical share of components in 
demosite’s RDF. Six samples from different suppliers were characterized, shown in Figure 2. It is noticeable 
the very different nature of each bucket content, confirming the heterogeneous nature of RDF fuels. As for 
the petcoke, data of RDF coming from demosite analysis is limited and needed to be completed with 
literature values. Specifically, moisture and ash content, low heating value, as well as elemental composition 
(ultimate analysis) is available for all the RDF received along 2019 and 2020. RDF received at demosite is 
divided into five main groups, gathered in Table 3. RDF/CDR is general mix of very different and 
heterogeneous residues. Plástico e borracha is composed of plastics and undetermined agglomerated 
particles, having a very high moisture content. Fluff are textiles from different sources. Materiais Impróprios 
p/Consumo are different residues with a similar aspect to fines as defined by [5]. They are present in 
demosites silos as a negligible fraction. RDF pellets are present as a low fraction in demosite silos. 

From all the suppliers’ lorries that arrived at demosite’s facilities in 2020, the total quantity of RDF of the 
different groups described above is gathered in Table 3. The main difference between RDF and petcoke is 
about the heterogeneity of particles composing it. To properly characterize particles shape and size 
distribution of RDF is a very challenging task. Together with samples characterization, a literature review was 
done to fulfil this task. Following [5], it was found that a proper way for defining RDF particles is splitting them 
into five main groups of particles, namely 3D plastics, 2D foils, paper and cardboard (P&C), textiles and fines 
(which are unclassifiable particles smaller than ~2mm). 

Table 3. RDF types received by demosite in 2020. 

RDF type Sample from Figure 2 Tons received in 
2020 

Mass fraction over total tons 
(%) 

RDF/CDR b), d) and g) 26897.4 80.7 
Plástico e borracha e) 902.2 2.7 
Fluff c) and f) 5044.9 15.1 
Materiais Imprópios 
p/Consumo 

- 27.3 0.1 

RDF pellets - 443.5 1.3 
 

There is a need to know the quantity of each of the five groups defined by [5] in each of the RDF types from 
Figure 2, so a proper shape factor and size distribution can be applied to the developed model.  

 

Figure 2. Samples of RDF obtained from different suppliers. 



A sieve analysis was carried out for the three main components of RDF mix (RDF/CDR, Plástico e borracha 
and Fluff), which sum up a 98.6% of the total RDF used in demosite, removing previously particles with a 
dimension higher than 31.5 mm, which is the procedure followed in demosite. Seven sieves were used, with 
holes sizes of 100, 63, 45, 31.5, 16, 8 and 3.15 mm. Buckets b), e), d) and g) were sieved. Unfortunately, 
fluff buckets were not able to be sieved due to continuous sticking and very low density; in this case, size 
distribution from [5] was used. Results of the size distribution are shown in Table 4. Following the same 
procedure as for the petcoke, a Rosin-Rammler size distribution was obtained from the above results, 
obtaining the distribution parameters collected in Table 5 for each sample measured. 

Table 4. Size distribution obtained from sieve analysis of RDF. 

Sample from Figure 2 Type of RDF 
Mass fraction (%) between sizes (mm)1 

31.5-16 16-8 8-3.15 3.15-0 
b) RDF/CDR 66.7 12.4 11.8 9.1 

e) Plástico e borracha 8.4 81.4 6.7 3.5 

d) RDF/CDR 65.1 10.9 14.8 9.2 

g) RDF/CDR 77.3 8.0 8.9 4.8 
1After removing all >31.5 mm particles and normalizing mass fractions 

 

To properly model the chemical and combustion characteristics of RDF introduced in the developed model, it 
is still necessary to determine the quantity of each of the five groups given by [5]. Nevertheless, all RDF 
components were treated as only one, with average values of chemical parameters, due to the high 
computational cost of computing five different chemical species. A match between the RDF types provided to 
demosite and those used by [5] was done. By visual inspection, all the six samples were matched to one or 
various of the types of RDF reported by [5]. These matches are collected in Table 6. Percentages for 
RDF/CDR are the same as in RDF mixture used by [5], given the visual similarities of both mixtures. 

Table 5. Rosin-Rammler distribution parameters of demosite’s petcoke and RDF. 

Fuel Sample from Figure 2 
(only RDF) 

Diameter (μm) n (size distribution 
parameter) d̅ (Mean) Minimum Maximum 

RDF 

b) 26.0308 3.15 31.5 1.0492 
e) 12.2157 3.15 31.5 2.7679 
d) 25.9332 3.15 31.5 0.9894 
g) 28.0448 3.15 31.5 1.3136 
Fluff1 7.00 2.52 9.74 4.06 

Petcoke - 34.193 0.724 138.038 0.944 
1Assumed as textiles. All data coming from [5]. 

Table 6. Equivalences between RDF used by demosite and the used by [5]. 

Demosite’s RDF type Sample from Figure 2 
RDF component mass fraction (%) following [5] 
3D plastics 2D foils P&C Textiles Fines 

RDF/CDR b), d), g) 22 24 19 8 27 
Plástico e borracha e) 1001 0 0 0 0 
Fluff c), f) 0 0 0 100 0 
1Despite this sample seemed to be mainly formed of fines particles, they were all agglomerated forming much larger particles that are alike 3D 

plastics in terms of geometry/shape. 

 

Applying the mass fractions of Table 3 and Table 6, the resulting RDF mixture that was used in the models 
(only in terms of shape and physical composition; different chemical and combustion parameters are allowed 
to be introduced) is the shown on the right side of Figure 3. As for the petcoke, a literature review was 
carried out to obtain the RDF remaining properties that best fitted the ones used by demosite. It was 
determined that the main parameter for charaterisation of RDF combustion is moisture. Therefore, the 
following procedure was performed for selecting the RDF chemical properties to introduce in the models: 

▪ A statistical analysis of all the received RDF samples in demosite during 2020 was carried out. 

▪ To avoid abnormal values of moisture which are not representative of a typical RDF mixture, the three 
quartiles of the moisture content in RDF samples were obtained. 



▪ Three samples of RDF were selected from the whole set: one sample with a slightly lower moisture than 
the first quartile one; another with a moisture almost equal to the median, and a third with a slightly higher 
moisture than the third quartile one. 

The selected RDF samples chemical properties, as well as density, specific heat and LHV, are collected in 
Table 7. These will be named as RDF type 1, type 2 and type 3 in the rest of the paper. 

 

Figure 3. RDF share both in demosite’s nomenclature and in reference [5] nomenclature. 

Table 7. Chemical characterisation of selected RDF. Ultimate analysis basis: daf. 

Parameter Value 1 Value 2 Value 3 Unit Source 

Ultimate 
analysis (daf) 

Carbon 75.5 49.6 57.00 % Measured 
Hydrogen 6.67 6.17 7.23 % Measured 
Nitrogen 1.45 1.45 1.45 % Measured 
Oxygen 16.38 42.78 34.32 % Measured 
Sulfur 0.00 0.00 0.00 % Measured 

Proximate 
analysis 

Moisture 8.58 14.82 21.06 % Measured 
Ash 6.20 210 15.20 % Measured 
Volatiles 69.48 58.96 58.74 % Measured 
Fixed carbon 15.74 5.22 5.00 % Measured 

LHV  28611 17345 18299 Measured 
Density  852.73 852.73 852.73 Average value from [5] 
Specific heat  1810 1810 1810 Average value from [5] 

 

2.2. Simulation setup 

A 3D CFD model was developed to capture the complex behaviour of fuel combustion, specifically its flight 
behaviour, to obtain burning profiles along its length. Three different mixes of fuels, each with two different 
air excess numbers (λ) were simulated. Geometry shown in Figure 1 was modelled in Ansys Fluent 2020R1. 
Clinker phase was not meshed nor directly simulated. Instead, it was set as a moving wall boundary 
condition with a fixed temperature profile. This approach has been also employed by [3]. Other researchers 
have used a heat flux boundary condition instead of temperature profile [6]. To avoid the prohibitive 
computational cost of simulating the whole burner together with the kiln cylinder, simulations of only the 
burner were performed, to obtain the velocity and turbulence profiles at burner outlet, to be used as 
boundary conditions of the whole kiln model.  

 

Figure 4. Modelled burner for CFD simulations. 

Figure 4 shows the modelled burner. Central air holes were not meshed nor simulated, since they are so 
small that computational cost of a proper mesh is prohibitive. As the manufacturer of the burner ensures that 
1% of flow goes through these holes, that condition was used for the whole kiln simulations. A set of 



simulations of the burner alone were performed, to determine the mass flow share for each boundary. In total, 
five simulations were run, starting with a primary air input of 5 m/s air, and increasing in 5 by 5 steps up to 25 
m/s. For all of them, the resulting mass flow share is the one collected in Table 8. Apart from that, it was also 
checked that, for all cases, the resulting air flow at the swirl outlet has a 0.86/1 relation in terms of 
tangential/axial flow direction.  

Table 8. Mass flow share for each of the three primary air inlets in CFD model. 

Boundary Mass flow share (%) 
Axial air inlet 63 
Central air inlet 1 
Swirl air inlet 36 
 

Since primary air mass flow is fixed in the kiln to 2.83 kg/s, a simulation with the burner model was used to 
obtain the quantitative values of the k and ε parameters for the turbulence model in axial and swirl inlets, 
introduced as boundary conditions in the whole kiln model. The results are gathered in Table 9. 

Table 9. Turbulence parameters for primary air inlets obtained from simulation with fixed primary 

air mass flow input. 

Boundary k (m2/s2) ε (m2/s3) 
Axial air inlet 132.3 896648 
Swirl air inlet 243.2 1979220 
 

Table 10 gathers some data about the resulting meshes. A detail of the whole kiln model mesh can be seen 
in Figure 5. Table 11 shows the type of each boundary of the kiln CFD model. 

Table 10. Details of the meshes of CFD models. 

Parameter Burner model Whole kiln model 
Type of cells Hexahedral Hybrid polyhedral-hexahedral 
Number of cells 2.99 M 2.29 M 
Minimum orthogonal quality 0.10 0.27 
Maximum aspect ratio 33.45 42.23 
   

 

Figure 5. Example of mesh in axial cut plane of whole kiln mesh. 

Table 11. Boundary types in CFD kiln model. 

Boundary Name in Figure 4 (only burner inlets) Boundary 
Axial air inlet Axial air Mass flow inlet 
Central air inlet Central air Mass flow inlet 
Swirl air inlet Swirl air Mass flow inlet 
Petcoke inlet Petcoke Mass flow inlet 
RDF inlet Alternative fuel 1 Mass flow inlet 
Secondary air inlet - Mass flow inlet 
Outlet - Pressure outlet 
Burner walls - Adiabatic wall 
Clinker-gas contact interphase - Moving fixed-temperature wall 
 

Details of boundary conditions are gathered in Appendix A: detailed boundary conditions in CFD simulations. 
Mass, momentum and energy were solved with a Reynolds Averaged Navier Stokes (RANS) approach. 
Turbulence was solved with the realizable κ–ε model with enhanced wall treatment [19]. Radiation is solved 
using the Discrete Ordinates model. Chemistry is solved with the species transport model, with one volatiles 



species for petcoke and another for RDF. Turbulence-chemistry interaction was solved with the eddy-
dissipation model [7]. Particles flight and combustion behaviour were solved with the Discrete Phase Model 
(DPM) ([3, 6, 7], and similar to the used in [8]). One injection for petcoke and five for RDF were used, with 
size distribution according to Table 5. Particles devolatilization and char combustion models parameters, as 
well as water droplet mass transfer model (drying of fuels) and parameters, are collected in Table 22. All 
values for petcoke and water are obtained from [20], whereas those for RDF come from [5]. 

Table 12. Combustion modelling parameters for discrete phase model in CFD simulations. 

Parameter 
Material 

Petcoke particle RDF particle Water droplet 

Vaporization temperature (K) 550 550 - 

Devolatilization 

Model Single rate - 

Preexponential factor (s-1) 9.59e+04 2.47e+06 - 

Activation energy (J/kgmol) 8.26e+07 1.065e+08 - 

Combustion 

Model Kinetics/ diffusion limited - 

Rate constant 5e-12 5e-12 - 

Preexponential factor (s-1) 0.01 0.00204 - 

Activation energy (J/kgmol) 1.05e+08 7.9423e+07 - 

Thermolysis 

Model - - Single rate 

Preexponential factor (s-1) - - 5.13e+06 

Activation energy (J/kgmol) - - 8.79e+07 

3. Results and discussion 
One kiln operating point corresponding to typical values was simulated with values shown in Table 13.  

Table 13. Common boundary conditions of inlets in CFD simulations. 

Parameter Value Unit 

Primary air flow (divided according to Table 8) 2.83 Kg/s 

Petcoke transport air flow 1.17 Kg/s 

RDF transport air flow 0.75 Kg/s 

Petcoke particles flow 0.61 Kg/s 

RDF particles flow (divided according to Figure 3) 1.94 Kg/s 

Primary air temperature 49 ºC 

Petcoke air and particles temperature 61 ºC 

RDF air and particles temperature 34 ºC 

Secondary air temperature 916 ºC 

 

Two different excess air numbers were simulated for each RDF type, as shown in Table 14. 

As a representative case, some detailed results of temperature and particle flight and reaction behaviour are 
shown from CFD simulation 1-1. Figure 6 shows the temperature contour of simulation 1-1. As can be seen, 
temperature increases due to combustion relatively far from burner, unlike traditional petcoke and low-share 
RDF quantities (such as those reported by [3] and [7]). This is due to the poor combustion quality of RDF, 
displacing the flame formation downwards. RDF’s higher size and ash fraction compared to petcoke can 
explain this result. It can be also seen that temperature increase starts from the bottom of kiln (i.e., clinker 
surface), and shows a high peak of temperature in that zone. This is due to the flight of RDF particles (as will 
be seen in next figures): given their high size (thus, low burning rate) and non-spherical shape, they tend to 



fall onto clinker surface instead of being blown away by air. This result is in agreement with the reported by 
[3, 6, 7]. After the first third of kiln length (~20m), flame profile widens and effectively heats homogeneously 
the whole domain. 

Table 14. Performed CFD simulations boundary conditions. 

Simulation RDF type from Table 7 RDF power share (%) λ 

1-1 1 72.90 1.1 

1-2 1 72.90 1.4 

2-1 2 61.99 1.1 

2-2 2 61.99 1.4 

3-1 3 63.25 1.1 

3-2 3 63.25 1.4 

 

To explain the above results, Figure 7 shows the particle tracking of each type of particle introduced through 
the burner up to the half of kiln length. As it can be seen, only petcoke and fines (which are the smallest RDF 
particles) are blown by air throughout the kiln length. The rest of particles fall onto clinker bed soon, where 
they start to burn. Though fines are blown by air, they start burning in the same location than the rest of RDF 
particles. This is due to their low combustion quality (they need very high temperatures to start the reaction) 
in comparison with petcoke. The burning location of RDF particles explain the peak temperature found at 
clinker bed surface in Figure 6. These particles flight trajectories of RDF particles also found by [6]. 

 

Figure 6. Temperature contours from CFD simulation in a longitudinal plane contour. 

To obtain the combustion profiles from the simulations, the CFD domain was split into 64 axial slices, in 
which the integral of petcoke and RDF volatiles and burnout (char oxidation), as well as water evaporated 
from particles, was obtained. Results are shown in Figure 8. 

Some general comments apply for all the simulations results:  

▪ Petcoke devolatilization and fixed carbon burning show a well-shaped Gauss bell distribution. 

▪ Dried water profiles show two humps. The first coincides with the higher petcoke volatiles and fixed 
carbon release; the second hump, higher than the first, takes place at around 10 meters, where high 
temperatures appear near clinker surface. 

▪ Higher air excess show wider distributions, which reflect the higher drag force and flow speed suffered by 
particles, which tend to spread out their burning locations. 

▪ Very low RDF char is burned in gas phase for all the simulated cases. This results in a burning after 
falling onto clinker surface, which CFD is unable to capture and has to be taken into account in some way 
if an accurate modelling is intended, as [3] and [6] affirm. 

Something very noticeable is that, for RDF types 1 and 2, burning profiles are very similar regardless the 
excess air used; on the other hand, RDF type 3 shows large differences in petcoke combustion between the 
two air excesses simulated, but not on RDF combustion or evaporation. This may be due to the poor 
resolution of the discretization employed; a higher number of slices may provide less discrepancies between 
cases. It can be seen that the totality of petcoke combustible matter burns within gas phase in the first 10 
meters of the kiln, confirming its very good burning behaviour with respect to RDF. An interesting result is 
that, in all the cases, RDF power is released earlier in the case with lower air excess, reflecting less drag 
force and speed of particles. 

Another interesting result is that all RDF volatiles are released a bit later than half of the kiln (~40 m). All the 
RDF char that combusts in gas phase (which is very low in general) also does it mostly in the first 40 meters 
of the kiln. It can be also seen that, in all the cases, RDF volatiles start to be released earlier and end later in 
the case with λ=1.4 than in the case with λ=1.1. This may be due to the higher oxygen availability for RDF in 
the first part of the kiln in the case with λ=1.4, but less gas temperature is achieved (more mass of air is 
heated), so reaction is slower than in the case with λ=1.1. On the other hand, the opposite happens to RDF 



char combustion. It starts later in the case with more excess air. A higher char combustion can be achieved 
in gas phase when increasing excess air number, particularly in the RDF type 3 case. 

 

Figure 7. Trajectories coloured by temperature (left) and kinetic rate of reaction (right) of the 

different modelled particles within CFD, from simulation 1-1. 

 

Figure 8. Burning and evaporation profiles from CFD simulations. Left: per slice profile. Right: 

histogram of profile. a), d) RDF type 1; b), e) RDF type 2; c), f) RDF type 3. 

 

4. Conclusions 
From the performed CFD study, some conclusions can be extracted: 
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▪ Combustion temperature increases far from the burner due to poor combustion quality of RDF, which 
displaces the flame formation downwards. 

▪ Temperature increase starts from the bottom of kiln, with a high peak of temperature in that zone due to 
the flight of RDF particles falling onto clinker surface. 

▪ Only petcoke and smallest RDF particles are blown by air throughout the kiln length, while the rest of 
particles fall onto clinker bed more or less soon, where they start to burn. 

▪ Petcoke devolatilization and fixed carbon burning show a well-shaped Gauss bell distribution. 

▪ Very low RDF char is burned in gas phase for all the simulated cases, resulting in burning after falling 
onto clinker surface. 

▪ Burning profiles are very similar for RDF types 1 and 2 regardless of excess air used, while RDF type 3 
shows large differences in petcoke combustion between two air excesses simulated. 

▪ All petcoke combustible matter burns within gas phase in the first 10 meters of the kiln, confirming its very 
good burning behaviour with respect to RDF. 

▪ All RDF volatiles are released a bit later than half of the kiln, and RDF char that combusts in gas phase 
also does it mostly in the first half of the kiln. 

▪ RDF volatiles start to be released earlier and end later in the case with higher air excess. 

▪ A higher char combustion can be achieved in gas phase when increasing excess air number, particularly 
in the RDF type 3 case. 

▪ CFD seems to be a useful tool for understanding the combustion behaviour, as well as temperature 
profiles in the complex processes that take place inside a cement kiln which, in practice, cannot be 
measured in experiments due to high quantities of dust, kiln rotation and hard temperature conditions. 
This allows to understand and optimize their functioning. 
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Appendix A: detailed boundary conditions in CFD simulations 

Table A.1. Clinker-gas contact interphase boundary conditions. 

Physics Parameter Value Unit Source 

Momentum 

Moving wall 
direction 

From kiln outlet to 
kiln inlet 

- - 

Translational 
speed 

0.02262 m/s 
Calculation from raw meal input, kiln cross-
sectional area and estimated kiln fill degree 

Thermal 
Condition 

Fixed temperature, 
Eq. (A.2) 

K 
Curve fitting from demosite’s measurements in 
six different points of clinker surface 

Thermal 
conductivity 

0.33 
W/m-
K 

[6] 

Radiation 
Internal 
emissivity 

0.8 - [6] 

DPM 
Boundary 
condition 

Trap - From observations 

1x: axial direction of kiln cylinder, taking x=0 at the cylinder end near to kiln inlet 
 

Applied fixed temperature profile is given by Eq. (A.2). 

 𝑇(𝐾) = 3.1822 ∙ 10−4 𝑥4 + 3.5854 ∙ 10−2 𝑥3 + 0.78137 𝑥2 − 5.3164𝑥 + 1502.7 (A.2) 

Table A.2. Kiln cylinder walls boundary conditions. 

Physics Parameter Value Unit Source 
Momentum Wall motion Stationary wall - - 

Thermal 
Condition Convection - - 
Heat transfer coefficient 10 W/m2- Typical value for natural convection 



K 
Free Stream 
Temperature 

27 ºC 
Estimated mean temperature values 
along a year 

Wall thickness 0.2 m Estimation from SECIL 
Wall density 2650 Kg/m3 [21] 

Radiation Wall specific heat 835 J/kg-K Chrome brick, from [22] table A-8 

DPM 
Wall thermal 
conductivity 

2.74 W/m-K [21] 

 

Table A.3. Burner and hood walls boundary conditions. 

Physics Parameter Value Unit Source 
Momentum Wall motion Stationary wall - - 

Thermal 
 

Condition Heat flux - - 

Heat flux 0 W/m2 
Negligible participation in convection and 
radiation heat transfer 

Radiation Internal emissivity 0.6 - 
Typical value for aluminium, from [22] 
table A-18 

DPM Boundary condition Reflect - From observations 
 

Table A.4. Thermophysical and radiation properties of materials employed in CFD simulations. 

Material Parameter Value Unit Source 

Gas mixture 

Specific heat Mixing law - [5] 

Thermal conductivity Mass weighted mixing law - - 

Viscosity Mass weighted mixing law - [5] 
Absorption coefficient WSGGM method - [7], [5] 

Scattering coefficient 0.54 - Derived from [23] 

Petcoke particle 
Emissivity 0.7 - [23] 
Scattering coefficient 0.54 - [23] 

RDF particle 
Emissivity 0.877 - [5] 

Scattering coefficient 0.54 - [23] 
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Abstract: 

Plasma gasification is a promising method for the thermochemical conversion of biomass and wastes into high 
quality syngas with lower tar content and higher energy densities compared to conventional processes. This 
study aims to optimize a horizontal tubular entrained flow plasma gasification test rig which should produce 
plasma pyrolysis chars. Therefore, mixing of fuel particles in the plasma zone as indicated by the respective 
particle temperatures needs to be improved. For that a couple of configurations were investigated by a CFD 
simulation in Ansys Fluent: First, the plasma torch gas outlet diameter of 1mm was doubled to reduce plasma 
gas velocities. Then, several vertical fuel particle inlet tubes were integrated at different distances from the 
plasma torch nozzle (5, 15, 25 and 35mm) to insert fuel particles more directly into the plasma zone. The wider 
nozzle outlet diameter resulted in higher particle temperatures, lower velocities and better convergence. From 
the different particle tube configurations, the closest to the plasma inlet, resulted in the highest average particle 
temperatures, residence times and better distribution in the reactor than the other cases. It was subsequently 
concluded that the optimal configuration for enhanced particle heating and mixing shall be designed with a 
2mm wide diameter and a 49mm long tube that is 5 mm away from the torch outlet. 

Keywords: 

CFD; Plasma gasification; Entrained flow gasification; Biomass. 

1. Introduction 
The demand for biomass as a renewable energy source for heat and energy production as well as a source of 
sustainable carbon for the chemicals and materials industry is expected to increase strongly over the next 
decades [1]. Therefore, conversion processes are needed which achieve high efficiencies in terms of their 
feedstock utilization. One approach for the conversion of biomass for the material use of its inherent carbon is 
gasification. Traditional gasification processes are often autothermal or require the combustion of part of the 
biomass feedstock to provide the energy required for the gasification and pyrolysis reactions. This leads to a 
loss of carbon in the form of CO2 which should be avoided for maximum carbon conversion into syngas. A 
possible solution is the operation of the gasification process with plasma assistance. In this way, the energy 
for gasification and pyrolysis reactions is provided through electricity input and higher quality syngas at higher 
carbon efficiencies can be produced. One type of such gasifier which looks promising based on first process 
simulations in Aspen Plus is a plasma-assisted entrained flow gasifier for steam gasification of pulverized 
biomass input [2]. 

While there has been significant progress on understanding entrained flow gasification of pulverized fuels 
under conventional gasification conditions [3, 4], plasma gasification under entrained flow conditions has only 
seen very limited research activity so far. Vishwajeet et al [5] have examined the gasification of sewage sludge 
in plasma-assisted entrained flow gasification conditions using a nitrogen plasma torch in a vertical drop tube 
reactor. The focus was placed on achieving a proof of concept. Detailed reaction mechanisms such as, e.g., 
char burnout behaviour and char reactivity were not studied. As these characteristics are essential for 
modelling of plasma-assisted entrained flow gasification and, therefore, need to be in place for the simulation-
based design of these gasifiers, research into char properties after plasma entrained flow conditions is 
necessary. For this purpose, the authors have designed a horizontal entrained flow plasma gasification test 
rig to produce plasma pyrolysis chars for examination in thermogravimetric analysers and characterization. 
The design of the test rig consists of a horizontal water-cooled tubular reactor with a concentrically positioned 
DC plasma torch as shown in Figure 1. Pulverized biomass is fed from the top via a ceramic tube into the 
plasma zone created by the plasma torch. After leaving the plasma zone, the produced char falls onto a solids 
extraction tool which can be removed from the tubular reactor after the experiments are finished. This makes 
it possible to study char characteristics of this char created under plasma entrained flow conditions.  
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Figure 1.  Schematic overview of the tubular plasma gasification test rig for biomass conversion into char 
under plasma-assisted entrained flow conditions. 

In order to produce the highest quality plasma pyrolysis chars, the pulverized fuel needs to mix as well as 
possible with the plasma zone of the plasma torch resulting in very high heating rates and as high as possible 
particle temperatures. This leads to two research questions which this research aimed at through 
computational fluid dynamics simulation of the reactor setup: How can the reactor be modified to improve 
particle mixing and heating in the plasma zone? At which distance from the plasma inlet should particles be 
injected to maximize heat transfer to the fuel particles?  

Therefore, this research not only helps optimizing the design of the plasma gasification test rig, it also adds to 
the existing literature on CFD for plasma gasification/pyrolysis because existing CFD research in this area has 
mainly focussed on fixed bed, downdraft or updraft plasma gasifiers instead of entrained flow reactor setups 
[6–9].  

To answer the research questions, the following cases were simulated in Ansys Fluent:  

- Case 0: 1 mm plasma torch nozzle diameter, free vertical particle drop 40 mm from torch outlet 
- Case 1: 2 mm plasma torch nozzle diameter, free vertical particle drop 40 mm from torch outlet 
- Case 2: 2 mm plasma torch nozzle diameter, vertical particle inlet tube 5 mm from plasma torch outlet 
- Case 3: 2 mm plasma torch nozzle diameter, vertical particle inlet tube 15 mm from torch outlet 
- Case 4: 2 mm plasma torch nozzle diameter, vertical particle inlet tube 25 mm from torch outlet 
- Case 5: 2 mm plasma torch nozzle diameter, vertical particle inlet tube 35 mm from torch outlet 

Section 2 presents an overview of the methodology behind the simulations for these cases. Section 3 details 
how the geometry for the model was generated and presents the mesh independence study. Section 4 goes 
into detail on the simulation results for the different cases by presenting the results and discussing them. 
Section 5 finishes with the conclusion and outlook into future research opportunities. 

  

2. CFD modelling methodology 
The CFD simulation of the reactor was performed using Ansys Fluent. The CFD model simulates the plasma 
gas, in this case air, as a single high temperature fluid neglecting species created by the plasma through 
ionization, dissociation, etc. The pulverized biomass particles, in this case torrefied wood particles, are 
simulated with the help of a discrete phase model with the Eulerian-Lagrangian approach [10]. Ionization and 
dissociation of air in the single fluid model is covered with the help of adjusted plasma air properties. Chemical 
reactions involving the torrefied wood particles have been neglected as the major focus of the created model 
is on assessing the mixing behaviour and heat transfer between the hot plasma gas zone and the particles. 

 

2.1. Air plasma properties 

The adjusted plasma air properties are retrieved from curve fits calculated by Gupta et al. [11] for a temperature 
range of 1,000-30,000 K. The study considers 11 species while neglecting real-gas interactions and radiation 
effects. The plasma torch manual [12] specifies the power range as well as the temperatures of the arc plasma. 
At an operating temperature of 𝑇𝑃  = ~17 ∙ 103 𝐾, the gas composition varies drastically from undissociated 
air. Table 1 compares the mole fractions of species at temperatures lower than 1,000 K, 5,000 K and 17,000 
K.  



 

 

Table 1.  Mole (X) and mass (w) fractions of air components at atmospheric pressure for different 
temperatures, adapted from [13]. 

  𝑁2 𝑂2 𝑁 𝑂 𝑁+ 𝑂+ 𝑒− 
Temperature /K 𝑀 /g/mol 28.01 32.00 14.01 16.00 14.01 16.00 5.49e-4 
<1,000 X 0.78 0.21      
 w 0.76 0.23      
5,000 X   0.23 0.08 0.29 0.08 0.03 
 w   0.34 0.14 0.43 0.10  1.63e-6 
17,000 X   0.09 0.03 0.35 0.09 0.45 
 w   0.16 0.06 0.61 0.17 3.07e-5 
 

As the mole fractions were read off a logarithmic diagram provided by Selle [13], the values remain somewhat 
inaccurate. This realization arose when later computing the ionization degree using three different equations 
from [14]: 𝛼𝑖 = 1−𝑋𝐴1+𝑋𝐴 = 𝑋𝐴+1−𝑋𝐴+ = 𝑋𝑒−1−𝑋𝑒− (1) 

where 𝑥𝐴 , 𝑥𝐴+  and 𝑥𝑒−  denote the molar fraction of (dissociated) neutral species, ionized species and 
electrons, respectively. This yields 𝛼𝑖 ∈  [77%, 83%]  and thus a maximum deviation of 5.9%, which was 
accepted for further calculations. 

In the material dialogue box in Ansys Fluent, properties can be adapted in many ways: Aside from the defined 
gas models (ideal gas, real gas, kinetic theory...), there are user-defined options as well. To transfer the curves 
from Gupta et al. [11] to Fluent, two of those were tried out; the first being the piecewise polynomial and the 
second the user defined function (UDF). The UDF option resulted in a much less stable simulation, forcing the 
authors to go for the piecewise polynomial option for specific heat capacity, thermal conductivity, and viscosity. 
Since Gupta et al. [11] provide no graph for the density, it had to be computed. 

 

2.2. Model choice and assumptions 

As the pressure-based solver is more suited for thermochemical conversion (e.g., combustion, …) cases and 
offers many advantages over the density-based solver, it was chosen and combined with the energy and 
discrete phase models for all simulations of the plasma entrained flow gasification test rig. The flow was 
assumed to be steady while particles are unsteady by default. The model has also only been tested using inert 
wood particles, which by definition do not exchange mass with the gas and follow the laws of inert heating and 
cooling [15]. Since this mass exchange is the main source of energy and momentum transfer, the study deals 
with a one-way coupling case and so, no interaction with continuous phase was needed. Instead, the Discrete 
Random Walk Model was activated for all cases because it produces much more realistic tracks. As the 
turbulence at the wall boundary are of less interest, the k-ω-model and its related SST-models were excluded 
for this study. Instead, the standard k-ϵ-model was selected, for it is better at modelling the bulk phase than 
the former and simpler than the latter. This model choice is also supported by Bobzin et al. [16], who examine 
an argon arc plasma spray using Ansys-CFX and classify it as a "valid alternative". There, the k-ω-model yields 
fairly different profiles of the arc plasma than all other investigated models. As a simplification, radiation effects 
are not considered as the focus of this simulation is mainly on the mixing behaviour of fuel particles and plasma 
zone as indicated by particle temperatures. 

 

2.3. Boundary conditions 

This section explains which boundary conditions as well as particle variables were set for the simulations. An 
overview of all values can be found in Table 2, Table 3, and Table 4.  

2.3.1. Inlet 

To determine the mass flow rate, the energy equation (2) was applied to the plasma torch represented as an 
electric heater and subsequent nozzle as depicted in Figure 2:  𝑑𝑑𝑡 (𝑈 + 𝐾 + 𝜙) = ∑ �̇�𝑗j (ℎ𝑗 + 𝑘𝑗 + 𝜙𝑗) + ∑ �̇�𝑗𝑗 + �̇�𝑉 + �̇�𝑠  (2) 

where the upper case variables 𝑈, 𝐾 and 𝜙 denote the internal, kinetic and potential energy, respectively, 
while the equivalent lower case letters signify their specific forms for the different components j. ℎ𝑗 represents 
the specific enthalpy of component j. Furthermore �̇� stands for the mass flow rate, �̇� for the heat flux and �̇�𝑉 + �̇�𝑠 (volume change and shaft work) for the technical work. 



 

 

 

Figure 2.  Simplified representation of plasma torch as thermodynamic process leading to plasma inlet: 
Temperature T and pressure p before (in) and after (P) power input �̇�𝑖𝑛. 

The subscripts in and P denote the states at the inlet of the heater and the outlet of the plasma torch, 
respectively. Compressed air enters at an operating pressure of 𝑝𝑖𝑛  =  4 𝑏𝑎𝑟  [12] and an assumed 
temperature of 𝑇𝑖𝑛  =  300𝐾. It then flows isobarically through the plasma torch that is connected to a power 
supply and is expanded after the plasma torch, which is illustrated as a nozzle in Figure 2. Through this abrupt 
(ideally isentropic) expansion, the pressure is reduced back to atmospheric pressure (𝑝𝑃 ≈  1𝑏𝑎𝑟). According 
to the torch manual [12], the plasma zone is expected to enter the reactor at a core temperature of  𝑇𝑃 =  16922.15𝐾. For the incoming specific enthalpy, Bernoulli’s equation for compressible ideal gases was 
used without the kinetic term (ℎ𝑖𝑛  =  𝑐𝑝  ⋅  𝑇𝑖𝑛  + 𝑝/𝑝(𝑇𝑖𝑛)) [17, 18] while the outgoing specific enthalpy ℎ𝑃 was 
taken from [11] for 𝑇𝑃 =  16922.15𝐾. The energy equation was then solved for the velocity at the outlet of the 
nozzle. To characterize the flow conditions, some dimensionless numbers were calculated: Reynolds number 
(Re), turbulence intensity (TI) and Mach number (Ma).  

As the standard configuration of the plasma torch uses a very small outlet diameter of 1 mm which results in 
very high outlet velocities with Mach numbers >0.5, it was decided to modify plasma torch nozzle diameter 
from 1 mm (= case 0) to 2 mm (= case 1, reference case). For this reference case, plasma temperature 
increases slightly while Mach number and plasma gas velocity drastically decrease (see Table 2). 

Table 2.  Calculated plasma inlet conditions for varied plasma inlet diameters. For general boundary 
conditions and torrefied wood properties please refer to Table 3 and Table 4 respectively. 

Case 0 (Smaller diameter) 1 (Reference) 𝑑𝑃 /[mm] 1.00 2.00 𝑇𝑃 /[K] 16922.15 17193.74 𝑣𝑃 /[m/s] 3561.33 917.65 �̇� /[kg/s] 1.60E-2 1.60E-2 
Ma /[-] 0.58 0.15 
Re /[-] 7.53E+5 3.18E+5 𝑇𝐼 /[%] 2.95 3.28 

 

2.3.2. Gas outlet 

As the gas outlet at the end of the reactor is a pressure outlet where internal and atmospheric pressures can 
be assumed to be roughly equal, the gauge pressure was set to zero and the backflow temperature to 360 K, 
which was the mass weighted average of total temperature at the outlet from an initial simulation. By also using 
the mass weighted average of velocity in z-direction at the outlet, the turbulence intensity was determined. The 
outlet variables are listed in Table 3 and were used for all cases. 

2.3.3. Reactor wall 

The wall thickness of the reactor’s stainless steel wall was set to 2.5 mm [19] with a heat generation rate �̇�𝑔𝑒𝑛 
of 0 W/m3. Since shell conduction treats the boundary as a thin wall [20] and disables the wall material 
specification, which is important for heat transfer phenomena, it was deactivated. It was assumed that the heat 
transfer rate from the cooling water to the reactor wall is much greater than that of air inside the reactor to the 
reactor wall. Thus, it was assumed that the wall temperature is constant at 293.15 K. The wall boundary 
conditions are summarized in Table 3. 

Table 3.  General boundary conditions. 

 Plasma inlet Particle inlet  Outlet  Reactor wall 𝑑𝑃 /[mm] 2.00 5.00 𝑑𝑜𝑢𝑡 /[mm] 26.00 𝑑𝑤𝑎𝑙𝑙 /[mm] 25.00 𝑇𝑃 /[K] 17193.74 298.15 𝑇𝐵𝑎𝑐𝑘𝑓𝑙𝑜𝑤 /[K] 358.43 𝑇𝑤𝑎𝑙𝑙 /[K] 293.15 �̇� /[kg/s] 1.60E-2 2.34E-1 𝑝𝑔𝑎𝑢𝑔𝑒 /[Pa] 0 �̇�𝑔𝑒𝑛 /[W/m3] 0 𝑇𝐼 /[%] 3.28 2.50 𝑇𝐼 /[%] 2.49 Shell cond.  no 
 

  = 1      = 16922.15    = 4       = 298.15 
   = 2.5   

       



 

 

2.3.4. Particle injections  

The simulated torrefied wood particles have a density of 𝜌 =  700𝑘𝑔/𝑚3, a lower heating value of 𝐿𝐻𝑉 = 19.855𝑀𝐽/𝑘𝑔 and a specific heat capacity of 𝐶𝑝  =  2310𝐽/𝑘𝑔𝐾 based on previous lab analysis. The mass flow 
rate of the torrefied wood particles was determined by specifying that the plasma power should make up 50% 
of the lower heating value input of the wood particles. This is typically the maximum required plasma power 
input to operate under pure allothermal plasma gasification conditions for comparable feedstocks [2]. Based 
on this assumption, the mass flow of wood particles were calculated resulting in the values indicated in Table 
3. The wood particles were assumed to have a particle size distribution as shown in Table 4. 

 

Table 4.  Torrefied wood injection settings for Discrete Random Walk Model. 

  Inert Wood Particles   𝑑𝑚𝑖𝑛 /[m] 9E-5 𝑇𝐵𝑀 /[K] 298.15 𝑑𝑚𝑎𝑥 /[m] 1.1E-4 𝑣𝐵𝑀 /[m/s] 10.31 𝑑𝑚𝑒𝑎𝑛 /[m] 1E-4    
 

3. Geometry and mesh generation 
The first step of the CFD simulation of the plasma entrained flow gasification test rig was to create a geometry 
and mesh which is mesh independent for an acceptable level of deviation from the benchmark mesh. The 
target was to accept a maximum deviation from the benchmark mesh of 10%. A lower deviation level is not 
required because the simulations serve the purpose of informing the optimization of the experimental set-up. 
Maximum accuracy is not necessary for this purpose. 

 

3.1. Mesh 

The reactor design as shown in Figure 1 was recreated using SpaceClaim. The first step was to simplify the 
constructed plasma-jet-tube configuration down to what is essential for Fluent calculations, so the cooling 
jacket, the tubular viewing window and all external components were neglected. Running the first few 
simulations showed that the posterior section of the 1.5 m long reactor had no influence on results and was 
hence cut off to reduce computational time. 

To generate the mesh, several tubular bodies of influence (BoI) were defined for each section of the tube: 
Starting from the smallest grid cell size 𝑥𝑚𝑖𝑛 at the plasma inlet, the mesh was gradually coarsened along the 
tube as demonstrated in Figure 3. Since the chosen mesh type is poly-hexcore, the octree meshing algorithm 
had to be taken into account when conducting the sensitivity study, so that they do not get set arbitrarily during 
meshing. Therefore, the target cell size 𝑥 of each refinement level had to fulfil the relation: 𝑥 = 𝑥𝑚𝑖𝑛 ∙ 2𝑡  (3) 

where 𝑥𝑚𝑖𝑛 denotes the smallest cell length (in this case: at the plasma zone refinement), and 𝑡 the number of 
transition layers from 𝑥𝑚𝑖𝑛 to 𝑥𝑚𝑎𝑥. The plasma zone’s BoI includes the sharpest part of the plasma zone and 
is supported by a face of influence with the same cell size at the inlet boundary. 

The starting point for 𝑥𝑚𝑖𝑛 was inspired by Wilhelm [21], where a mesh refinement of 10 cells per diameter was 
used. The following relation has proven to be sufficiently accurate in his case: 𝑑𝑐 = √𝐴(𝑑𝑐)𝐴(𝑑𝑖)  ∙ 𝑑𝑖 (4) 

For an inlet diameter of 𝑑𝑖  =  1𝑚𝑚 and a cell diameter of 𝑑𝑐  =  𝑑𝑖/10, the resulting minimum cell size was 
0.1mm (case C). From there on, the other cell sizes were derived. Then 𝑥𝑚𝑖𝑛 along with its other cell sizes 
were reduced to create the different cases for the mesh independence study as shown in Table 5. 

 
3.2. Mesh independence study 

After performing the simulations for the mesh independence study using the mesh parameters as detailed in 
the previous section, the velocity magnitude and total temperature were evaluated along the reactor length for 
each refinement level and compared to the most detailed reference case A. This yields the discrepancies 
plotted in Figure 4 along the significant part of reactor.  



 

 

 

Figure 3.  Poly-Hexcore mesh of reactor tube (coarsened to xmin = 0.12mm for visibility). 

 

Table 5.  Mesh independence study: Cell lengths x /[mm] for each body of influence of transition layer t. 

BoI Plasma zone Anterior Middle Posterior Total 
t 0 3 4 5 cells 
A 0.06 0.48 0.96 1.92 9,772,469 
B 0.08 0.64 1.28 2.56 4,301,751 
C 0.10 0.80 1.60 3.20 2,274,814 
D 0.12 0.96 1.92 3.84 1,370,240 
 

 

 
(a) (b) 

 
 (c) 

Figure 4.  Mesh independence study for mesh cases A, B, C and D. (a) Total temperature error along the 
reactor length in mm for cases B, C and D relative to case A. (b) Velocity magnitude error along the reactor 
length in mm for cases B, C and D relative to case A. (c) Mean, minimum and maximum error of velocity 
magnitude along the reactor length as a function of the number of cells for meshes A, B, C and D. 



 

 

Due to the high inlet velocity of the plasma gas and the sharp temperature gradients, one can see the highest 
variance at the inlet (20 mm from reactor inlet) and another peak in the middle. A possible explanation for the 
peak in the middle could be that the solution seems to start at the boundaries and spreads throughout the 
reactor with more iterations. As mass-weighted variables have not been tracked at each measurement point 
during the simulation, the properties at this position of the reactor might not have plateaued yet. Supporting 
this explanation is the fact that this peak is farther away from the outlet of the reactor’s mesh (630 mm from 
reactor inlet) where the cell size is larger, so the converged solution is reached quicker. Also, the mass 
imbalance is comparatively higher at this position. 

Because the velocity magnitude shows higher variability than the temperature, it has been chosen as the 
determining factor for the final mesh size; its minimum, maximum and mean values are plotted against the cell 
number in Figure 4 (c). Weighing computation expenses against solution accuracy led to the decision, that a 
refinement level of 𝑥𝑚𝑖𝑛  =  0.09 𝑚𝑚 should suffice to keep the maximum deviation from mesh A below 10%.  

Based on this mesh independence study, a slightly modified final mesh B’ was created using the mesh B as 
the basis. This resulted in the mesh data as shown in Table 6 and made it possible to reduce the required 
number of cells by ~28% compared to mesh B. 

Table 6.  Modified mesh refinements: Cell lengths x /[mm] for each body of influence of transition layer t. 

BoI Plasma zone Anterior Middle Posterior Total 
t 0 3 4 5 cells /[%] 
B 0.08 0.64 1.28 2.56 100 
B’ 0.09 0.72 1.44 2.88 71.80 
 

4. Results and discussion 

4.1. Cases overview 

The first two cases, case 0 and case 1, which were assessed, only vary geometrically in terms of the outlet 
diameter of the plasma torch nozzle as shown in Table 2. 

The other cases focus on the way in which the biomass particles are introduced to the plasma zone. Case 1, 
and also case 0, assume a simple opening at the top of the reactor’s tube through which biomass particles 
can be sent into the reactor. To examine the direct effect of plasma on biomass particles, the particle inlet was 
brought closer to the plasma zone with the help of a vertical particle inlet tube, which was integrated at different 
distances from the plasma torch outlet for the cases 2 to 5. The job of the vertical particle inlet tube was to 
guide the biomass particles as close to the plasma zone as possible. Assuming the tube is made from high-
temperature resistant ceramic material, its length 𝑙𝑡𝑢𝑏𝑒 was determined, so that it does not meet temperatures 
exceeding 1500 K. To obtain the plasma zone’s temperature profile, the particle inlet was defined as a wall 
and its mass flow rate, turbulence intensity as well as hydraulic diameter were set to 0, so that the flow is not 
affected by cold incoming air. The injected particles were also defined as massless. The distance of the vertical 
particle inlet tubes from the plasma torch outlet was then varied along the 1500 K isotherm. The resulting inlet 
tube positions for the cases 2 to 5 and case 1 as the reference are listed in Table 7. 

Table 7.  Geometry parameters for varied particle inlet tube lengths 𝑙𝑡𝑢𝑏𝑒 and distance of the particle inlet 
tube from the plasma torch outlet 𝑠𝑡𝑢𝑏𝑒. All remaining parameters are based on Table 3 and Table 4. 

Cases  1 (reference) 2 3 4 5 𝑙𝑡𝑢𝑏𝑒  /[mm] 0.00 49.00 46.50 44.50 42.50 𝑠𝑡𝑢𝑏𝑒  /[mm] 40.00 5.00 15.00 25.00 35.00 𝑑𝑝𝑎𝑟𝑡,𝑖𝑛  /[mm] 5.00 5.00 5.00 5.00 5.00 
 

4.2. Cases 0-1: Results of plasma torch outlet diameter variation 

The main results for cases 0 and 1 consisting of average particle temperatures and respective residuals are 
presented in Figure 5.  

Figure 5 (a) shows the average temperature of all particles in a selected time interval for both cases. In case 
1, the plasma gas flows in at a velocity of 𝑣1  =  917.65𝑚/𝑠 and a temperature of 𝑇1  =  17193.74𝐾 compared 
to 𝑣0  =  3561.33𝑚/𝑠 and 𝑇0  =  16922.15𝐾 in the reference case. The conservation of energy explains this 
increase in temperature, which compensates the reduction in the kinetic term because of the lower plasma 
gas velocity. Consequently, particles reach average temperatures up to 2.1x higher in case 1 compared to 
case 0 (𝑇𝑚𝑎𝑥,0  =  986.534𝐾 and 𝑇𝑚𝑎𝑥,1  =  2092.61𝐾). They also remain hotter as indicated by higher volume-
averaged temperatures (𝑇𝑉,0  =  513.64𝐾 and 𝑇𝑉,1  =  703.45𝐾). Therefore, case 1 performs better than case 0 
at achieving a good mixing between biomass particles and the hot plasma gases in the plasma zone.  



 

 

The residuals also indicate that convergence for case 0 is worse than convergence for case 1. Due to the 
increased mass flow rate and thereby also velocity gradient at the inlet, the solution does not converge as 
smoothly for case 0. Despite the enlargement of the plasma zone and anterior bodies of influence and using 
a finer mesh than the initial one (0.08 mm), the continuity remains above 10−3 for case 0 as shown in Figure 
5 (b). Furthermore, the volume-averaged velocity oscillates around 𝑣𝑉,0  ≈  0.7𝑚/𝑠 ±  0.03𝑚/𝑠  while 
temperature stagnates at 𝑇𝑉,0 ≈  520𝐾. This behaviour could be explained by one of three potential causes; 
the first one being the mesh, the second one under relaxation factors and the third being the complexity of the 
flow: 

1. The mesh might still not be sufficiently fine in some areas of the reactor. The higher inlet velocity also 
leads to increased velocities in other parts of the reactor. 

2. Under-relaxation factors (URFs) were varied differently for both cases, which could justify this 
behaviour.  

3. Because of the complexity of the flow, a unique solution might simply not exist. As the solution of the 
flow is steady, it is very likely to have more than one solution for the same boundary conditions. This 
would justify why properties oscillate periodically between two possible states. 

As case 1 performed better in terms of both the average particle temperatures, as a proxy of the quality of 
mixing between particles and plasma zone, and convergence, the worse convergence of case 0 was not further 
studied. Instead, it was decided, as already indicated in section 2.3.1 due to the lower plasma gas velocities, 
to continue with case 1 as the base case for the further improvement of the reactor. 

 
(a) 

 
 (b) (c) 

Figure 5.  Comparison of residuals and average particle temperatures of cases 0 and 1. (a) Average particle 
temperatures over residence time for cases 0 and 1. (b) Residuals of case 0. (c) Residuals of case 1.  

4.3. Cases 1-5: Results of variation of particle inlet tube’s position 

The intention behind varying the tube position is to find the configuration where particles reach the highest 
temperatures and maintain them for the longest period. Figure 6 shows the average particle temperatures 
plotted over the residence time. For each case, the mean value of all temperatures in a specified time interval 
were evaluated using Matlab and then plotted with the other cases. Figure 7 compares particle temperatures 
and their tracks for the different cases. The graphs of the two figures clearly indicate that cases 2 and 3 perform 
better in terms of maximum (average) temperature compared to the other cases which do not exceed 2200K. 
This is essentially a consequence of the extreme temperatures particles come in contact with in the core 
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plasma zone, which reach up to 15,000K and 7,500K, respectively. The higher deflection angle of the plasma 
zone might also improve the particle heating, as higher temperatures are shifted downwards towards the 
particle tracks and thus heat them longer. High collision velocities also cause particles to be distributed better 
in cases 2 compared to other cases. As previously established by Gupta et al. [11], the higher thermal 
conductivity at such temperatures is higher and therefore particle heating is improved even more significantly 
as shown in Figure 6 (a). The delayed peak in case 1 is due to the fact that particles have to travel longer from 
the top of the reactor before hitting the flame – while the residence time only starts counting in cases 2 to 5 
when the particles exit the ceramic tube close to the plasma zone. The slight bump in cases 4 and 5 may be 
a consequence of high turbulence in that time interval, which could be deduced from the particle tracks. But it 
may also be a consequence of incomplete convergence. 

When looking at the long-term particle temperatures in Figure 6 (b), case 5 surpasses the other cases, even 
if only slightly. Looking at the particle path lines, it gets clear that this is because particles fly back into the 
plasma region and are thereby reheated. However, particles in all cases do not maintain a high temperature 
after the sharp decline down from the peak. This goes back to the relatively low overall temperature of the 
gasifier. It shows that the particles are quenched rather fast upon leaving the plasma zone reaching 
temperatures <1000K within <<0.1s in all cases. This is beneficial for the production of plasma pyrolysis char 
as fast quenching would be helpful in preserving the change of the char properties caused by the plasma zone.  

Based on Figure 6 and Figure 7, case 2 looks the most promising. It achieves both a very high peak 
temperature, indicating a good mixing of particles with the plasma zone, as well as comparatively fast 
quenching of the particle temperature after the plasma zone. 

 

 
 (a) (b) 

Figure 6.  Average particle temperature distribution over residence time for cases 1-5. (a) Average particle 
temperature peaks during first 0.1 seconds of residence time. (b) Long-term average particle temperatures. 

Based on the residuals for cases 2 to 5 in Figure 8 and those of case 1 in Figure 5, the convergence of cases 
2, 4 and 5 are far less stable than cases 1 and 3. One reason is the change and increase in the plasma zone 
upon integration of the plasma tubes (cases 2-5). This means that the plasma zone BoI does not only need to 
be angled but enlarged as well. For case 2 the instability could be easily explained by the fact that the collision 
velocities of particles and plasma gas are significantly higher than in all other cases as the particle inlet tube 
in this case is closest to the plasma torch outlet. Even after modifying the plasma zone BoI in case 2, the 
residuals still oscillate, but around 10−4 to 10−3 instead of 10−2 before modification. The gradual decrease in 
the residuals around 2000 iterations (Figure 8 (a)) is a consequence of reduced under relaxation factors, which 
were improving the solution until approximately 2700 iterations.  
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Figure 7.  DC arc plasma zone temperature and (inert) torrefied wood particle streamlines coloured based 
on temperature for cases 1 to 5. 

Same applies for cases 4 and 5, where volume-average-temperature and velocity are oscillating periodically 
around the same range that is computed by case 1. It is only in case 3 where both physical and numerical 
properties stagnate as shown in Figure 8 (b). Although the same case and data file was used for interpolation 
at the beginning, this case is far better converging than all three other cases.  

However, since all cases oscillate periodically around 10−4 to 10−3, the change in solution should not be 
significant. For example, in case 4: 𝑣𝑉,4  ≈  0.7𝑚/𝑠 ±  0.05𝑚/𝑠 and 𝑇𝑉,4  ≈  700𝐾 ±  5𝐾 . The aim of these 
cases anyway is to reveal the trend of the best tube position for particle mixing and heating, which would not 
be heavily affected by oscillations at such a comparatively small magnitude. As long as the physical 
phenomena make sense, which they do in all of those cases, the result should be valid. 



 

 

 
 (a) Case 2 (b) Case 3 

 
 (c) Case 4 (d) Case 5 

Figure 8.  Residuals of cases 2-5 vs. number of iterations. 

5. Conclusion  
This work has investigated the flow characteristics of a DC air plasma torch in a horizontal tube reactor and 
investigated different optimization options to improve the interaction of biomass particles with the plasma zone. 
Plasma gas properties were modelled by integrating the adjusted plasma air properties provided by Gupta et 
al. [11]. Simplifying assumptions were made to ensure the feasibility of the CFD model – among others, 
neglecting chemical reactions, assuming a single fluid model and ignoring heat exchange by radiation. The 
different optimization options which were assessed focused on the one side on changing the plasma torch’s 
outlet nozzle diameter to adjust plasma gas velocities and on the other side the integration of vertical biomass 
particle inlet tubes to better guide the fuel particles directly into the plasma zone (at distances 5, 15, 25 and 
35 mm from the torch outlet along the isotherm of 1500 K). It can be concluded that the wider diameter offers 
not only better convergence, but much higher particle temperatures as well. From all conducted cases, the 
closest tube to the plasma inlet (case 2) leads to the highest particle temperatures. Cases 4 and 5 do not seem 
to offer a significant advantage over case 1 without a tube. All cases exhibit comparatively fast quenching 
(<<0.1s) of the particle temperatures after the plasma zone, which is beneficial for producing plasma pyrolysis 
char for further experimental analysis. In addition, all cases (except for case 5) show the same long-term 
cooling behaviour. The deciding factor for the best configuration to enhance particle heating is therefore only 
highest average temperatures, which was demonstrated in case 2 followed by case 3. 

The created CFD simulation model is a good starting point for further research into modelling of plasma-
assisted entrained flow gasification. In subsequent models, it would make sense to look into the option of 
changing the single fluid model to a more sophisticated plasma representation also accounting for dissociated 
and ionized, highly reactive species. For this, it would also be beneficial to integrate chemical reactions into 
the model as well as radiative heat transfer to better simulate the processes happening in the high temperature 
zones. In this regard, a combination with other existing CFD models for conventional entrained flow gasification 
such as the model developed by DeYoung [10] will be a suitable next step. In addition, experimental data will 
be necessary to inform the modelling and create kinetic models for the simulation of these plasma gasification 
processes. Experimental results from the modelled test rig can also be used to validate the simulative results.  
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Nomenclature 𝑐 specific heat, J/(kg K) d diameter, mm ℎ heat transfer coefficient, W/(m2 
K) �̇�   mass flow rate, kg/s 𝑝 pressure, Pa 𝑡 transition layer 𝑣 velocity, m/s 

𝑥 cell length, mm 𝐴 area, m2 

BoI Body of Influence 

CFD Computational Fluid Dynamics 

DC direct current  

K kinetic energy, kJ 

LHV lower heating value, MJ/kg 

Ma Mach number 

Re Reynolds number 

TI  turbulence intensity 𝑇 temperature, °C or K 

UDF user defined function 

U internal energy, kJ 𝑊   work, kJ 𝛼 ionization degree 

ϕ  potential energy, kJ 𝜌 density, kg/m3 
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Abstract: 

The objective of the work was to improve convective heat transfer intensity in the polymer pipes, e.g., made 
of high-density polyethylene or cross-linked polyethylene, by applying and optimizing internal pipe surface 
modifications in the form of small helical ribs. These helical ribs act as turbulence promoters and additionally 
induce angular velocity in the flowing medium, increasing the flow path length. Such pipes with the modified 
inner surface may be applied in the vertical and horizontal ground heat exchangers, which are one of the most 
expensive elements of ground-source heat pump systems. Improving heat transfer intensity between ground 
and working fluid in pipes may reduce the required number or length of boreholes and, therefore, decrease 
the overall installation costs of the heat pump system. This will allow more heat delivery to the working fluid 
per one running meter of the borehole. However, due to the increased turbulence in pipes with the modified 
internal surface, the pressure losses will also increase, which will increase the power consumed by the pump. 
Therefore, finding the balance between heat transfer gains and pumping losses is necessary. This paper 
further numerically analyzes previously selected modifications with rectangular and equilateral triangular 
cross-sections. Factors such as the height of ribs (vortex generators) and helix pitch were studied in terms of 
pressure drop and convective heat transfer intensity. Optimal geometrical parameters of ribs were found. 
Compared to the smooth pipes, optimized pipes with rectangular turbulators had Nusselt numbers 47-58% 
higher for the considered Reynolds number range, while pipes with triangular turbulators 21-42%. However, 
optimized pipes also had 92-126% and 31-39% higher pressure drops for rectangular and triangular 
turbulators, respectively, than the smooth pipe in the same Reynolds number range.  

Keywords: 

Convective heat transfer intensification; Ground heat exchanger; Numerical simulations; Internal surface 
modification; Polymer pipe. 

1. Introduction 
Recently, the share of renewable energy sources in total power and heat generation significantly increases as 
society focuses more and more on ecological and renewable energy sources. This is due to high greenhouse 
gas emissions by conventional power and heat sources, an increase in global warming, and high prices of 
fossil fuels. Renewable energy sources have been replacing fossil fuels-based power sources for years. The 
current social pressure and political decisions are speeding up this trend. In the European Union, the power 
sector must quickly adapt to the assumed emission targets by replacing coal-fired power plants, heating plants, 
and combined heat and power plants with new gas/hydrogen turbines, nuclear reactors, and renewable energy 
sources. However, in order to achieve the very ambitious climate neutrality targets established by the 
European Union, it is necessary to dynamically develop technologies allowing more efficient utilization of 
renewable power and heat sources. This should be done on a macro-scale (i.e., on the level of the power 
generation system) and on a micro-scale (i.e., on the local level by power and heat consumers). One of the 
solutions which can be applied on the micro-scale level is the application of heat pumps for space heating and 
domestic hot water production. Among them, ground-source heat pumps are characterized by the highest 
efficiency. Therefore, such heat pumps should especially be promoted. 

Ground-source heat pumps are used to transfer the heat from the ground to the buildings. Their investment 
costs are usually higher than in the case of air-to-air or air-to-water heat pumps, but the exploitation costs are 
lower as they have a higher average coefficient of performance than other types of heat pumps. They work in 
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combination with the ground heat exchangers, one of the system's most expensive elements. The pipes for 
ground heat exchangers are usually made of polymers, e.g., high-density polyethylene (HDPE) or cross-linked 
polyethylene (PEX). One of the ways to decrease the overall cost of the ground-source heat pumps might be 
by increasing heat transfer intensity in the ground heat exchangers. This operation may reduce the required 
number or length of boreholes and, therefore, the system installation's overall costs. The higher effectiveness 
of ground heat exchangers can be achieved, e.g., by increasing the heat transfer rates inside pipes due to the 
introduction of modifications in the form of small helical ribs or fins on the internal surface of the pipes used in 
the ground heat exchanger. The purpose of the modifications on the pipe's internal surface is to increase the 
intensity of heat transfer between the soil and the working medium flowing through the pipe. The modifications 
act as turbulence promoters, increase flow turbulisation, force the formation of angular velocity in the flowing 
medium, and increase the flow path length. This will allow more heat delivery to the working fluid per one 
running meter of the borehole. However, due to the increased turbulence, the pressure losses will also rise in 
polymer pipes with internal surface modifications. That will increase power consumption by the pump, which 
circulates the working medium in the lower heat source. Therefore, the modifications allowing for the highest 
heat transfer intensity increase at the lowest pressure drop should be designed. 

The studies on increasing heat pump systems efficiency were focused, among others, on improving the 
efficiency of the thermodynamic heat pump cycle itself [1], improving control systems and optimizing the heat 
pump system configuration and operation [2,3], or using hybrid heat pumps systems in combination with other 
systems [4-6]. There are only a few efforts to increase the heat transfer efficiency in the ground heat 
exchangers applied in the heat pump systems. The factors affecting vertical ground heat exchanger efficiency 
were summarised in [7]. The working fluid mass flow rate, thermal properties of the pipe material, thermal 
properties of the grout material and soil, soil density and moisture level in the ground, the geological structure 
of the earth crust in implementation location, groundwater presence, borehole diameter and depth, inlet and 
outlet pipe diameters, and the pipes' configuration (e.g., coaxial, single/double U-tube, spiral-tube, and multi-
tube) are the ground heat exchanger parameters which have the greatest impacts on the efficiency of ground-
source heat pump systems. Some of these parameters are related to the ground heat exchanger location and 
ground parameters. Therefore, the engineers have no influence on them. But there is a group of factors, e.g., 
the level of flow turbulization in the pipe, which may be modified and optimized to improve heat transfer rates 
in the ground heat exchanger. 

The internal surface modifications, e.g., in the form of grooved, riffled, or corrugated surfaces, in pipes made 
of metals, were studied numerically and experimentally in many works [8-10]. However, this problem was not 
investigated thoroughly in the case of polymer pipes. There are only a few papers in which this problem was 
undertaken. The pressure drop in polyethylene (PE) pipes with internal micro-fins was numerically investigated 
in [11]. But the simulations were carried out for only one shape of internal micro-fins, and for pipe configurations 
and sections typical for vertical ground heat exchangers, i.e., entrance, U-turn, and downward sections, were 
considered. Łapka and Wachnicki [12] recently simulated fluid flow and heat transfer in PEX pipes with internal 
helical turbulence promoters in the configurations typical for ground heat exchangers. The internal pipe 
modifications were in the form of rectangles, trapezoids, triangles, and semicircles. They calculated the 
dependencies between the shape of the internal embossment and the Nusselt number (Nu) and pressure drop 
in relation to the smooth pipe.  

This short state-of-the-art shows that there is a lack of knowledge related to the heat transfer intensity and 
pressure drop in the polymer pipes with internal modifications. Moreover, the polymer pipes' properties and 
manufacturing methods are significantly different from pipes made of metals. This means that the knowledge 
about heat transfer intensification in metal pipes cannot be directly applied in the case of plastic pipes.  
Therefore, this problem is further analyzed in this paper. Previous studies in [12] showed that heat transfer 
intensity in polymer pipes might be significantly improved, i.e., in the Reynolds number (Re) range of 3000-
8000, depending on the shape of modification, the Nu rose up to 25% in relation to the smooth pipe. But the 
penalty was a significant increase in the pressure drop, which also depended on the modification shape. 
Among the studied shapes, Łapka and Wachnicki [12] choose the triangular vortex generators as having the 
most promising pressure drop and heat transfer characteristics. The second shape selected in this paper was 
rectangular due to its possible manufacturing easiness. However, Łapka and Wachnicki [12] emphasized that 
before considering these shapes in practical applications, they have to be optimized in terms of pressured drop 
and heat transfer intensity, i.e., by finding their optimal geometrical parameters. Therefore, the optimization 
problem of polymer pipes' internal modifications is undertaken in this paper.  

The paper is organized as follows. At first, considered internal modifications of the polymer pipes are 
presented. Then, the simulation methodology is described. Next, selected shapes of turbulence promoters and 
the way of their optimization are described. After that, the results of the simulations are shown and discussed 
in terms of Nu and pressure drop characteristics, and then the work is concluded.  

2. Considered pipe models and initial studies 
In the previous work [12], six internal modifications were tested, i.e., their influence on the heat transfer intensity 
and pressure drop were evaluated in the Re range of 3000-8000 and in reference to the smooth pipe. The 



considered pipes had an outer diameter of 32 mm. The minimum wall thickness was 2.9 mm, so the inner 
diameter of the reference smooth pipe and also the base of the modification was 26.2 mm. The internal surface 
modifications were based on extruding certain shapes along the helix. In [12], this helix had a pitch of 300 mm. 
The considered geometries are shown in Fig. 1. For all cases, the embossings were 1.4 mm high. The first 
case had modification prepared by embossing a rectangle 2.8 mm wide (Fig. 1a). The second one had the 
shape of a trapezoid with arms at an angle of 15 and the distance between the arms centers of 2.8 mm (Fig. 
1b). In the third, the vortex generators were equilateral triangles (Fig. 1c). In the fourth, the vortex generators 
were semicircles with a radius of 1.4 mm (Fig. 1d). In the fifth and sixth (Fig. 1e and f), the turbulators had the 
shape of rectangular triangles with an angle at the base of 60, and with the right angle located on the left- and 
right-hand side, respectively. Moreover, the reference pipe with a smooth surface was also prepared to obtain 
reference results. 

 

Figure 1. Shapes of turbulence promoters: a) rectangular, b) trapezoidal, c) equilateral triangle, 
d) semicircular, e) rectangular triangle with a right angle on the left-hand side, f) rectangular triangle with a 
right angle on the right-hand side. 

The simulations conducted in [12] showed that triangular vortex generators had the most promising pressure 
drop and heat transfer characteristics. They had the lowest pressure drop increase compared to the reference 
pipe, i.e., they attained a pressure drop 95-125% higher than the reference pipe. The convective heat transfer 
was most intense for pipes with vortex generators in the shape of equilateral triangles. Moreover, the pipe with 
rectangle embossing performed well in terms of heat transfer intensity. In the whole considered Re range, 
these two types of modifications, i.e., equilateral triangle and rectangle, attained c.a. 21-23% higher Nu in 
relation to the smooth pipe. However, the pipe with rectangle modification had the most significant pressure 
drop increase, i.e., 170-190% in reference to the smooth pipe. Despite this, considering the results obtained 
in [12], and also manufacturing limitations, i.e., that modifications in the form of a right triangle might be difficult 
to manufacture and that the rectangular vortex promoters seem to be the easiest to manufacture, the 
optimization in terms of heat transfer and fluid flow characteristics was carried out for the embossing having 
shapes of a rectangle (Figure 1a) and equilateral triangle (Figure 1c). It is expected that further optimization of 
these geometries might significantly improve their heat transfer efficiency and reduce the pressure drop. 

3. Optimization strategy 
The vortex generators' optimization process was based on parameterizing some of their geometrical features 
(i.e., dimensions). The parameters for the optimization process were chosen so that it was possible to obtain 
great changes in the heat transfer and pressure drop characteristics in the pipe. The goal was to capture 
geometric features that can most significantly affect the pipes' heat transfer and fluid flow performances. For 
both selected models, the influence of the pitch of the helix was investigated. This parameter can potentially 
greatly impact variations in the pressure drop and heat transfer characteristics in the flow. In the base 
geometries, the pitch of the helix was set to 300 mm [12]. In this paper, additional calculations have been 
carried out for the pitch values of 150, 450, and 600 mm. The second examined parameter was the size of the 
turbulators, which was defined as their height. The turbulators were properly scaled to maintain the turbulence 
shape itself. The basic height of the vortex generators was 1.4 mm [12]. The current calculations have been 
performed for the following embossing heights: 0.6, 1, and 1.8 mm. Based on the optimization of these two 
parameters, pipe internal modifications that will potentially achieve the best heat transfer and pressure drop 
performances were selected. When creating optimized geometries, other geometrical parameters, e.g., the 
number of turbulators on the perimeter and the width of the embossing, were left unchanged. It was assessed 
that their influence is not as significant as the influence of helix pitch and embossing height. 

   
(a) (b) (c) 

   

(d) (e) (f) 



4. Simulation methodology 

4.1. Discretisation 

The computational meshes were generated for the optimized models presented in Figures 1a and b. Due to 
the necessity for the correct prediction of convective heat transfer at the pipe's internal wall, very fine meshes 
in the wall region had to be generated. The goal was to create as structured meshes as possible. Therefore, 
the sweep method available in the software ANSYS Meshing was used for this purpose, together with 
significant mesh refining to the wall. The length of the division along the axis was 1 mm. Additionally, the mesh 
size at the pipe walls was set to 0.00005 m to keep y+ as low as possible for the whole considered Re range. 
These allowed for keeping the same meshes at the inlet and outlet from the computational domain (necessary 
due to the periodic flow assumption in the first phase of the solution) and obtaining a satisfactorily dense mesh 
close to the wall. The generated meshes consisted mainly of very good quality hexahedral elements. For a 
few geometries, triangular prism elements were also generated. An exemplary mesh for a pipe with a 
rectangular turbulator with a height of 1 mm is shown in Figure 2, while the parameters of the generated 
meshes are presented in Tables 1 and 2 for pipes with rectangular and triangular vortex generators, 
respectively. 

The meshes' qualities shown in Tables 1 and 2 were within acceptable ranges. However, to obtain these 
parameters' values, the models with modified internal surfaces had to have a very large number of elements 
due to the necessity to resolve near-wall regions accurately (see fine mesh at pipe boundaries in Figure 2). 
Moreover, the aspect ratio was very high to keep a suitable value of y+ at the wall, i.e., the k- shear stress 
transport (SST) turbulence model was applied in numerical simulations and required y+ to close or be below 
4-5. 

      

Figure 2. An exemplary mesh for a pipe with rectangular turbulators with a height of 1 mm. 

Table 1.  Parameters of meshes for pipes with rectangular turbulators. 

Turbulator geometry Number of elements Max skewness Max aspect ratio 
Height = 0.6 mm  26 633 700 0.86 86.1 
Height = 1.0 mm  32 958 900 0.86 84.7 
Height = 1.4 mm (base pipe) 91 407 600 0.74 316.59 
Height = 1.8 mm  52 866 000 0.86 76.7 
Pitch = 150 mm 28 716 300 0.89 95.5 
Pitch = 300 mm (base pipe) 91 407 600 0.74 316.59 
Pitch = 450 mm 27 999 000 0.89 97.7 
Pitch = 600 mm 30 336 360 0.87 240.4 
 

Table 2.  Parameters of meshes for pipes with triangular turbulators. 

Turbulator geometry Number of elements for single  Max skewness Max aspect ratio 
Height = 0.6 mm  26 028 900 0.89 285.7 
Height = 1.0 mm  27 901 800 0.86 229.2 
Height = 1.4 mm (base pipe) 117 933 300 0.74 198.51 
Height = 1.8 mm  33 593 400 0.90 181.8 
Pitch = 150 mm 28 716 300 0.89 204.9 
Pitch = 300 mm (base pipe) 117 933 300 0.74 198.51 
Pitch = 450 mm 19 101 600 0.88 230.6 
Pitch = 600 mm 17 353 600 0.90 250.5 

 

Compared to the calculations made in [12], the computational grids are characterized by much higher values 
of the aspect ratio parameter because longer pipes were simulated (0.3 m in [12] vs. 0.9 and 1.2 m in this 
work) to ensure thermally and hydrodynamically fully developed flow in the rear part of the pipe. This positively 



affects the accuracy of calculations and mapping changes in thermal and flow parameters along the pipe axis 
(i.e., the fully developed flow was obtained). On the other hand, skewness has slightly increased. But elements 
with poorer skewness are mainly located in the solid region. Only the energy equation that accounts for heat 
conduction in solid elements is solved there, which solution is immune to poorer quality elements. In the fluid 
region, the maximum skewness never exceeds 0.72 in pipes with rectangular vortex generators and 0.81 with 
triangular vortex generators. The y+ values also slightly increased compared to the results from [12], ranging 
from 1 to 2 for the maximal considered Re of 8000. However, the SST k- model allows accurate calculations 
for y+ up to 4-5.  

4.2. Solution strategy 

In the beginning, it was necessary to consider the stabilization of the thermal boundary layer in the pipe. This 
was required to find heat transfer rates for fully developed flow in the rear part of the pipes, in which the 
calculation results were averaged. Therefore, it was necessary to determine the optimal length of the tested 
pipe sections. It turned out that very good results were obtained for a pipe with a length of 0.9 m for 150, 300, 
and 450 mm pitches and 1.2 m for a pitch of 600 mm. The results for averaging were picked from the pipe 
section of length between 0.8 and 0.9 m.  

Performed initial verification for the model of smooth pipe using Nu number correlations showed that the 
differences between correlations and numerical results were in the range of 3-5% for considered Re values. 
This analysis proves the good accuracy of the developed model. Moreover, mesh sensitivity analyses were 
performed for the smooth pipe and selected pipes with ribs, i.e., refined meshes were generated with smaller 
elements close to the walls. For refined grids, the y+ was below 1. These simulations' results were compared 
with those obtained for meshes used in this paper. The relative differences in calculated Nu numbers between 
current and fine meshes were below 1%, which showed the grid size independence of the developed model. 
The model validation was not performed at the current state, but the experimental studies are ongoing.  

The solution strategy was divided into two phases. In the first phase, the periodic fluid flow problem in pipes 
without heat transfer was considered to find hydrodynamically fully developed velocity and turbulence fields in 
the computational domains. The fluid flow in the pipes was solved using the k- SST turbulence model 
implemented in the commercial engineering software ANSYS Fluent. In the second phase, the energy equation 
was only solved based on the fluid velocity and turbulence fields in the pipes obtained in the previous phase, 
but the problem was not further assumed periodic. In this phase, the momentum and turbulence equations 
were not solved. This strategy allowed for simulations of short repeatable segments of the pipes. The heat 
transfer problem in the pipes was solved based on the hydrodynamically fully developed flow and turbulence 
fields. As fluid flow and heat transfer equations were decoupled (i.e., fluid properties were assumed 
temperature-independent), the applied solution strategy did not influence the accuracy of the results. But it 
significantly speeded up the simulations and reduced the required length of pipe necessary to be simulated to 
obtain developed flow and thermal profiles.  

 

Table 3.  Properties of PEX and 24% wt. ethylene glycol solution. 

Property        PEX Ethylene glycol solution 
Density (kg/m3) 940 1049.56 
Specific heat (J/kg/K) 2302.3 3852.09 
Thermal conductivity (W/m/K) 0.46 0.258 
Dynamic viscosity (kg/m/s) - 0.00387 

 

Table 4.  The hydraulic diameters, cross-sectional areas, and mass flow rates of the working medium for 
assumed pipes geometries. 

Turbulator geometry 
Hydraulic diameter 
(m103) 

Cross-sectional 
area (m2104) 

Mass flow rate (kg/s) 
Reynolds number 
3000 5500 8000 

Smooth pipe 26.20 5.350 0.233 0.427 0.622 
Rectangular height 0.6 mm 22.09 5.179 0.265 0.487 0.708 
Rectangular height 1.0 mm 19.91 5.048 0.287 0.527 0.767 
Rectangular height 1.4 mm 16.63 4.929 0.336 0.616 0.896 
Rectangular height 1.8 mm 14.41 4.640 0.365 0.669 0.974 
Triangular height 0.6 mm 22.97 5.358 0.264 0.484 0.705 
Triangular height 1.0 mm 21.08 5.299 0.285 0.523 0.760 
Triangular height 1.4 mm 19.35 5.212 0.306 0.559 0.814 
Triangular height 1.8 mm 18.61 5.096 0.325 0.596 0.868 
 

 



4.3. Material properties 

The pipes were assumed to be made of PEX, while the working medium was 24% wt. aqueous solution of 
ethylene glycol. Their properties assumed in the simulations are given in Table 3. 

4.4. Boundary conditions 

In the first phase of the calculations, a periodic boundary condition at the inlet and outlet from the pipe with a 
given mass flow rate was applied (see Table 4, which contains mass flow rates for different Re, hydraulic 
diameters, and cross-sectional areas of pipes). In each case, the hydraulic diameter-based Re values were 
assumed to be the same and equal to 3000, 5500, and 8000. These values corresponded to smooth pipe 
glycol velocities of 0.335, 0.614, and 0.893 m/s, respectively. However, differences in the values of hydraulic 
diameters caused the mass flow to vary for each pipe with different vortex generator shapes, as shown in 
Table 4. In the case of variable helix pitch, mass flow rates were the same for each helix pitch and 
corresponded to the values for the respective pipes with a height of the turbulators equal to 1.4 mm. In the 
case of the variable height of the turbulator, mass flow rates varied, as shown in Table 4. In the second phase 
of the calculations, the fixed glycol temperature of 275.15 K was set at the pipe's inlet and 323.15 K at the 
external pipe surface. The rest of the surfaces were assumed to be adiabatic. The pipe outer wall temperature 
was significantly higher than the usual ground temperature, i.e., 281.15 K. However, this boundary condition 
allowed for obtaining a measurable working fluid temperature increase along the pipe section. The results were 
read from the pipe section of length between 0.8 and 0.9 m. Obtaining larger temperature increases in the pipe 
also eliminated the impact of possible numerical errors. 

5. Results 

5.1. Parametric simulations 

In [12], the results of pressure drops and temperature increase in the pipe, heat flux density on the pipe wall, 
and average Nu were presented. However, to determine the effectiveness of the tested pipes, it is enough to 
look at the pressure drops and Nu values. In order to show the performances of the modeled pipes, these 
parameters are shown relative to the smooth pipe in Figures 3 and 4. 

 

Figure 3. Parametrization analysis results for the model with rectangular turbulators: a) pressure drop 
depending on turbulator height, b) Nu depending on turbulator height, c) pressure drop depending on the 
pitch of the helix, d) Nu depending on the pitch of the helix.  

In the first step, the pipes with rectangular turbulators were taken into account. Figure 3a shows that the size 
of the turbulators has a significant impact on the values of the obtained pressure drops. Generally, the larger 
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the turbulator, the greater the pressure drop. It can be seen that for turbulators with a height of 1.8 mm, the 
pressure drop is very large and is over 250-300% of the value for a smooth pipe. Thus, heights in the range of 
0.6-1.4 mm, which are characterized by much lower pressure drop increase than the height of 1.8 mm, have 
the potential to improve the performance of the rectangular turbulators. For a height of 0.6 mm, the increase 
of the pressure drop is about 35-40%, while for 1 mm and 1.4 mm, the pressure drop rises by 60-80%. Figure 
3b also shows that very large turbulators do not improve convective heat transfer. Pipes with heights of 0.6 mm 
and 1.4 mm achieve very different results depending on the Re. Pipes with vortex generators of a height of 
1 mm turned out to be the best, characterized by an increase of the Nu in the range of 15-21% in the entire 
range of Re. Considering the pitch of the helix, it can be seen in Figure 3c that a pitch of 150 mm gives by far 
the greatest pressure drop, up to 230% more than for the smooth pipe. The pipe with a helix pitch of 300 mm 
turned out to be the best, which had the smallest increase in the pressure drop in the range of 60-85%. 
However, the results of the intensity of convective heat transfer indicate that the model with the smallest pitch 
of the helix gives the best results. It records an increase in the Nu by 15.5-43% compared to the smooth pipe. 
The model with a pitch of 300 mm already gives an increase of only 2-15%. The other two pipes perform worse 
both in terms of pressure drop and intensity of convective heat transfer than the base case. Based on these 
results, an optimized pipe was proposed. Its turbulators height is assumed to be 1 mm, and the pitch of the 
helix of 150 mm is selected. 

 

Figure 4. Parametrization analysis results for the model with triangular turbulators: a) pressure drop 
depending on turbulator height, b) Nu depending on turbulator height, c) pressure drop depending on the 
pitch of the helix, d) Nu depending on the pitch of the helix. 

In the second step, the pipes with triangular turbulators were considered. Again, the increase in the size of the 
turbulators causes an increase in the pressure drop (Figure 4a), but this time the relationship is much more 
clear and linear. Of course, the best results are obtained for the pipe with 0.6 mm high turbulators, for which 
the increase is only 23%. For a height of 1 mm, it is already 50-60% depending on Re value. The thermal 
performance of all pipes is similar. The increase in the Nu is in the range of 12-33%. Larger turbulators (i.e., 
1.4 and 1.8 mm) show better properties at lower Re numbers, while smaller turbulators (i.e., 0.6 and 1.0 mm) 
are more effective at higher Re. Considering the pitch of the helix, again, the pitch of 150 mm gives the greatest 
increase in pressure drop of 105-143% (Figure 4c) and the greatest increase in the Nu of 47-72% (Figure 4d). 
For other pipes, the increase in the pressure drop is significantly lower and amounts to 83-105%. But the 
increase in the Nu is also much smaller for these pipes and is in the range of 1-26%. Based on these results, 
the selected optimal pipe with triangular turbulators has a turbulators height of 0.6 mm and a helix pitch of 
150 mm. 
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5.2. Optimized models 

In this section, proposed optimized pipes are investigated. Information on computational meshes for optimized 
pipes is presented in Table 5, while mass flow rates for different Re, hydraulic diameters, and cross-sectional 
areas of these pipes are presented in Table 6. 

 

Table 5.  Parameters of meshes for optimized pipes. 

Turbulator geometry Number of elements Max skewness Max aspect ratio 
Rectangular 24 056 100 0.86 277.58 
Triangular 37 247 400 0.79 119.80 

 

Table 6.  The hydraulic diameters, cross-sectional areas, and mass flow rates of the working medium for 
optimized models. 

Turbulator geometry 
Hydraulic diameter 
(m103) 

Cross-sectional 
area (m2104) 

Mass flow rate (kg/s) 
Reynolds number 
3000 5500 8000 

Rectangular 19.04 5.155 0.307 0.562 0.818 
Triangular 22.97 5.358 0.264 0.484 0.705 
 

The results obtained for the optimized pipes were compared with the base pipes calculated, among others, in 
[12]. Relative pressure drops and Nu were again compared in Figure 6. 

 

Figure 5. Results for optimized models: a) pressure drop and b) Nu for different values of Re (Rect-Base – 
base pipe with rectangular turbulators, Rect-Opt – optimized pipe with rectangular turbulators, Tri-Base – 
base pipe with rectangular triangular, Tri-Opt – optimized pipe with rectangular triangular). 

The optimized pipes have much better convective heat transfer performances. The increase in the Nu for the 
optimized pipe with rectangular turbulators is 47-58%, while for the pipe with triangular turbulators is 21-42%. 
For non-optimized pipes (base geometries), it was 2-15% and 15-26%, respectively. The average increments 
of the Nu for optimized pipes relative to the smooth ones are several times greater in both cases. The situation 
is different in the case of pressure drops, and the optimized model with rectangular turbulators has higher 
pressure drops. Optimized triangular turbulators are much better in this regard. For the pipe with triangular 
turbulators, a lower pressure drop was recorded for the considered Re range than for the base pipe, i.e., the 
relative pressure drop varied in the 31-39% range. For the optimized pipes with rectangular turbulators, the 
increase in pressure drop is 92-126%. 

It should be noted that in these simulations, the Re was in the same range for all cases. This resulted in 
significantly higher glycol mass flow rates in modified pipes than the smooth ones, as modified pipes had lower 
cross-sectional area and lower hydraulic dimeters than the smooth pipe. For optimized pipes, the mass flow 
rates were higher, c.a. 32 and 13% for rectangular and triangular vortex promoters, respectively. Applying the 
same mass flow rates of the working medium in the smooth and modified pipes will result in a much lower 
pressure drop increase than shown in this work, while Nu will still be significantly higher. This shows that the 
practical implementation of pipes with turbulence promoters in ground heat exchangers may be profitable. 

6. Conclusions 
This paper presents numerical optimization of the geometry of turbulence promoters in polymeric-made pipes 
in terms of heat transfer and fluid flow performances. Two rib shapes, i.e., rectangular and triangular, were 
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selected based on the previous studies [12] as the most promising. Two geometrical parameters, i.e., vortex 
generators' height and pitch of the helix along which the ribs were extruded, were selected as variable 
parameters.  

In the first step, a series of simulations were conducted for four ribs heights and four helix pitches. The results 
of these simulations allowed for finding the pressure drop and Nu characteristics for each pipe with internal 
surface modifications for Re in the range of 3000-8000. The results were analyzed, and optimal turbulators 
parameters were proposed based on that. For both rectangular and triangular vortex generators, their optimal 
height was selected to be 1 and 0.6 mm, respectively, while the pitch of the helix in both cases was chosen to 
be 150 mm. 

In the second step, optimal turbulators' performances were compared to the initial (base) geometries. The 
optimized pipes have much better convective heat transfer performances. The increase in the Nu for the 
optimized pipe with rectangular vortex generators was 47-58% regarding the smooth pipe, while for the pipe 
with triangular modifications, it was 21-42%. These values, on average, are several times higher than for the 
initial turbulence promoters' geometries. However, for rectangular modifications, the pressure drops were 
higher than for base pipes and were in the range of 92-126%. Optimized triangular turbulators are much better 
in this regard. The triangular vortex promoters attained pressure drops in the 31-39% range, which was lower 
than for the base case.  

In the performed analyses, the Re was in the same range for all simulated cases. This resulted in significantly 
higher glycol mass flow rates in modified pipes than the smooth ones. Applying the same mass flow rates of 
the working medium in the smooth and modified pipes will result in a much lower pressure drop increase than 
shown in this work for the fixed Re range, while Nu will still be significantly higher. This shows that the practical 
implementation of pipes with turbulence promoters in ground heat exchangers might be profitable. 
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Abstract: 

The depletion of fossil fuels and increased greenhouse gas emissions are crucial factors forcing innovation in 
various branches of industry and life. In the 21st-century air conditioning is becoming a necessity in terms of 
well-being and health. Therefore, adsorption cooling technology constitutes a very promising alternative to 
energy-consuming and environmentally hazardous vapour compression chillers. The main challenge in the 
wider popularization of adsorption technology is the intensification of heat and mass transfer within the 
adsorption bed. Therefore, the paper presents different sorption reactor concepts aimed at solving the 
aforementioned issue. The main parameters influencing heat and mass transfer for each of the analyzed cases 
are calculated using the computational fluid dynamics code adapted to capture the specific phenomenon 
occurring in the adsorption bed. The developed numerical model is validated against the experimental data 
collected on the test stand dedicated to experimental research of innovative adsorption beds operating in 
various conditions. The results of numerical modelling with the use of the developed coupled CFD & DEM 
model concerning the adsorbent particles movement and variation in relative temperature of the adsorbent 
within the fluidization process are presented in the paper. The research allowed to define the design 
parameters of the adsorption bed that allow intensifying the heat and mass transfer in the adsorption reactor 
and, in consequence, significantly contribute to the development and popularization of the adsorption cooling 
technology. 

Keywords: 

Adsorption chiller; CFD & DEM coupling; Computational fluid dynamics; Discrete element modelling; 
Fluidization; Heat and mass transfer. 

1. Introduction 

1.1. Innovation for a sustainable future 

The depletion of fossil fuels and the urgent need to reduce greenhouse gas emissions have forced various 
industries to innovate and develop sustainable alternatives. The major development activities are carried out 
in energy [1], transportation [2], agriculture [3], and construction industry [4] among which the energy industry 
is one of the largest contributors to greenhouse gas emissions and climate change. To reduce emissions, the 
industry has shifted toward renewable energy sources such as solar, wind, and geothermal power. In addition, 
innovations in energy storage technologies such as batteries and hydrogen fuel cells are also helping to make 
renewable energy more viable. According to the roadmap presented by the International Renewable Energy 
Agency [1], renewable energy technologies could provide 90% of the world's electricity by 2050, reducing 
greenhouse gas emissions by 60%. In addition, cooling systems are responsible for up to 26% of electricity 
consumption depending on the country [5], with more than 40% of energy consumption in the residential and 
service sector [6]. This leads directly to the occurrence of peak demand for electricity during the summer period 
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when the capacity of the power system is the lowest. Such a situation may result in local power deficits or even 
blackouts, examples of which have already appeared many times. Therefore, the energy industry has been 
exploring alternative and sustainable energy sources such as solar energy or wind energy but attempts have 
also been made to waste heat utilization. One of the technologies allowing to effectively utilize the low-grade 
waste heat for chill generation, seawater desalination or long-term heat storage is the adsorption technology. 

1.2. Advantages and disadvantages of adsorption technology 

Adsorption technology involves using solid adsorbents to capture and store or transform energy. The process 
involves the adsorption of a gas or vapour onto a solid surface, which releases heat energy. Several types of 
adsorbents can be used in adsorption technology, such as zeolites, activated carbons, and metal-organic 
frameworks (MOFs). Each type of adsorbent has unique properties that make it suitable for specific 
applications. Metal and carbon nanotube additives to adsorbent are capable to improve its thermal diffusivity 
and subsequently the overall performance of the process [9]. One of the advantages of adsorption technology 
is its ability to use low-grade waste heat sources, which are typically not viable for other heat recovery 
technologies. The recent interest in adsorption cooling technology results from the following benefits of 
adsorption chillers in comparison to conventional vapour-compression systems: 

▪ powered with a renewable or waste heat source of temperature as low as 50°C [10], which directly leads 
to a reduction in CO2 emissions and pollution [11], 

▪ environmentally friendly due to the absence of hazardous and environmentally harmful refrigerants [12], 

▪ capable to desalinate seawater [13], 

▪ almost zero electricity consumption [14], 

▪ no moving parts resulting in high reliability [15], 

▪ quiet due to the absence of compressors and no vibration [16], 

▪ simple control & maintenance [16]. 

But the widespread application of adsorption chillers is limited by the following shortcomings of adsorption 
cooling technology: 

▪ low coefficient of performance [17], 

▪ large weight & volume [15], 

▪ intermittent cooling [18], 

▪ high initial procurement cost [18], 

▪ exploitation under vacuum conditions [19]. 

1.3. Adsorption chiller work cycle 

The adsorption process in the chiller is used to transfer heat and produce cooling, with the refrigerant being 
adsorbed onto the surface of a solid adsorbent material [20]. The work cycle of an adsorption chiller typically 
involves several subsequent stages, including adsorption, refrigerant transfer, desorption, and refrigerant 
condensation. 

1.3.1. Adsorption 

In the adsorption stage, the adsorbent material is exposed to the refrigerant vapour and the refrigerant 
molecules are adsorbed onto the surface of the adsorbent. The adsorption process is driven by a heat source, 
which raises the temperature of the adsorbent and facilitates the adsorption of the refrigerant. 

1.3.2. Refrigerant Transfer 

Once the refrigerant is adsorbed onto the adsorbent material, the next stage of the cycle is the transfer of the 
refrigerant. This involves the movement of the refrigerant vapour from the adsorber to the evaporator.  

1.3.3. Desorption  

In the desorption stage, the temperature of the adsorbent is lowered. This causes the refrigerant molecules to 
be released from the surface of the adsorbent and return to the vapour phase. The desorption stage is the key 
to the cooling process as it releases the heat that was previously absorbed during the adsorption stage. 

1.3.4. Refrigerant Condensation 

The final stage of the work cycle is the condensation of the refrigerant vapour back into a liquid. This stage 
involves the use of a condenser, which is typically cooled using a cooling medium such as water. As the 
refrigerant vapour flows through the condenser, it gives up its heat to the cooling medium and condenses into 
a liquid, ready to repeat the cycle. 

 



1.3.5. Thermodynamic cycle 

The sorption reactor operates between the condenser/evaporator pressure and the minimum/maximum 
adsorbate concentration levels. The Clapeyron diagram depicted in Figure 1 illustrates the four ideal 
thermodynamic stages occurring in the bed i.e., isosteric preheating (1–2), isobaric desorption (2–3), isosteric 
precooling (3–4), and isobaric adsorption (4–1). 

 

Figure 1. Clapeyron diagram of a basic adsorption chiller work cycle 

1.4. Adsorption chiller construction 

The operation of an adsorption chiller typically involves a closed-loop system, which includes an evaporator, 
an adsorber, a condenser, and a desorber as shown in Figure 2a. The refrigerant absorbs heat and evaporates 
in the evaporator, while it is adsorbed onto the surface of the adsorbent material in the adsorber. The refrigerant 
is cooled and condenses back into a liquid in the condenser and the desorber is where the refrigerant is 
desorbed from the adsorbent material, releasing the heat that was previously absorbed. Typically, the adsorber 
and desorber are combined into one sorption reactor to simplify the system and reduce its overall cost (Figure 
2b). Moreover, at least two sorption reactors operating interchangeably are commonly used to assure constant 
delivery of cool (Figure 2c). The operation of an adsorption chiller is controlled with valves linking the above-
mentioned parts of the system. Researchers have also proposed more sophisticated concepts: combined 
heating and cooling adsorption chiller [21], three-bed adsorption chiller [22] or re-heat two-stage adsorption 
chiller [23]. 

      

Figure 2. The schematic diagram of the adsorption chiller construction: a) basic concept, 

b) adsorber and desorber combined into a sorption reactor, c) two sorption reactors operating 

interchangeably. 

1.5. Previous research 

The effect of cooling temperature on the performance of a solar adsorption chiller with enhanced mass transfer 
was investigated in [24]. The authors proposed a new enhanced mass transfer mode with two condensers and 
a micro vacuum pump for decreasing the desorption pressure. The refrigerant vapour was condensed before 
being pumped into the receiver, which increased the density of the refrigerant and improved the mass flow 



rate with the same pressure and working speed of the pump. The performance of the solar adsorption cooling 
system with the enhanced model was evaluated and compared with three different cooling temperatures. The 
results showed that reducing the cooling temperature can greatly improve the coefficient of performance (COP) 
under the mode of enhanced mass transfer.  

The integrated adsorption-absorption system driven by transient heat sources for cooling and desalination was 
investigated in [25] and [26]. In the first case, the system operated with a relatively low exergy efficiency in the 
absorption cycle of up to 15.33%. The adsorption bottoming cycle successfully utilised the heat from the 
absorption subsystem at a relatively higher exergy efficiency of up to 42.69%. The execution of a transient 
heat source of sinusoidal waveform enhanced the water production by up to 30% and the cooling of absorption 
and adsorption subsystems by 24% and 15%, respectively. The performance of innovative combined 
absorption and adsorption cooling systems employing the same evaporating and condensing units was 
theoretically investigated in [26]. The performance of the proposed system was compared with a separated 
absorption and adsorption cooling system, combined absorption and adsorption cooling system employing the 
parallel operation mode, a conventional single-stage adsorption cooling cycle, and other integrated systems 
available in the literature. 

Triply periodic minimal surface structures have been implemented in adsorber/desorber to improve the 
performance of adsorption cooling systems in [27]. The use of metal triply periodic minimal surface-based 
structures considerably increased the effective thermal conductivity of the porous media/metal composite due 
to its large surface area to porous media volume. A fully three-dimensional computational fluid dynamics model 
was constructed using ANSYS Fluent in the above-mentioned research. This research methodology was also 
applied in [28]. 

An experimental and analytical study on the application of adsorber plate heat exchangers in thermally driven 
chillers was carried out in [29]. The authors investigated the effect of both heat and mass transfer characteristic 
lengths of two different adsorber plate heat exchangers for application in an adsorption chiller on the adsorption 
and desorption kinetics. It turned out that the adsorption kinetics is mainly influenced by the mass transfer 
characteristic lengths, while the desorption kinetics is dominated by the heat transfer characteristic lengths of 
the adsorbent domain. 

Apart from computational fluid dynamics, the artificial intelligence approach is also commonly used in the 
analysis of adsorption systems. Heat and mass transfer prediction in fluidized beds of cooling and desalination 
systems was researched in [30]. The developed model allowed the study of input parameters' effect on the 
outputs and optimize the operating strategy of the bed. Also, the cost of manufacturing adsorption chillers is 
described in the scientific literature [31] - at a maximum Coefficient of Performance of 1 and maximum Specific 
Cooling Power of 300 W/kg, the specific selling price of a Silica gel adsorption chiller is €1018 per kW of cooling 
power. 

The effectiveness of adsorption technology in waste heat utilization has been proved in numerous research 
papers e.g. [32]. The authors conducted experimental and theoretical analyses on the effects of temperature, 
dew point, and the flow velocity of high-temperature moist air on the regeneration rate in the adsorption heat 
pump systems. 

1.6. Motivation and novelty 

Despite the presented numerous research activities aiming to improve the adsorption cooling technology, 
further research and development are needed to optimize it and make it more cost-effective for commercial 
applications. Therefore, this paper aims to propose the novel concept of using computational fluid dynamics 
(CFD) coupled with discrete element modelling (DEM) to analyse the benefits of using fluidization to improve 
heat and mass transfer within the adsorption bed. Such an approach has never been used before and reveals 
great potential for further improvement in optimizing the construction of adsorption reactors with numerical 
methods. It will deliver new knowledge, especially concerning the adsorbate velocity field within the sorption 
reactor at the operating conditions (absolute pressure below 3 kPa) and it will allow to design the reactor and 
control the process in a way that maximizes the heat and mass transfer within the whole volume of the 
adsorbent material. 

2. Methods and research objects 
As the heat and mass transfer in the sorption reactor are the main factors influencing the overall performance 
of the adsorption chiller, several design concepts of the reactor were analysed within the carried-out research. 
They are described in the following paragraphs with the newest concept of fluidized sorption reactor being the 
main focus of attention. 

2.1. Honeycomb sorption reactor 

The concept of a honeycomb sorption reactor depicted in Figure 3 was presented in detail in [33]. It contributed 
to the increased heat transfer surface area and simultaneously assured a compact and lightweight design of 
the chiller. The computational fluid dynamics analysis performed with the use of the developed endothermic 
desorption model incorporated into the ANSYS Fluent software allowed defining of the optimal design of the 



investigated type of heat exchanger and its correlation with basic factors influencing the performance of the 
sorption reactor and its dimensions such as the gradient of heating/cooling water temperature, logarithmic 
mean temperature difference, heat exchanger mass to sorbent ratio, effective mass factor, heat transfer 
surface to sorbent mass ratio and solid volume fraction. Moreover, the spatial temperature distribution in the 
reactor as well as the influence of construction material on the above-mentioned factors were defined. 

 

Figure 3. Concept of a honeycomb sorption bed [33], 1 – metal heat exchanger, 2 - sorbent, 

3 – heating/cooling water collector 

The commercial ANSYS Fluent tool dedicated to computational fluid dynamics was used in this research. 
However, it does not allow for sufficient consideration of the aspects related to heat and mass exchange during 
sorption processes. Therefore, the User-Defined Functions (UDF) capability was used to create the model of 
sorption processes, as it is necessary to take into account fluctuations in the local intensity of heat production 
or consumption during the exothermic adsorption or endothermic desorption process, respectively. The above-
mentioned intensity of heat production or consumption in the sorption reactor depends directly on the local 
temperature of the sorbent. The mathematical dependence of the sorption intensity and the sorbent 
temperature was determined as a polynomial function of coefficients defined and validated during previous 
studies concerning heat transfer in the sorption beds [34]. 

2.2. Multi-disc sorption reactor 

The innovative construction of a multi-disc sorption reactor depicted in Figure 4 was investigated and 
presented in detail in [35]. In contrast to the commonly applied designs, in a multi-disc reactor, the sorbent is 
placed in separate disc-shaped packets, and the cooling/heating water washes the packets of sorbet from the 
outside transferring heat. The adsorbate vapour flows through the fixing net into the sorbent packets 
penetrating them. The fixing net holds the granular sorbent inside the disc-shaped packets. 

 

Figure 4. Section view of the investigated multi-disc sorption bed [35]: 1 - disc-shaped sorbent 

packets; 2 - fixing net; 3 - the main body of the sorption reactor 



The proposed construction allowed to place the sorption reactor e.g. in the ceiling of the building or integrating 
it with solar panels to directly supply the reactor with the necessary heat. Such a solution allows to significantly 
expand the potential installation sites of the adsorption chillers and thus reduces the need to save a large 
space for the installation of the adsorption chiller – it is one of the main disadvantages of these devices. Another 
advantage of the proposed solution is its potential for scalability by adjusting the number of sorbent discs to 
the expected cooling capacity of the adsorption chiller or the possibility of installing two or more multi-disc 
sorption reactors with sorbent packages one above another with the space between them being a vapour 
collector [35].  

2.3. Disc-shaped fluidized sorption reactor 

The low coefficient of performance of the conventional fixed-bed adsorption chillers is one of their main 
disadvantages. It results from the low heat transfer in the sorbent beds. One of the well-known methods, 
allowing to improve the heat transfer coefficient between the porous material and the immersed heating surface 
is fluidization [36]. Therefore, based on the best practices and numerical models developed and validated 
within the research concerning honeycomb sorption reactor and multi-disc sorption reactor, the novel concept 
of a disc-shaped fluidized sorption reactor has been proposed to maximize the coefficient of performance of 
the adsorption chiller. 

2.3.1. Experimental test stand 

The experimental test stand was adapted to investigate the operation of the disc-shaped fluidized reactor and 
to deliver experimental data necessary to validate the developed numerical model of the sorption reactor 
described in paragraph 2.3.2. Coupled CFD & DEM. 

The schematic diagram and the photograph of the experimental test stand are depicted in Figure 5. The test 
stand consists of a bottom tank operating as an evaporator and an upper tank equipped with an 
interchangeable sorption reactor. Both tanks are connected to the vacum pump and to each other via valves 
controlled individually by the data acquisition and control unit. Both tanks are equipped with electrical heating 
and an additional inlet/outlet to be supplied with liquid medium (water) for cooling or heating. Moreover, mass 
sensors, absolute and relative pressure sensors and temperature sensors are installed in both tanks. A 
detailed description of the experimental test stand is provided in [37]. 

 

Figure 5. Experimental test stand: schematic diagram (left) and photograph (right) 

The top tank can be equipped with different types of sorption reactors and for the purpose of the research the 
investigated disc-shaped fluidized reactor depicted in Figure 6 was installed in the test stand. The diameter of 
the reactor was 30 mm and the height of the adsorbent material bed was 30 mm at steady state. The spherical 
silica gel of 500 m diameter and bulk density equal to 780 kg/m3 was used as the adsorbent. The initial 
pressure in the top tank was 1500 Pa and 2500 Pa in the bottom tank resulting in the initial pressure difference 
of 1000 Pa. This pressure difference was the driving force of the fluidization process in the sorption reactor. 
The fluidization lasted until the equilibrium of pressure in both tanks which was 20 seconds. 



 

Figure 6. Disc-shaped fluidized sorption reactor: 1 – fixing net, 2 – silica gel 

2.3.2. Coupled CFD & DEM 

The detailed numerical analysis of the disc-shaped fluidized reactor is a challenging task due to the lack of 
suitable models. Therefore, the carried-out research aimed to develop a comprehensive model coupling the 
computational fluid dynamics code with the discrete element method. Such an approach is a promising 
alternative for modelling granular-fluid systems, expanding the range of coupled particle-fluid processes that 
can be managed with numerical simulations. Two-way coupling, in which the fluid flow affects the particle 
movement and the particle flow influences the continuous phase behaviour was applied within the research. 
Complex phenomena such as heat and mass transfer in a fluidized reactor can be handled with such 
configured tools after further expanding their standard capabilities with an adsorption/desorption model. 

Therefore, the numerical research was divided into two stages: (1) adsorbent particles movement and heat 
transfer with wall-particle and particle-particle interactions, and (2) additional analysis with a user-defined 
function capable to take the heat and mass transfer resulting from the sorption processes into account. The 
results resented below are obtained within the first stage of the research. 

The developed model was validated using the data registered on the experimental test stand presented in 
paragraph 2.3.1.  

3. Results 
The results of numerical modelling with the use of the developed coupled CFD & DEM model concerning the 
adsorbent particles movement and variation in relative temperature of the adsorbent within the fluidization 
process lasting 20 seconds are presented in Figure 7 for time step equal 1 s. The initial pressure difference 
equal to 1 kPa between the bottom tank (evaporator) and the upper tank induced the flow of the adsorbate 
(water vapour) directed towards the upper tank. Within the first second of the process, all the adsorbent 
particles were fluidized by the flow and approx. 40% of the total number of particles were suspended in the 
upper part of the reactor. The upper fixing net indicated in Figure 6 with the number (1) prevented the particles 
from being pushed out of the sorption reactor. These particles were suspended there until the ninth second of 
the process – at that time the pressure difference between the tanks was reduced, which induced a decrease 
in the adsorbate flow velocity. Therefore, the particles suspended in the upper part of the reactor began to 
move towards the bottom of the reactor where they were effectively fluidized and the heat transfer was 
intensified. This process lasted until the sixteenth second when the fluidization stopped due to the decrease 
of the flow velocity below the fluidization velocity. It can be seen that the heat transfer between the sixteenth 
and the twentieth second significantly decreased and occurred mostly only in the 10% of the particles located 
at the very bottom of the disc-shaped fluidized sorption reactor.   



 

Figure 7. Adsorbent particles movement and variation in relative temperature of the adsorbent 

within the disc-shaped fluidized reactor for consecutive time steps. 

4. Conclusions 
The paper presents three concepts of sorption reactors dedicated to adsorption chillers with a special focus 
on the novel disc-shaped fluidized reactor. All the reactors are analysed with numerical methods. The new 
approach of coupled computational fluid dynamics and discrete element modelling was applied in the 
numerical analysis of the disc-shaped fluidized sorption reactor. 

The developed numerical model was validated using the data obtained on the experimental test stand. 

The results indicate that the coupled CFD & DEM modelling approach is a powerful and cost-effective research 
tool capable of effectively analysing complicated physical phenomena occurring in the proposed concept of a 
disc-shaped fluidized reactor. Such an approach has never been used before and reveals great potential for 
further improvement in optimizing the construction of adsorption reactors with numerical methods. 

Further research is needed to extend the model with a user-defined function capable to take the heat and 
mass transfer resulting from the sorption processes into account. Moreover, the optimal pressure difference 
inducing the adsorbate flow has to be defined to intensify the heat and mass transfer within the process. The 
above-mentioned issues will be investigated and presented in the forthcoming papers. 
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Abstract 

Utilization of spray ejector condenser in order to carry out direct-contact condensation of vapour with inert gas 

(CO2) on a spray of subcooled liquid integrated with separator (to make pure CO2) has been proposed for the task 

of condensation and CO2 separation in the negative CO2 emission gas power plant. Condensation and separation 

has a significant impact on the thermodynamic efficiency of the entire negative CO2 emission gas power plant 

cycle. The study presents the accomplished analysis using the numerical model of cyclone separator cases with 

varying spray ejector condenser outlet conditions. The model incorporates the continuity and momentum equations 

to describe the phenomenon of separation. Here, transient, turbulent and three-dimensional separator is 

numerically modelled based on a control volume method in Fluent. The Reynolds Stress Model is also derived 

from Reynolds Averaged Navier-Stokes’s solution. This model is adopted to numerically simulate turbulent flow in 

separators. In addition, the mixture model is applied for simulation of turbulent swirl two-phase flow in gas-liquid 

separator. To obtain a numerical model and optimize the purification of CO2, firstly, different length of cone of 

cyclone separator should be investigated. Then, the numerical simulation on different value of volume fraction of 

two phase flow is conducted, and by applying 10% up to 20% of volume fraction for water liquid, the model is 

derived. Results show that as the liquid volume fraction decreases, the separation efficiency improves. The most 

optimal separation efficiency of 90.7% is achieved when the liquid volume fraction is at 10%. In addition, Increasing 

the length of the cone results in both higher efficiency and pressure drop. Specifically, when the length of the cone 

is increased from 128 mm to 528 mm, the efficiency and pressure drop increases by 4.2% and 194.14 (pa), 

respectively. 
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1. Introduction 

Carbon dioxide is deemed to be a major contributor to global warming [1].  Given the substantial effect of CO2 on 

climate change, various methods have been devised in recent years to manage carbon emissions, including CO2 

capture [2] and storage [3]. Generating electricity with negative CO2 emissions is achievable through a new 

concept that involves oxy-combustion in a wet combustion chamber, followed by separation of water and CO2 

through a compact spray ejector condenser (SEC), and finally compression of the separated CO2. The developed 

cycle of a negative CO2 emission power plant includes some devices, out of which, spray ejector condenser as 

well as separator plays an indispensable role to make pure CO2.  Figure 1 depicts the process flow diagram (PFD) 

of the negative CO2 emission gas power plant [4, 5]. As it can be seen in Fig.1b, separation unit consists of SEC 

and cyclone separator. The main task of SEC is to condense the water vapour from the exhaust gases while 

maintaining a compact system structure, so that it has two inlets (for suction fluid and motive fluid) and one outlet. 

At the SEC outlet, the water liquid and CO2 are expected to enter the cyclone separator for purification of CO2. 

Cyclones are widely utilized in industries including mineral, chemical, environmental and petroleum engineering 

for separating gas from solids or liquids [6, 7]. The performance of a cyclone separator is influenced by various 

factors including its structure geometry and operational parameters [8]. Studies have also been investigated on 

the impact of a cone that is extended with a vertical tube on the efficiency of a cyclone separator [9, 10]. The 

effects of cone and cylinder length on separation efficiency and pressure drop have been investigated by Brar et 

al. [11] and Prasanna et al. [12].  

In this paper, the SEC and cyclone separator are considered a novel separation process to purify CO2, which has 

not been extensively studied in previous literature. Therefore, a tangential‐flow CO2‐water separator was designed 

to obtain the desired high‐purity CO2 flow for the Negative CO2 Emission Gas Power Plant (nCO2PP) [13]. To 

obtain a numerical model and optimize the performance of separator, firstly, the effect of cone size could be 

defined. Then, a suitable value of liquid volume fraction depending on conditions of spray ejector condenser can 

be obtained using separation efficiency, so that the numerical simulation on different value of volume fraction of 

water liquid is conducted, and by applying 10% up to 20% of volume fraction for water liquid, the model is derived.  

 

 

 

 

Figure. 1. a) Negative CO2 emission gas power plant process flow diagram (PFD), b) Capturing CO2 part consist 

of spray ejector condenser (SEC) and cyclone separator [4, 5] 
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2. Modeling 

The effectiveness of a cyclone separator is influenced by various factors, and optimal separation efficiency and 

reduced pressure loss can only be achieved when the dimensions of its components are suited to the purpose. 

The tangential inlet type is widely adopted in industries and is considered mature with a simple structure typically 

consisting of a cylinder and cone section. Figure 2a shows the geometry of a three-dimensional tangential inlet 

cyclone separator. CO2-Water mixture enters the separator with high velocity in a tangential direction and rotates 

rapidly in the annular space between the exhaust pipe and cylinder. Under the influence of centrifugal force, the 

water droplets in the mixture are hurled to the wall and then fall down along the wall due to the gravity and 

momentum of the mixture. Afterward, they are discharged through the underflow outlet. The purified CO2 travels 

upward through the center and discharges through the exhaust pipe. The dimensions of three-dimensional 

tangential single inlet cyclone separator have been indicated in Fig 2b and table 1. 

 

 

 

 

 

 

 

 

 

Figure. 2. a) Geometry of the cyclone separator seen from different views and b) its dimensions 

Table 1. Dimensions of the cyclone (D = 0.2 m) 𝑎𝐷 
𝑏𝐷 

𝐷𝑒𝐷  
𝑆𝐷 

ℎ𝐷 
𝐻𝐷 

𝐵𝐷 

0.25 0.5 0.5 0.625 2 4 0.25 

 

2.1. Governing equations 

In this study, we applied the mixture model, also known as the algebraic slip model, a simplified version of the 

Euler-Euler approach. This model is appropriate for bubbly, droplet, or particle-laden flows where the volume 

fraction of the dispersed phase is high enough (>10%), to ensure pronounced inter-particle collision. The mixture 

model allows fluid phases to flow at different velocities and permits fluid phases to penetrate each other, and 

enables the exchange of mass, momentum, and energy between fluid phases. The mixture model has also been 

used in CFD simulations of turbulent swirl two-phase flow in gas-liquid cyclone separators. 

However, the calculation for the continuous and dispersed fluid phases is performed through the following 

methods:  The Reynolds-averaged Navier-Stokes, continuity, and momentum equations are used to solve for the 

continuous phase. 

a) b) 



𝜕𝜌𝜕𝑡 + 𝜕(𝜌𝑢𝑖)𝜕𝑥𝑖 = 0     (1) 

𝜕(𝜌𝑢𝑖)𝜕𝑡 + 𝜕(𝜌𝑢𝑖𝑢𝑗)𝜕𝑥𝑗 = 𝜕𝑃𝜕𝑥 + 𝜕𝜕𝑥 (𝜇 𝜕2𝑢𝑖𝜕𝑥𝑗2 + 𝜕2𝑢𝑗𝜕𝑥𝑖2 − 23𝛿𝑖𝑗 𝜕𝑢𝑘𝜕𝑥𝑘 + 𝜕𝜕𝑥𝑗) (−𝜌𝑢𝐼𝑢𝐽̅̅ ̅̅ ̅̅ ) 
(2) 

(−𝜌𝑢𝐼𝑢𝐽̅̅ ̅̅ ̅̅ ) = 𝜇𝑡(𝜕2𝑢𝑖𝜕𝑥𝑗2 + 𝜕2𝑢𝑗𝜕𝑥𝑖2 ) − 23 (𝜌𝑘+𝜇𝑡 𝜕𝑢𝑘𝜕𝑥𝑘)𝛿𝑖𝑗 
(3) 

The equation for the continuity of the mixture can be calculated as: 𝜕(𝜌𝑚)𝜕𝑡 + 𝜕(𝜌𝑚𝑢𝑚)𝜕𝑥𝑖 = 0 
(4) 

Mixture momentum: 𝜕(𝜌𝑚𝑢𝑚𝑖)𝜕𝑡 + 𝜕(𝜌𝑚𝑢𝑚𝑖𝑢𝑚𝑗)𝜕𝑥𝑖 = 𝜕𝑃𝜕𝑥𝑖 + 𝜕𝜕𝑥𝑗 𝜇𝑚 (𝜕𝑢𝑚𝑖𝜕𝑥𝑗 + 𝜕𝑢𝑚𝑗𝜕𝑥𝑗 ) + 𝜌𝑔𝑖 + 𝜕𝜕𝑥𝑖 (∑ 𝛼𝑞𝜌𝑞𝑢𝑑𝑟,𝑞𝑖𝑢𝑑𝑟,𝑞𝑗𝑛
𝑞=1 ) (5) 

Where 𝑢𝑚 is the mass-averaged velocity, 𝜌𝑚 is the mixture density and 𝜇𝑚 is the viscosity of the mixture. 𝑈𝑚 = ∑ 𝛼𝑞𝜌𝑞𝑢𝑞𝑛𝑞=1𝜌𝑚  , 𝜌𝑚 = ∑ 𝛼𝑞𝜌𝑞𝑛𝑞=1  , 𝜇𝑚 = ∑ 𝛼𝑞𝜇𝑞𝑛𝑞=1  
(6) 

Where 𝑢𝑑𝑟,𝑞  represents the drift velocity for secondary, calculated as  𝑢𝑑𝑟,𝑞 = 𝑢𝑞 − 𝑢𝑚. 

In the RSM with a time step of 0.001 (s), the equation for transport is formulated as follows. 𝜕𝜕𝑡 (𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ) + 𝜕𝜕𝑥𝑘 (𝜌𝑢𝑘𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ) = 𝐷𝑖𝑗 + 𝑃𝑖𝑗 + Π𝑖𝑗 + 𝜀𝑖𝑗 + 𝑆 
(7) 

where the two terms on the left side represent the local time derivative of stress and the convective transport term, 

respectively. The five terms on the right side are: 

The stress diffusion term: 𝐷𝑖𝑗 = − 𝜕𝜕𝑥𝑘 [𝜌𝑢𝑖′𝑢𝑗′𝑢𝑘′̅̅ ̅̅ ̅̅ ̅̅ ̅ + (𝑃′𝑢𝑗′)̅̅ ̅̅ ̅̅ ̅̅ 𝛿𝑖𝑘 + (𝑃′𝑢𝑖′)̅̅ ̅̅ ̅̅ ̅̅ 𝛿𝑗𝑘 − 𝜇( 𝜕𝜕𝑥𝑘 𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ )]                (8) 

the shear production term: 𝑃𝑖𝑗 = −𝜌 [𝑢𝑖′𝑢𝑘′̅̅ ̅̅ ̅̅ 𝜕𝑢𝑗𝜕𝑥𝑘 + 𝑢𝑗′𝑢𝑘′̅̅ ̅̅ ̅̅ 𝜕𝑢𝑖𝜕𝑥𝑘]                                                           (9) 

The pressure-strain term: Π𝑖𝑗 = 𝑝(𝜕𝑢𝑖′𝜕𝑥𝑗 + 𝜕𝑢𝑗′𝜕𝑥𝑖)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
                                                                              (10) 

The dissipation term: 𝜀𝑖𝑗 = −2𝜇 𝜕𝑢𝑖′𝜕𝑥𝑘 𝜕𝑢𝑗′𝜕𝑥𝑘̅̅ ̅̅ ̅̅ ̅̅
                                         (11) 

and the source term: 𝑆                                                                                                              (12) 

 

2.2. Numerical simulation and boundary conditions 



As it mentioned the CO2-water multiphase flow in the cyclone separator was accurately modeled using the 

multiphase mixture model in ANSYS Fluent 2021 R1. This was deemed necessary as the CO2 and water phases 

are expected to have a strong interaction within the swirling environment of the cyclone separator. In the 

interpenetrating continuum, CO2 was the primary (continuous) phase and water was the secondary (dispersed) 

phase and surface tension was considered. The SIMPLE algorithm was applied to establish the coupling between 

the pressure and velocity in the continuity and momentum equations. PRESTO scheme was considered for its 

superior performance in estimating high-speed swirling flows and flows in curved domains. The momentum, 

volume fraction, and kinetic energy equations were discretized using the QUICK method, which provides more 

accurate results for rotational swirling flows compared to first- and second-order schemes due to its higher-order 

discretization. The first-order discretization can result in higher error and unreliable results [14]. The boundary 

conditions are presented in Table 2. 

Table 2. Boundary conditions  

Boundary Types 

Inlet Velocity inlet 

Outlets Outflow 

Wall No Slip wall 

 

3. Evaluation of numerical model 

The ANSYS Fluent 2021 R1 was used to evaluate the flow pattern of the studied cyclone separator. As a 

preliminary parameter, the separation efficiency was calculated, which was defined as follows: 

 

                                𝜂 = (�̇�𝑙𝑖𝑞𝑢𝑖𝑑 𝑎𝑡 𝑖𝑛𝑙𝑒𝑡−�̇�𝑙𝑖𝑞𝑢𝑖𝑑 𝑎𝑡 𝑔𝑎𝑠 𝑜𝑢𝑡𝑙𝑒𝑡�̇�𝑙𝑖𝑞𝑢𝑖𝑑 𝑎𝑡 𝑖𝑛𝑙𝑒𝑡 ) × 100                                  
        (13)                          

 

Where �̇� is the mass flow rate. 

3.1 Grid Independence 

The geometry and mesh of the cyclone separator created in Gambit 2.4.6 are shown in Fig. 3. To ensure accuracy 

in calculations, all edges were meshed in the created model. Following that, all the faces and volumes were 

meshed. For the purpose of meshing, the Tet/Hybrid elements and TGrid type were employed to create cells 

appropriate for the geometry involved in computational fluid dynamics (CFD) simulations. A high-quality mesh was 

crucial to avoid errors caused by numerical diffusion. Thus, mesh-independent solutions for the cyclone separator 

were verified using different grids. So, to examine the independence of the results from the grid size, the variation 

of tangential velocity and separation efficiency versus different nodes is shown in Fig 4. As it can be seen, the 

results of 40574 and 80974 grids are different from other grids (120654 and 160214). Even though the 120654 

and 160214 consequences are approximately the same, in order to lower computational cost, the 120654 nodes 

have been opted.  



 

Figure. 3. Meshing of cyclone separator 

  

 

 

 

 

 

 

 

 

Figure. 4. Grid independency for a) Tangential velocity and b) separation efficiency of single inlet cyclone at 2.8 

(
𝑘𝑔𝑠 ) when volume fraction of water is 10% 

3.2 Model Validation 

Figure 5. shows predicted variation of the Pressure drop, tangential velocity and separation efficiency in 

comparison to the results of Wang et al [15]. In their physical experiment, air was fed into the inlet of the cyclone, 

and its flow rate was monitored using a flowmeter. The velocity of both phases was set at 20 m/s. The outlet tube 

was open to the atmosphere and the gas pressure at the top of the vortex finder was maintained at 1 atm. The 

volume fraction of the second phase was 10%. The measurement of velocity and pressure in the gas field was 

performed using a five-hole probe, which comprised an adjustable frame and five pressure transducers. The 

voltage signals generated by the five pressure transducers on the five-hole probe were amplified after being placed 

in the gas flow field. The amplified voltage signals were collected by a data acquisition system equipped with a 

a) b) 



microprocessor and a personal computer. As it can be seen in Fig 5. good agreement was achieved between the 

experimental and the numerical results data taken from the studies by Wang et al.   

 

 

 

 

 

 

 

 

 

 

Figure. 5.  Pressure drop, tangential velocity and separation efficiency comparison of experimental model 

(Wang et al) and current simulation 

4. Results and discussion 

4.1 Effect of cone size 

The design and operation of a cyclone separator is crucial in determining the efficiency of particle separation in 

various industrial applications. One of the design parameters that affects the performance of the cyclone separator 

is the size of cone. Figure 6 depicts geometry and mesh of cyclones with different cone length. In this section, the 

effect of cone size (at constant total length of cyclone: 638 (mm)) on the efficiency and pressure drop of a cyclone 



separator has been examined (Table.3).  The results indicate that while the efficiency of the cyclone increases 

with a longer cone, there is also a corresponding increase in pressure drop 

  

 

Figure.6. Geometry and mesh of cyclones with different cone length 

Table 3. Mass flow rate of liquid phase at the inlet and gas outlet for different length of cone at 10% of liquid 

volume fraction and diameter of water droplet : 10 (𝜇𝑚) 
Length of 

Cone 

(mm) 

�̇�𝑙𝑖𝑞𝑢𝑖𝑑 𝑎𝑡 𝑖𝑛𝑙𝑒𝑡 
(kg/s) 

�̇�𝑙𝑖𝑞𝑢𝑖𝑑 𝑎𝑡 𝑔𝑎𝑠 𝑜𝑢𝑡𝑙𝑒𝑡 
(kg/s) 

Efficiency 

% 

Pressure drop 

(Pa) 

128 0.43527386 0.14555562 66.5 % 514.62 

328 0.43527386 0.136807 68.6 % 556.62 

428 0.43527386 0.13143237 69.8 % 622.66 

528 0.43527386 0.12750024 70.7 % 706.76 

 

4.2 Efficiency of cyclone separator depending on SEC outlet conditions 

When a saturated vapour contacts subcooled drops with a size larger than the critical value, the condensation 

occurs. Following our previous analytical model [16, 17], it is assumed that the inlet properties of the fluids are 



supplied at a state denoted as "inlet" in Figure 7. To calculate the suction mass (mg) and pressure at the beginning 

of the mixing zone, knowledge of the equations resulting from the flow in the inlet zone is required. 𝑚𝑔 = 𝑢𝑔𝑖𝑛𝜌𝑔𝐴𝑔𝑖𝑛 = 𝑢𝑔0𝜌𝑔(𝐴0 − 𝐴𝑙)                                (14) 

From Bernoulli equation: 𝑝𝑔,𝑖𝑛 + 12 ∙ 𝜌𝑔,0𝑢𝑔,𝑖𝑛2 = 𝑝𝑔,0 + 12 ∙ 𝜌𝑔,0𝑢𝑔,02 + ∆𝑝𝑙𝑜𝑠𝑠,1                   (15) 
 

The suction pressure (pg,1) generated by the liquid jet mixing with gases can be calculated by balancing the 

momentum between the pre-mixing section and the entrance to the mixing section, which corresponds to states 0 

and 1. 𝑝𝑔,0𝐴𝑔,0 + 𝑚𝑔𝑢𝑔,0 + 𝑝𝑙𝐴𝑙 + 𝑚𝑙𝑢𝑙 = 𝑝𝑔,1𝐴1 + (𝑚𝑔 + 𝑚𝑙)𝑢𝑙                           (16) 
 

To obtain the values in state 2, the conservation equations for mass, energy, and momentum were applied 

simultaneously for the adiabatic process. When a non-condensable gas (CO2) is present in the condensation 

space, it is necessary to analyse both heat and mass transfer. Based on the equations used in our previous 

analytical study [16, 17], condensation of vapour on subcooled droplet stream, heat balance of droplet stream and 

balance of mass and heat for vapour-gas mixture have been considered. 

 

 

Figure. 7. Schematic of the spray ejector of condenser [16, 17] 
 

4.2.1 Effect of volume fraction 

As mentioned above, spray ejector condenser and cyclone separator have been used as a separation section of 

a negative CO2 emission power plant in regard to making pure CO2. Two choking phenomena exist in the ejector 

performance: one in the primary flow through the nozzle and the other in the entrained or suction flow (due to 

acceleration of the entrained flow from a stagnant state at the suction port to a supersonic flow in the mixing 

chamber). In addition, a jet coming out of the nozzle dissipates and breaks up into various-sized drops. The liquid 

stream breaks into droplets under the influence of waves formed on the surface of the stream due to instability. 

These waves cause a loss of stability and the formation of primary droplets. Secondary droplet breakup occurs 

under the influence of aerodynamic forces. Primary droplets are deformed and broken up by aerodynamic drag 

forces and surface tension forces. 



So, according to aforementioned effects, volume fraction of water liquid will be different. This section presents the 

accomplished analysis using the numerical model of cyclone separator cases with varying SEC outlet conditions. 

To this end, 10%, 15% and 20% of volume fraction of water liquid have been considered. Figure 8 indicates the 

contour of volume fraction of water liquid for dual inlet cyclone at 2.8 (
𝑘𝑔𝑠 ) inlet mass flow rate  for 10%, 15% and 

20% feed stream liquid volume fraction. 

 

 

Figure. 8. The contours volume of liquid fraction for 2.8 (
𝑘𝑔𝑠 ) inlet mass flow rate, at feed stream liquid volume 

fraction a) 10%, b) 15 % and c) 20% 

To assess the impact of liquid volume fraction on the internal configuration separation performance, the separation 

efficiency was computed at various volume fractions using Equation 13, and the results were compared. The 

separation efficiencies, inlet and outlet liquid mass flow rates  (�̇�) at the considered three liquid volume fractions 

are shown in Table 4. As seen in the table, separation efficiency increases with decreasing liquid volume fraction, 

so that the maximum separation efficiency has been obtained at 10% of liquid volume fraction and its value is 

90.7%. 

Table 4. Separation efficiency of dual inlet cyclone at different volume fraction of water liquid when diameter of 

water droplet is 10-5 

Liquid Volume Fraction �̇�𝑙𝑖𝑞𝑢𝑖𝑑 𝑎𝑡 𝑖𝑛𝑙𝑒𝑡 
(kg/s) 

�̇�𝑙𝑖𝑞𝑢𝑖𝑑 𝑎𝑡 𝑔𝑎𝑠 𝑜𝑢𝑡𝑙𝑒𝑡 
(kg/s) 

Separation efficiency, 𝜂% 

10 % 2.74649 0.254949 90.7 % 

15 % 4.1197319 0.43964297 89.33 % 

20 % 5.4929759 0.68230528 87.58 % 

 

5. Conclusion 

A numerical simulation was conducted to optimize the performance of a tangential-flow vanes CO2-water separator 

design in Negative CO2 Emission Power Plant (NCO2PP) in regard to producing high‐purity CO2, using a transient 

RSM turbulent model and a three-dimensional model.  

a) b) c) 

volume fraction 

(phase2) 



The key findings are summarized as follows: 

 Increasing the cone length leads to elevated efficiency and pressure drop.  

 The cone length is extended from 128 mm to 528 mm, the efficiency and pressure drop increase by 4.2% 

and 194.14 pa, respectively.  

 Separation efficiency improves as the liquid volume fraction decreases, with the highest efficiency of 

90.7% achieved at a liquid volume fraction of 10%. 

For future research, the proposed model will be experimentally tested using single and multi-nozzle configurations 

to generate the motive fluid jets. Additionally, electro hydrodynamic (EHD) effects can be used to enhance heat 

transfer in direct contact condensation in spray ejector condensers. EHD is a process that involves the interaction 

between electric fields and fluid flow. In direct contact condensation, EHD can be used to create an electrostatic 

field that enhances the droplet size distribution, which leads to improved heat transfer. One way to implement EHD 

in spray ejector condensers is to use a corona discharge to create an electric field that attracts the charged droplets 

towards the condenser surface. This increases the surface area available for heat transfer and also increases the 

mass transfer rate between the droplets and the condenser surface. Another way to use EHD in spray ejector 

condensers is to apply a voltage to the ejector nozzle. This can cause the liquid droplets to break up into smaller 

droplets, which increases the surface area available for heat transfer and also enhances the mass transfer rate. 

So, it is aimed to impose EHD in spray ejector condenser which results in significant improvements in heat transfer 

efficiency and can also reduce the overall size of the condenser. Moreover, a quadruple inlet cyclone separator 

will be used to purify CO2. 
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   Nomenclature 

Density, (kg/m3) 𝜌 diameter of jet, m 𝐷𝑗 
mixture density, (kg/m3) 𝜌𝑚 stress diffusion term, kg/(ms2) 𝐷𝑖𝑗 
viscosity of the mixture, 
kg/(ms) 

𝜇𝑚 diameter of mixing length, m 𝐷0 

pressure-strain term, 
kg/(ms2) 

Π𝑖𝑗 diameter of droplet, m  𝑑𝑑 

dynamic viscosity, kg/(ms) 𝜇𝑙 mixing length, m 

suction mass, kg/s 

𝑙 
mg 

dissipation term, (kg/ms3)  𝜀𝑖𝑗 total number of droplet n 

separation efficiency, (%) 𝜂 static Pressure, pa P 

surface tension, N/m 

pressure drop, pa 

𝜎𝑙 ∆𝑝𝑙𝑜𝑠𝑠,1  

shear production term, N/(m3) 

suction pressure, pa 

𝑃𝑖𝑗 
pg,1 



  Reynolds number 𝑅𝑒 

  source term   S 

  velocity vector, m/s u⃗  
  drift velocity for secondary,m/s 𝑢𝑑𝑟,𝑞 

  Weber number 𝑊𝑒 

   Greek Symbols 

  liquid density, kg/(m3) 𝜌𝑙 
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Abstract:

Hydrodynamics cavitation has the potential to significantly improve the efficiency and effectiveness of a wide
range of industrial processes, including water treatment, chemical reactions, food processing, and biomass
pretreatment. Cavitation can be used to replace traditional processing methods that are more energy-intensive
or use harmful chemicals, which can help to increase the sustainability of industrial processes. Overall, us-
ing cavitation for process intensification can help improve efficiency, sustainability, and circularity in industry.
One of the most used device that is easy to integrate with the production line is the cavitating Venturi reac-
tor. In the present work, influence of the key geometric parameters such as the height and length of Venturi
throat are evaluated to find the optimum reaction conditions enhancing cavitating treatment intensity and min-
imizing the pressure drop. The analysis has been conducted by varying the ratio of the throat section to the
inlet section, keeping constant the cavitation number, to have cavitation dependent only on the geometry. A
series of multiphase simulations have been performed using an open-source solver (OpenFOAM) that imple-
ments the Zwart-Gerber-Belamri cavitation model. The adopted modelling approach was the VOF (volume of
fluid) mixture type coupled with the URANS (Unsteady Reynolds Averaged Navier Stokes) method, in which
a komegaSST turbulence model has been applied. An FFT analysis was conducted to evaluate the cavitation
regime. It was observed that by increasing the throat diameter, the frequency of the re-entrant jet mechanism
decreases while the cavitation region extends. Finally the impact of pressure drop in various geometries was
evaluated and compared with the CEP (cavitation efficiency parameter), a term developed to properly evaluate
the efficiency of the cavitation phenomenon.

Keywords:

CFD, multiphase, cavitation, process intensification , energy saving.

1. Introduction

Hydrodynamic cavitation has gained a strong interest in recent years for its unique features, versatility, and
effectiveness in many fields. Among them, it is possible to mention waste wastewater treatment and biofuel
production [1]. In wastewater treatment, hydrodynamic cavitation represents a useful help to achieve high
standards of depuration. Generally speaking, standard wastewater treatments aim to reduce the concen-
tration of certain pollutants. Biological treatments are widely used, but they are not completely effective on
constituents persistent to biodegradation, which undergo only minor structural changes in absence of addi-
tional treatments [2]. Moreover, the widespread diffusion of high-environment impact industrial processes, that
produce new kinds of pollutants, has accentuated this fact [3]. So, in the context of wastewater treatments,
there is a necessity to apply specific processes able to reduce the presence of these pollutants. In this sense,
cavitation can be considered a very promising option, eventually coupled with advanced techniques (such as
Advanced Oxidation Processes, AOP). Indeed, the so high values of pressure (up to a GigaPascal range)
and temperature (in the order of 10 000 K) are suited for all the mechanisms of degradation of biological and
chemical compounds [2]. In the hydrodynamic cavitation phenomenon applied to wastewater treatment, all
consequences deriving from bubbles collapse are employed [4]: thermal, mechanical and chemical effects.
The thermal effects include temperature gradient and temperature rise rate, which are beneficial to damage
the structure of pathogens and to assist other removal mechanisms. The intensive mechanical effect breaks
the outer structures of pathogens, inactivating them. The chemical effects are determined by the breaking of
water molecules, leading to the formation of strongly oxidising radicals: hydroxyl OH and hydrogen peroxide
-OH 2, which are highly effective on persistent pollutants. The real effectiveness of hydrodynamic cavitation
on various species of water pollutants depends on the operating parameters and specific design of cavitating
reactors [1], [3], [4]. Moreover, the combined use of hydrodynamic cavitation with other advanced oxidation pro-
cesses has been proposed [3], [ [5]. Regarding biofuels, hydrodynamic cavitation can be employed to enhance
the production of biodiesel and bioethanol. In particular, bioethanol production is based on the availability of a



sugar matrix, that could derive from sugar/starch crops (1st generation bioethanol) or lignocellulosic plants (2nd
generation). The latter has gained particular attention because it does not need dedicated crops. This process
relies on some pretreatments aiming to change the supramolecular structure of biomass in which the cellulose,
lignin and hemicellulose are closely interconnected to finally release free sugars making them available for the
next transformation (fermentation, distillation, refining) [6], [7]. In this regard, hydrodynamic cavitation can be
used as a pre-treatment for delignification, effectively and with energy savings compared to traditional tech-
nologies. Results obtained in several tests indicate that pre-treatment with hydrodynamic cavitation leads to
excellent ethanol production yields and a high degree of ethanol purity [8] For extensive industrial uses, hydro-
dynamic cavitation (HC), produced by accelerated flow, is well suited [9].When compared to other generation
techniques like optic, acoustic, and particle, HC has the benefits of good scalability, simplicity of manufacture,
and a promising treatment outcome. The geometric design of the cavitating device has a significant impact on
cavitation intensity like operating pressure, flow rate, etc. Numerous devices have been investigated as cavi-
tating reactor for process intensification, including orifices, venturi, vortex diodes, etc. Even so, there are still
gaps in the knowledge of cavitating flow through these devices, particularly the cavitating venturi, despite its
simplicity and widespread use. The design methods for a cavitating reactor currently used are mostly empirical
and have no optimization criteria that can increase the yield of the process to which cavitation is applied. An-
other gap in the literature is the lack of an unambiguous term for evaluating the efficiency of a cavitating device.
Various methods, based on experiments, for assessing cavitation intensity have been proposed, for example,
Dastane et al. [11] estimated the efficiency of the cavitation process by introducing a parameter called Cavi-
tational Efficacy Ratio (CER), the ratio between pressure generated after cavity collapse and pressure losses.
The collapse pressure reflects the greatest quantity of energy that a cavity can release when collapsing. Wu
et al. [10] developed a formulation for the energy released during the cavitation phenomenon to quantify its
intensity. Other works attempt to give a formulation for cavitation efficiency however for engineering purposes
they are very complex and difficult to use on an industrial scale. From the aforementioned literature, it is clear
that stronger cavitation causes higher effects on process intensification. This connection is straightforward
and natural. In this paper, various key parameters are analyzed to evaluate which one is the best in terms of
optimization of cavitation performance and pressure loss minimization. To evaluate the impact of the geometry,
2D axisymmetric simulations taken from the literature have been used. Next, a cavitation model based on the
Rayleight-Plesset equations developed by Zwar-Belamri-Gerber [16] and a modification for turbulent viscosity
proposed by Delgosha [19] was implemented in a multiphase solver available in OpenFOAM software. After
validating the model on a literature test case taken from Stutz-Reboud [12], sensitivity analysis was performed
on the cavitating device.

2. Numerical Model

To simulate the phenomenon of cavitation, an unsteady solver of the OpenFOAM has been adopted. The
solver was modified appropriately to increase the accuracy of the results. The chosen solver is designed to
simulate the phenomenon of cavitation for an incompressible, isothermal, and immiscible fluid. It adopts a VOF
mixtures (Volume of fluid) approach with an interface capturing method proposed by Hirt and Nichols [14]in
which a single set of governing equations is defined for the two liquid-vapour phases. The Reynolds-averaged
Navier stokes equations in their unsteady formulation for Newtonian fluids have been considered, than the
conservative equations of mass, momentum, and the transport equation for the volume fraction α, used to
solve the interface between liquid and vapour, can be written as:

∂ρm

∂t
+ ∇ · (ρmU) = 0 (1)

∂ (ρmU)

∂t
+ ∇ · (ρmUU) = −∇P + ∇ · [µeff (∇U + (∇U)T )] + fσ + ρmg (2)

∂αv

∂t
+ ∇ · U + ∇ · [Ucαv (1 − αv )] = Sα (3)

Where µeff represents the sum of molecular viscosity and turbulent viscosity, Sα The term due to the amount
of evaporation and condensation rates, fσ is the surface tension force acting at the liquid-vapour interface while
the third LHS term of the transport equation of volume fraction is called as artificial compression term, which
is not zero only at the interface. This contribution is important because using a VOF approach with a purely
convective α equation would lead to numerical diffusion and thus in a non-conservative interface. The generic
fluid property is instead calculated as a weighted average over the volume fraction of the individual properties



of the two liquid-vapour phases. For the fluid was considered Newtonian although someone to be treated
may exhibit different behavior because a general treatment has been conducted. The specific response of
cavitating fluids, whether it leads to a suppression or enhancement of non-Newtonian behavior, depends on
the rheological properties of the fluid, such as its viscosity, elasticity, yield stress, and the specific conditions
of the cavitation process, including pressure, flow velocity, and geometry. The properties of the individual
phases were calculated using REFPROP software and were considered constant, as in most of the work in
the literature:

φm = (1 − αv )φl + φvαv (4)

To model the phase change effects due to the cavitation phenomenon, the Zwart-Gerber- Belamri (ZGB) [16]
model based on the Rayleigh-Plesset equations has been implemented: it describes the behaviour of the
single cavitation bubble in space and time. By simplifying the terms due to surface tension, the second-order
derivatives, liquid viscosity, and non-condensable gas, the relationship between the change in the bubble radius
and the pressure become:

dR

dt
=

√

2(Pv − P)

3ρl

(5)

From this equation it is possible to express the evaporation and condensation rates and derive the source
terms to be included in the transport equation [3]. Considering spherical bubbles of radius RB , with a density
per cell equal to n, it is possible to write:

αv = n(
4

3
π(RB)3) (6)

From here, combining equations 6 and 5, after some mathematical steps it is possible to derive the formulation
of the sink terms of evaporation and condensation proposed by [16]:

Ṡα =







Fv
3rnuc (1−αv )ρv

RB

√

2
3

Psat−P
ρl

if P < Psat

Fcond
3rvαv

RB

√

2
3

P−Psat

ρl
if P > Psat

(7)

where rnuc = 5x10−4 is the nucleation site volume fraction, RB = 10−6[m] nucleation site radius and Fv = 50,
Fcond = 0.01 empirical calibration constants. These model parameters were set as proposed by ZBG. For
turbulence modelling, a k-omega SST (Shear Stress Transport) was proposed by Menter [17]. As suggested
by the work of Chebli, Delgosha et Al. [13] modification for turbulent viscosity was added in order to simulate
unsteady behaviour of cavitating flow [Equation 8,9]. The model uses two transport equations: one for the
turbulent kinetic energy k and another for the specific dissipation rate of turbulent kinetic energy omega. The k
equation accounts for the production and dissipation of turbulence, while the omega equation accounts for the
transport and destruction of turbulence. The SST model uses a blending function for a smooth transition be-
tween a near wall low-Reynolds number model and a far field high-Reynolds number model. Other turbulence
models, such as the Reynolds Stress Model or the Large Eddy Simulation, may also be appropriate for certain
cavitation applications.

µt = f (ρ)a1
k

max (a1ω, b1F23S)
(8)

f (ρ) =
ρv + αn

l (ρl − ρv )

ρv + αl (ρl − ρv )
(9)

A wall-resolved approach was chosen for the wall boundary layer. For this reason, the grid was built to have a
Y + less than 5, as is usually done in the literature. Regarding unsteady cavitation flows, it has been observed in
the literature that standard turbulence models cannot correctly predict the oscillatory behaviour of the flow. The
turbulent viscosity is a key parameter in turbulence models that describes the rate at which turbulent energy is
dissipated into heat. In cavitating flows, the presence of vapour bubbles can cause significant changes in the



Figure 1: schematic view of nozzle geometry where LV = 340mm is the lenght of entire domain, RTH and
LTH = 10mm are the radius and lenght of the throath, RV = 50mm radius of the channel and γ = 22.5°- β = 6°
are the convergent and divergent angle.

Figure 2: View of 2D axisymmetric computational mesh in which the grid thickening in the near-wall and
cavitation region can be observed.

turbulent viscosity due to the highly compressible nature of the vapour phase. As is reported in the literature
turbulent viscosity is overestimated in the cavitation region, since most turbulent models are not sensitive to
phase change. This causes an inhibition of the phenomenon of cavitating bubble cluster shedding that affects
the correct numerical prediction. For this reason, a correcting function [eq 9] developed by Delgosha [19], a
modification to standard turbulence models that aims to account for the effects of cavitation on the turbulent
viscosity, was implemented. The value of n is fixed to 10 as suggested by Delgosha et al. [19]

3. Geometry and numerical setup

For sensitivity analysis on the influence of throat cross-section on the phenomenon of cavitation, a Venturi-type
reactor studied by Long et al. [15] was taken as a test case. The chosen geometry is shown in [Figure 1]. To
prevent the length of the throat from having an impact in the simulations, we decided to remove it and use
a sharp edge. As pointed out by the work of Ulla et al. [18] , the absence of the throat section, increases
cavitation length. The domain for the simulation was realized by an axisymmetric structured 2D mesh shown in
the figure 2 , consisting of about 100k hexahedral elements. In the regions near the wall, the mesh was refined
and a wall resolved approach was adopted. For numerical simulations, 4 geometries were chosen in which the
convergent and divergent ramp angles were kept constant and the throat height was varied: 5-10-15-20 mm.
Boundary conditions represent a crucial aspect for simulations of cavitation phenomena since the development
of the cavitation generates numerous pressure oscillations that spread within the channel, both upstream and
downstream. For this reason to avoid pressure fluctuations and possible spurious solutions, two stitches were
added, one downstream and one upstream of the venturi nozzle. The following boundary condition is used:
an imposed velocity at the inlet equal to 0.89 m/s (in agreement with experimental data where the reference
flow rate was imposed equal to 1.74 L/s), a static pressure set at the outlet equal to 200k Pa that was selected
to reproduce the pressure value at the inlet measured from experimental data. One of the most widely used
dimensionless parameters to study cavitation phenomena is the cavitation number, which takes into account
the pressure drop in the fluid and the kinetic energy of the fluid, which are the two main factors that influence
the behaviour of cavitation, and is defined as:

σ =
Pout − Psat

1
2
ρU2

TH

(10)

where Pout represents the pressure imposed at the outlet, Psat the fluid saturation pressure calculated at a
temperature of 19°, UTH the average velocity in the throat section. To evaluate the effects of throat diameter on
the development of the cavitation region, which is a useful effect for process intensification, and to study the



Table 1: list of numerical models and schemes

Parameter/variable/name Model/Scheme

Multiphase model Eulerian±Eulerian VOF
Volume fraction parameters Implicit scheme
Viscous model k − ωSST

Cavitation model Zwart-Gerber- Belamri
ThermoPhisical Properties constant

Spatial discretization-Gradient Gauss linear
Spatial discretization-Momentum Second order upwind

Spatial discretization-Volume fraction Gauss VanLeer
Spatial discretization-Turbulent kinetic energy Second order upwind
Spatial discretization-Specific dissipation rate Second order upwind

Transient formulation Second Order Backward

behaviour of pressure drop, 4 geometries were created. For the generation of the geometries, the convergent
and divergent ramp angles were kept constant, while for the boundary conditions, both the outlet pressure
and the throat velocity were kept constant by varying the inlet velocity to obtain the same cavitation number
value (shown in table 2). A second-order numerical schemes for both time and other variables has been used,
and in addition, the PIMPLE algorithm was used for solving governing equations, while the MULES algorithm
(semi-implicit and second order in time) was used to ensure that the volume fraction (alpha) remains between
strict bounds of 0 and 1. Regarding computational settings, we chose a time step TS = 10−7[s] to ensure a
CFL < 0.7.

Table 2: Values used for sensitivity analysis on the influence of throat section in the cavitation process

DTH (mm) Uin(m/s), σ
5 0.223 0.8

10 0.89 0.8
15 2 0.8
20 3.55 0.8

4. Result

4.1. Re-entrant jet mechanism

the unsteady phenomena governing cavitation are mainly two:

• Shock front mechanism in which a shock front is formed in a certain region of the cavitation zone and
moving upstream causes vapour condensation.

• Re-entrant jet mechanism is a pressure driven mechanism in which a vortex causes the detachment of a
cavitating cluster that is carried downstream by the flow.

For all simulations, we observe that only the re-entrant jet mechanism is present. To investigate the influence of
geometry in terms of re-entrant jet mechanism and shedding frequency, virtual probes are located on the axis
in the control section near the inlet. In figures 3 and 4 show the dynamics of the re-entrant jet mechanism and
the pressure signal obtained from the simulation of the Venturi device having a throat diameter of 10 mm. From
point A to point E the cavitation zone grows until the re-entrant jet is created and cavitating cell detachment
occurs. Subsequently attached sheet cavity decrease until disappears (point H). Starting from here we have
three pressure spikes related to points (G to I), where the cavity breakoff takes place. This is the first cycle
of the cavity shedding mechanism. After that, at point (L) the appearance of a new cavitating region, marking
the beginning of the secondary cycle with pressure peaks less intense than in the first cycle happens. Once
the cavity that was generated in the first cycle collapses the shedding phenomenon ends (Q) and the pressure
values return to those of state A.



Figure 3: Re-entrant jet cycles in a Venturi device with DTH = 10mm. From point A to H the first cycle of the
re-entrant jet mechanism, characterized by an extended cavitation region, is shown. From I to L can be notices
the second cycle in which the extension of cavity is smaller that the first.

Figure 4: Pressure behaviour calculated at the inlet section in a Venturi device with DTH = 10mm

Using the FFT fast Fourier transform 5, it was possible to analyze the characteristic frequencies of the re-entrant
jet phenomenon of the four simulated geometries. At smaller throat cross sections, the frequency of the system
increases while the pressure peaks associated with the breakoff of the cavities decrease. As reported in a later
section, this behaviour is associated with the formation of a cavities in the first shedding cycle. Downstream of
the throat, the pressure recovery is more gradual for larger diameters, this causes the life of the cavitating cells
to increase (the collapse position is moved downstream), this lead to dwindle of frequency. The oscillation
period increases. Geometries with larger throat cross sections showed higher oscillation, both in terms of
frequency and flow rate. This is something to investigate as it could be an undesirable effect for the system in
which the cavitating device will be installed.



Figure 5: Result from FFT analysis, the number in red represents the frequency of the system .

4.2. Evaluation of overall cavitation efficiency

From the simulations obtained, it was possible to calculate parameters related to cavitation efficiency (length of
cavitation, the value of volume fraction at certain stations and amplitude of the cavitating region) and parame-
ters related to pressure drop with which an optimized geometry could be chosen. For this purpose, it has been
developed a term called cavitation efficiency parameter (CEP) for evaluating cavitation efficiency that takes
into account the average volume occupied by cavities:

CEP =

∑n
i=0[ViαVi ]

πDin
D2

TH

4

(11)

where Vi is the volume of i-th cell , αVi is the value of vapour volume fraction in the i-th cell, n is the number
of cells, while DTH is the throat diameter. The ratio represents a weighted average over the volume fraction of
the cavitating volume and a cylinder having diameter equal to DTH and height equal to the channel’s diameter
Din. To calculate CEP a python code that takes as input the results obtained from the simulations and returns
the value of CEP was developed. This parameter is very fast and simple to be obtained and can be easily
integrated into the design process of the cavitating device. Then the value of pressure losses over the entire
nozzle was calculated, defined as:

K =
∆P

1
2
ρU2

TH

(12)

where ∆P is the difference between total pressure at the inlet and outlet while UTH is the throat velocity. These
two parameters were used to compare the various simulations and estimate the influence of the throat section
on the cavitation process. Time average Volume fraction fields are shown in figure 6 for the four geometries. It
can be seen that as the diameter increases, the cavitation region becomes larger. The lengths of the average
cavitating region for the various geometries are given in Table 3 while the plot of K and CEP are shown in fig.
7. From the results obtained, it can be seen that at the same cavitation number both losses and CEP have
a favourable trend for larger diameters. The best configuration seems to be that for DTH = 20mm in which
the cavitation volume increases while the losses decrease as the main flow has less blocking effect due to the
cavitating region.



Figure 6: Time average liquid volume fraction for simulated geometry.

Figure 7: The graph shows the trend of K losses and CEP as a function of throat diameter.

4.3. Effect of throat length in cavitating flow dynamics

This section analyzes the differences in terms of the dynamics of the cavitation phenomenon between a sharp-
edged geometry and a geometry in which there is a throat section of length LTH . It has been decided to
consider the geometry with DTH = 10mm and LTH = 10mm. Once the simulations were finished, it was
possible to evaluate the differences between the two geometries using the FFT and calculating both the K
losses and the cavitating efficiency parameter. The presence of the throat region causes the emergence of a
quasi-stable sheet cavity region, which causes a clear decrease in the oscillation period. In terms of frequency,
we have a reduction from 160 Hz for the sharp-edged to 40 Hz for the geometry in which the throat region is
present. While the amplitude related to the pressure spike remains almost the same (Figure 9). Regarding
the velocity field, the presence of two recirculation zones located at the beginning of the throat section and at
the beginning of the diverging ramp is observed in figure 10. The instabilities that are generated at the sheet
cavity interface, tend to energize the flow in the second recirculation zone. This results in an inhibition of the
cavitation phenomenon which is therefore less intense than having a sharp-edged throat. The performance
for process intensification values of CEP = 0.17 while the losses give a value of K = 0.58. Compared with
the values found for the sharp-edged geometry, it is observed that CEP decreases given the smaller extent of
the cavitation region. Pressure losses, directly related to the extent of the cavitation region where the largest
contributions of pressure degradation are shown, also decreasing from 0.689 to 0.58.



Table 3: Lenght of cavitation region measured from the throat to the point of maximum abscissa with liquid
volume fraction equal to 0.95.

DTH (mm) Lcav (mm)

5 23
10 46
15 79
20 97

Figure 8: Average volume fraction of geometry with cavitating lenght of 10 mm, in the throat section there is
presence of quasi stable sheet cavity.

Figure 9: FFT Fast Fourier Transform for evaluate the effect of throat lenght in cavitation dynamics behaviour.

5. Conclusion

In this paper, the influence of the throat section on the cavitation process for process intensification was in-
vestigated. It is understood that the unsteady process of cavitation is very complex and it depends on many
factors. Using an FFT analysis it was possible to study the phenomenon of the re-entrant jet mechanism and



Figure 10: Average velocity field in which are compared the recirculation zone, the purple line represent the
downstream throat section. On the left the streamline of the flow are plotted.

(a) (b)

(c) (d)

Figure 11: Stutz Reboud test case [12]: a comparison between experimental data across the cavity at the
station 1 and 2 and time-avarage numerical simulation. on the top a) b) show the mean volume fraction profile
while on the bottom c) d) show the mean velocity field.

was found that an increase in throat section leads to a decrease in the oscillation frequency of cavities while
a decrease in throat leads to a reduction in cavitation region extension. Despite the simplicity of the venturi
device, there is no parameter to evaluate the effectiveness of the reactor for process intensification. For this
reason, a specific term was developed to evaluate cavitation efficiency that was compared to the pressure
drop within the cavitating device. Further experimental or numerical studies, are needed to determine the ef-
fect of varying the pressure at the outlet and keeping the same mass flow rate on the cavitation behaviour (at



a constant cavitation number). This forms the scope of future work.

Appendix A Model Validation

One of the critical aspects of cavitation models is to obtain reliable and accurate results. This is because
especially empirical models or those based on Rayleigh-Plesset equations need a careful calibration process
from the point of view of the numerical schemes and simulation settigs. from the point of view of the numerical
schemes. For this work, since we do not have experimental data of the momentum field and volume fraction
trend for the chosen geometry, we considered one of the most widely used test cases in the literature (Stutz
and Reboud [12]) [12]) that offers experimental data on both the velocity field and volume fraction profile in
the cavitation zone. Numerical settings are the same as those mentioned in the numerical setup section
while a mesh of 100K hexahedral elements was made for the geometry. From the comparisons with the
experimental data shown in graph 11, it can be seen that there is good agreement with the volume fraction
and velocity profiles calculated with the developed model. The only differences are found at the first station
where the mean value of volume fraction is overestimated, showing an inaccuracy in simulating the sheet
cavitation region. While at the second station it is noticeable that the velocity profile calculated with cfd tends
to underestimate the recirculation region. This is due to the URANS model used, in fact such models fail to
totally capture adverse pressure gradients. A more detailed study of the velocity profile can be done using
high fidelity approaches to evaluate the interaction between cavitating flow and turbulence. Comparison with
experimental data showed how there is an error of about 4 percent in the calculation of cavitation length (48mm
with numerics and 50 mm from experiment). For these reasons, the model was considered as validated.

Nomenclature

D Diameter [m]

fσ surface tension [N/m]

K Pressure losses

k Turbulent kinetic energy [J/Kg]

L Lenght [m]

LV total Venturi’s Lenght [m]

P pressure [Pa]

RB bubble radius [m]

RV Channel radius[m]

Sα evaporation/condensation source term [kg/m4]

V volume [m3]

t time [s]

T temperature, [◦C]

U velocity [m/s]

Greek symbols

α volume fraction

β divergent angle [DEG]

γ convergent angle [DEG]

ω specific dissipation rate [1/s]

µeff effective viscosity [Ns]

ρ density [kg/m3]

φ generic function



Subscripts and superscripts

in inlet section

m mixture

out outlet section

sat saturation

TH Throat

v vapour

w water
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Abstract: 

This study investigates the heat transfer performance of a disc-shaped branched heat exchanger numerically. 
The numerical calculations have been conducted using the commercial computational fluid dynamics solver 
ANSYS Fluent, while three laminar and three turbulent cases are considered with Reynolds numbers of 100, 
200 and 400 for the former; and 3000, 4000 and 6000 for the latter. Turbulence closure is achieved by 
employing the k-eps Realizable turbulence model, which uses Boussinesq approximation to model the eddy 
viscosity. The working fluid is water. Constant heat flux is applied at the bottom wall of the heat exchanger. 
The numerical method is validated by a previous experimental study. The heat transfer performance of the 
heat exchanger is evaluated by monitoring the temperatures at the outlet section, as well as the volume-
averaged temperature of the solid part. It is observed that values of the heat transfer coefficient for the turbulent 
cases are much greater than that of the laminar case, whereas it is directly proportional with the Reynolds 
number, in general. 

Keywords: 

Disc shaped heat exchanger, Electronic device cooling, Computational fluid dynamics 

1. Introduction 
The purpose of this study is to carry on with the determination of the most effective configuration for a branching 
heat exchanger that uses water as the coolant fluid and implement any necessary improvements.  

Capata and Gagliardi [1] investigated the performance of branched heat exchangers working with organic 
fluids. An automotive refrigerant called glycol was used in experiments at two different concentrations (50 and 
100 %). An organic fluid has also been employed and examined for heat transmission. After completing all the 
tests, the numerous dimensionless parameters that characterize the heat exchange have been determined, 
and a comparison analysis has been performed, in order to determine and suggest the optimal configuration 
for the branched heat exchanger. 

Reis [2] investigated constructal theory and its applications to a variety of domains, including engineering, 
natural living and inanimate systems, social structure, and economics. A constructal approach offers an 
integrated structure to guide the creation of flow architectures in systems with fluid flow. The relationship 
between of constructal law and the thermodynamic optimization strategy for minimizing entropy generation is 
described. The constructal law is an independent principle separate from the Second Law of Thermodynamics. 
In addition, the relationship between the constructal law and other fundamental concepts, including the Second 
Law, the principle of least action, and the principles of symmetry and invariance, is discussed. 

Capata and Beyene [3] investigated three distinct compact branched heat exchangers by assessing the 
thermal efficiency and pressure drop of each device. A performance comparison of several refrigerant fluids 
improves the generality of the understanding of phenomena. To provide an average constant flow speed 
throughout the exchanger, the channels in the first arrangement have been built with different inner diameters. 
In the second, a constant flow Reynolds number has been maintained inside the channels. According to Bejan 
Constructal Theory, the final configuration is constructed using the constructal diameter variation. The results 
of multiple comparative tests have been assessed to find the ideal exchanger for each refrigerant based on 
the gathered data. 

Asgari et al [4] considered the simulation of phase change material solidification in a heat exchanger with 
branch-shaped fins. The thermal conductivity of phase change materials is studied in relation to the impacts 
of branch-shaped fins with varying thicknesses and lengths. The results demonstrated that fins considerably 
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accelerate the solidification process, and simulation efficiency is maximized when thin, branch-shaped fins and 
nanoparticles with a volume fraction of 0.04 are utilized simultaneously. 

Zhu and Jing [5] examined a numerical analysis of the thermal and melting performance of a horizontal latent 
heat storage unit with tree-like convergent fins. The paper presents a horizontal LHS unit embedded with 
branched tree-like convergent fins (BTCF) and statistically explores the influences of various geometric and 
structural characteristics of the BTCF. The results demonstrate that increasing N, m, and α values can 
efficiently enhance heat transfer between the fin and phase change material (PCM), speed up PCM melting, 
and increase energy storage. 

Huang et al [6] studied the heat transfer improvement of a latent heat storage unit using gradient tree-shaped 
fins, both experimentally and numerically. They examine two new LHS units with tree-shaped uniforms and 
gradient fins. The results indicate that tree-shaped fins promote heat diffusion from point to area, hence 
breaking the heat transport hysteresis in conventional LHS units and speeding the melting/solidification rate. 

2. Numerical Method 
This study investigates heat transfer characteristics in a disc shaped heat exchanger (Disc HEx), numerically. 
Steady, three-dimensional, and incompressible problem is modelled using commercial computational fluid 
dynamics (CFD) solver, ANSYS Fluent. Water as a heat transfer fluid for this study, enters disc heat exchanger 
through inlet section at temperature of 308 K with diameter of 22 mm which is located on the top of the disc 
heat exchanger. Diameter of branches are 5.9 mm, 2.9 mm, and 1.48 mm, respectively. Twelve outlets are 
located on sides of the disc and applied pressure outlet boundary condition, where static pressure is adjusted 
at zero gauge. Constant heat flux of 28294.212 W/m2 is applied to the bottom of the disc for all cases. All 
surfaces of heat exchanger, except bottom surface where heat flux is applied, is considered adiabatic. Physical 
properties of water those of density, specific heat, heat conductivity and dynamic viscosity are assumed to be 
constant. Geometry description, branch definitions and boundary conditions are presented in Fig. 1 and Table 
1.  

 
(a) 

 



 
(b) 

Figure 1. Geometry description and boundary conditions, (a) isometric view, (b) top view 

An unstructured mesh with approximately 3.5 million elements is generated for numerical calculations (Fig. 2). 
Reynolds number is calculated considering inlet diameter and inlet velocity (Eq. 1). In numerical calculations, 
three laminar cases with Reynolds number of 100, 200 and 400, and three turbulent cases with Reynolds 
number of 3000, 4000 and 6000 are considered, respectively. For turbulent cases, k-ε Realizable turbulence 
model with Enhanced Wall Treatment is employed. Coupled algorithm is utilized for pressure-velocity coupling. 𝑅𝑒 = 𝜌𝑉𝑜𝐷𝑜𝜇  (1) 

 

Figure 2. The numerical grid used in this study 

 

Logarithmic mean temperature difference (∆𝑇𝑙𝑚) is calculated according to Eq (2): 

 ∆𝑇𝑙𝑚 = (𝑇𝑤𝑎𝑙𝑙,𝑖𝑛 − 𝑇𝑖𝑛) − (𝑇𝑤𝑎𝑙𝑙,𝑜𝑢𝑡 − 𝑇𝑜𝑢𝑡)ln (𝑇𝑤𝑎𝑙𝑙,𝑖𝑛−𝑇𝑖𝑛)(𝑇𝑤𝑎𝑙𝑙,𝑜𝑢𝑡−𝑇𝑜𝑢𝑡)  
(2) 

 

Where, 𝑇𝑖𝑛 and 𝑇𝑜𝑢𝑡 refer to inlet and outlet temperatures of certain branch, while 𝑇𝑤𝑎𝑙𝑙,𝑖𝑛 and 𝑇𝑤𝑎𝑙𝑙,𝑜𝑢𝑡 refer to 
solid temperature near inlet and outlet sections. Heat flux is calculated through the following equation:  



 𝑞 = �̇�𝑐𝑝(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)𝐴𝑠  (3) 

 

In Eq (3), 𝐴𝑠 is heat transfer area, while �̇� and 𝑐𝑝 are mass flow rate and specific heat. While mass flow rate 
is variable depending to Reynolds number, specific heat is assumed to be constant and 4182 J/kg K. 
Eventually, mean Nusselt number throughout each branch is calculated with Eq (4): 

 𝑁𝑢𝑚,𝑖 =  𝑞𝐷𝑖𝑘 ∆𝑇𝑙𝑚 (4) 

 

Area-weighted average Nusselt number throughout whole disc for each case is calculated by Eq (5): 𝑁𝑢𝑚,𝑎𝑣𝑒 =  ∑(𝐴𝑠 𝑥 𝑁𝑢𝑚,𝑖)∑ 𝐴𝑠  (5) 

3. Results and Discussion 
 

This study is validated with a previous experimental work of Capata and Gagliardi [1]. Solution parameters 
used in the previous experimental work are employed in numerical calculations, and obtained results are 
compared. Validation parameters are given in Table 1, and compared results are presented in Table 2. Results 
of the numerical and experimental studies agree very well, while the absolute percentage error in the estimated 
values of temperature is 1.35 % for volume-averaged temperature of the heat exchanger, Tsolid, whereas error 
is less than 0.5% for outlet fluid temperatures, Tout. Thus, the numerical model is validated to be used for further 
investigating heat transfer characteristics of the disc-shaped heat exchanger.  

 

Table 1. Solution parameters 

Refrigerant 
Inlet 

velocity 
[m/s] 

Reynolds 
number 

Inlet 
Temperature 

[K] 

Water 
0.253 3267 304 
0.505 6534 309 
1.263 16336 312 

 

Table 2. Comparison of experimental and numerical results 

Tsolid, exp 

[K] 
Tsolid, num 

[K] 
Error 

% 
Tout, exp 

[K] 
Tout, num 

[K] 
Error 

% 

320.00 320.84 0.26 309.50 308.97 -0.17 
318.80 320.26 0.46 311.3 311.31 0.003 
315.00 319.25 1.35 312.80 312.81 0.003 

 

Figure 3 illustrates the temperature distribution on the horizontal mid-plane of the heat exchanger. Accordingly, 
cooling effect increases with Reynolds number, while the maximum temperature decreases. It is also observed 
that fluid temperature increases with each branching. This increase in temperature can be attributed to the 
vortex formation in the junctions due to the impingement of fluid on the junction wall, as is seen in Fig. 4. 
Apparently, this is the primary factor increasing the heat transfer rate from solid walls to the fluid for all cases. 
Also, streamlines shown in Fig.4 indicate that higher values of velocity are observed in Branch 1.1.1 than those 
in Branch 1.1.2, since Branch 1.1.1 deviates from Branch 1.1 with a smaller angle than Branch 1.1.2 does. 
Temperature contours on the branch walls for Re=200 and 3000 (Fig. 5) are in accordance with those shown 
in Figs. 3b and 3d, where the wall temperature drops gradually as the fluid travels through the branches. 
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Figure 3. Temperature distribution on mid-plane of the disc heat exchanger for (a) 

Re=100, (b) Re=200, (c) Re=400, (d) Re=3000, (e) Re=4000, (f) Re=6000. 
 

 



 
(a) 

 
(b) 

Figure 4. Streamlines and velocity vectors through branches for (a) Re=200 and (b) Re=3000 

 

 
(a) 

 
(b) 

Figure 5. Temperature contours of the solid walls of the branches for (a) Re=200 and (b) 

Re=3000 

Variation of calculated mean Nusselt number with branching is presented in Fig. 6 for each Reynolds number. 
It is interesting to note that mean Nusselt number in Branch 1.1.2 is higher than that in Branch 1.1.1 in case 
of laminar flow, while it is the other way around for turbulent cases (Fig. 6). One reason for such a difference 
might be the difference in temperature distribution as seen in Fig. 7. A horseshoe-like temperature profile is 
evident throughout the branches which is thought to be caused by the vortices generated at the junctions due 
to the impingement. 

Figure 8 shows variation in area-weighted average Nusselt number (Num,ave) for the whole disc heat exchanger 
with Reynolds number. Accordingly, there is a linear variation in Nusselt number which can be expressed by 
Eq. (6) with a normalized root-mean-square error (NRMSE) less than 2%: 𝑁𝑢𝑚,𝑎𝑣𝑒 =  0.216𝑅𝑒 + 7.205 (6) 

Variation in average fluid outlet temperature and volume-averaged solid temperature of the heat exchanger is 
presented in Fig. 9. Both the average fluid temperature at outlet and volume-averaged solid temperature 
exhibits an exponential variation with the Reynolds number. It should be noted that in high Re number limit the 
average outlet temperature approaches the inlet fluid temperature, i. e. 308 K. 

 



 

Figure 6. Variation of mean Nusselt number with branching  

 
(a) 

 
(b) 

Figure 7. Temperature contours on inlet and outlet planes of branches for (a) Re=200 and (b) 

Re=3000 

 

 



 

Figure 8. Variation in area weighted average Nusselt number for the whole disc heat exchanger 

with Reynolds number 

 

 

Figure 9. Variation in average fluid outlet temperature and volume-averaged solid temperature 

with Reynolds number 



4. Conclusion 
 

In this study, heat transfer characteristics of a disc-shaped branched heat exchanger is investigated for laminar 
and turbulent cases for Reynolds numbers of Re = 100, 200, 400, 3000, 4000 and 6000. The flow pattern and 
its effect on the heat transfer coefficient is discussed. According to the numerical results, mean Nusselt number 
for a given branch and the whole disc increases with the Reynolds number. The variation of the average 
Nusselt number for the whole disc with the Reynolds number is almost linear, a first order polynomial 
expression is offered which yields the average Nusselt number corresponding to a given Reynolds number 
with a maximum normalized root mean square error of less than 2%, for 100 ≤ Re ≤ 6000. Extremely high 
values for volume-averaged solid temperatures are calculated for cases of relatively lower Reynolds number, 
which may exceed the design temperatures of device to be cooled. On the contrary, volume-averaged solid 
temperature of the heat exchanger approaches the inlet temperature of the coolant at high Reynolds numbers. 

 

It is observed that the most significant factor affecting heat transfer coefficient of the disc-shaped heat 
exchanger is fluid impingement on the walls in junctions. This implies that a design allowing more effective 
impingement may provide higher heat transfer characteristics. However, although pressure losses are not 
considered in this study, a trade-off should be made between pressure loss and increase in heat transfer 
coefficient.  

 

 

Nomenclature 𝐴𝑠 surface area m2 𝑐𝑝 specific heat, J/(kg K) 𝐷 diameter m 𝑘 heat conductivity W/(m K) �̇�  mass flow rate, kg/s 𝑁𝑢𝑚 average Nusselt number 𝑇𝑖𝑛 inlet temperature K 𝑇𝑜𝑢𝑡 outlet temperature K 𝑇𝑜𝑢𝑡,𝑎𝑣𝑒 average outlet temperature K 𝑇𝑠𝑜𝑙𝑖𝑑,𝑎𝑣𝑒 volume-averaged solid temperature K 𝑇𝑤𝑎𝑙𝑙,𝑖𝑛 solid temperature near inlet K 𝑇𝑤𝑎𝑙𝑙,𝑜𝑢𝑡 solid temperature near outlet K ∆𝑇𝑙𝑚 logaritmic mean temperature difference K 𝑞 heat flux W/m2 𝑉 velocity m/s 𝜌 density kg/m3 𝜇 dynamic viscosity kg/(m s) 
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Abstract: 
 

The current world energy context requires solutions to reduce energy demand and increase the energy 
efficiency of thermal power plants, which typically release heat into the ambient without a further useful 
purpose. Climate change, leading to higher temperatures and water scarcity, may make difficult heat rejection 
processes in power cycles. Hygroscopic Cycle Technology can become a relevant technology due to the 
increase in the cooling reflux temperature thanks to the incorporation of hygroscopic salts. This work analyzes 
the possibility of using the waste heat rejected from the cycle cooling reflux by developing a thermodynamic 
model with a lithium bromide-water (LiBr-H2O) mixture as the working fluid. The model, validated with 
experimental tests performed at a pilot plant, was used to optimize cycle operating conditions regarding waste 
heat recovery potential without substantially decreasing the cycle efficiency. The increase in LiBr mass 
concentration led to higher cooling reflux temperatures, allowing for easier heat rejection and an increase in 
enthalpy and the cooling reflux mass flow rate. The effect of condensing pressure was found to have a relatively 
low impact on the mass flow rate and the potential heat recovery per unit mass flow. An exergy analysis 
revealed a decrease in potential physical exergy recovery as LiBr concentration increases. Concentrations 
between 30 and 50% seem the most suitable ones for maximizing the power output of the cycle, while 
maintaining a high enough heat recovery potential, with values of 0.6 kJ/kg for the optimum concentration of 
45%. Finally, prospective uses for the waste heat are proposed, considering that current applications of the 
technology rely on the use of biomass fuels from olive oil production waste. 

Keywords: 

Cycle Optimization; Hygroscopic Cycle Technology; Thermodynamic Modelling; Waste Heat Recovery 
Potential. 

1. Introduction 

Current environmental conditions and resource depletion trends are a worldwide challenge. In this context, 
electricity and heat generation represent the primary source of CO2 emissions, reaching an all-time high of 
14.6 Gt in 2022 [1]. Furthermore, electrical generation accounted for approximately 20% of global final energy 
consumption in 2021, with renewables contributing in 28% [2]. Moreover, the increasing electrification of the 
energy system and the growing population result in scenarios with significant increments in energy demand 
[2], requiring greater power generation capacities [3] while aiming for decarbonization and energy transition 
[4]. For this purpose, the Paris Agreement [5] aims for net-zero emissions by 2050 to prevent further rising of 
ambient temperatures and freshwater scarcity. In this sense, power generation, accounting for around 15% of 
freshwater withdrawal [6], plays a vital role, as the supply shortfall is expected to reach 40% by 2030 [7], while 
water consumption in the energy sector is predicted to rise 50% [8]. In this regard, energy supply reliability 
may be affected by droughts, as water stress hinders thermodynamic power cycles, which are key for the 
generation mix. Recent water shortage episodes have led to shutdowns and output disruptions. For instance, 
in France, the Chooz nuclear power plant was interrupted for two months in 2020 [2]. It is also estimated that 
India lost 14 TWh of thermal power generation in 2016 due to water shortfall [9]. In addition, rising ambient 
temperatures also lead to lower efficiencies of condensing and cooling systems, resulting in thermal processes 
being unable to respect discharge water temperature regulations. Lack of freshwater resources may also 
become problematic, with more significant desalination needs leading to greater energy demand. Hence, the 
viability of thermodynamic power cycles depends strongly on developing water-smart processes with 
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advanced cooling systems [8]. Ultimately, economic dependence on energy [10] and primary sources implies 
profound strategic and social implications. In this sense, stress over resources affects energy security [11], not 
only in reliability, stability and availability terms but also in affordability, with electricity rate increments [12], 
jeopardizing proper development of manufacturing industries, services and commodities. In this regard, 
worldwide policies are gradually turning towards sustainability through non-linear production and consumption 
models. Subsequently, circular economy [13] stands as the economic paradigm to minimize waste and 
pollution by extending the life cycle of products through reusing and recycling strategies in order to protect 
natural assets while ensuring secure and affordable energy supplies.  

As per the state of the art, thermal efficiency and saving upgrade research has been intensely focused on 
recovering waste heat. Early analysis evaluated the introduction of regenerative-reheat processes within the 
Rankine cycle showing thermal efficiency increments of up to 14% [14]. Moreover, Tuantuan et al. [15] 
proposed a method for re-heat and regeneration stages optimization. Additional Rankine process stages have 
been further evaluated. In [16], the impact of close Feed-Water Heaters (FHWs) on the efficiency of a 200 
MWe power plant was performed, resulting in a maximum efficiency enhancement of 10%. External source 
heat integration for water pre-heating has also been considered in the literature. Hu et al. [17] introduced the 
concept of Solar Aided Power Generation (SAPG) by replacing turbine steam bleed-offs for FWHs in 
regenerative Rankine with solar thermal energy. Prosin et al. [18] proposed a thermal power plant configuration 
in which secondary air flux was to be heated by solar thermal energy. Furthermore, Nsanzubuhoro et al. [19] 
considered geothermal energy as Low-Pressure Feed-Water Heaters (LPFHs) source. Solar thermal energy 
inclusion has been further evaluated. In this sense, Li et al. [20] examine the performance of Rankine cycles 
with a solar double re-heat system, observing a significant reduction in fuel consumption. 

As energy demand grows, development has focused on cycles capable of operating with low-grade heat 
sources, which were technically unfeasible with previous systems [21]. In this regard, the Organic Rankine 
Cycle (ORC), Goswami Cycle (GC) and Kalina Cycle (KC) represent the most notorious power generation 
systems developed to work with low-grade temperature inputs [22], such as geothermal, solar thermal, waste 
heat and biomass combustion, by basing their operation on working fluids with boiling points lower than pure 
water. To date, most of the research efforts have concentrated on ORC, as it presents higher efficiency levels 
than those of GC and KC, which, although normally ranging between 10% and 18%, can reach peaks of up to 
30% depending on the cycle parameters [22]. Moreover, ORC is generally more cost-effective due to its lower 
complexity and, consequently, lower capital and maintenance costs [23]. Additionally, ORCs can be easily 
adapted to a wide range of heat sources [24] and working fluids [25] while offering greater reliability due to its 
deeper study. Instead of rejecting heat into the environment, Combined Heat and Power (CHP) systems pose 
as an alternative for taking advantage of waste heat from power generation processes for practical 
applications, increasing thermal efficiency. As an example, Ballzus et al. [26] presented the Hellisheiði 
geothermal plant, which produces electricity (303 MWe) and hot water (133 MWt) for district heating [27] by 
harnessing thermal energy from the turbine exhaust steam.  

Prevailing energy challenges require bold technical improvements in thermodynamic power systems to 
guarantee supply. In this context, the Hygroscopic Cycle Technology (HCT) [28], first developed in 2010 by 
Imatech, opens new prospects toward long-term power generation sustainability, posing as a Rankine cycle 
enhancement regarding efficiency, condensing and cooling terms. For this purpose, HCT operates with 
mixtures of water and hygroscopic compounds [29] as the working fluid, enabling to condensate turbine 
exhaust steam through absorption phenomena. As a result, HCT can optimize overall performance by working 
at lower condensing pressures for a given condensing temperature, effectively increasing the electrical power 
output of the cycle. Furthermore, absorption through hygroscopic compounds displays higher condensing 
temperatures [30],  enabling the adoption of dry-cooling systems. In this sense, HCT can reject heat more 
efficiently, allowing the cycle to operate at high ambient temperatures, even over 45 ºC. Dry mode refrigeration 
advantages further expand as HCT is able to fully decouple power generation from water withdrawal, 
consequently expanding power plant availability while eliminating steam emissions. Low-concentration HCT 
has already been developed at an industrial scale. For example, HCT was implemented in Vetejar 12.5 MWe 
biomass power plant [31], successfully extending availability as the cycle was decoupled from 
disadvantageous climate conditions due to high external temperatures and water scarcity. Findings showed a 
100% cooling water savings of 229,200 m3/year, an additional 75 MWh/month power generation and a 150 
MWh/month reduction of self-consumption due to high-efficiency dry-coolers. Other cases [28] like Baena 25 
MWe biomass power plant and Industrias Doy 4.5 MWe cogeneration facilities emphasize the potential of HCT 
as it can be adapted [32] to any power generation range. 

Despite the above improvements, HCT is subject to further enhancement, especially considering 
thermodynamic power cycles adaptation requirements toward circular economy principles and, subsequently, 
environmental protection [33]. In this sense, thermal efficiency improvement within HCT becomes relevant, 
especially with high hygroscopic concentrations where the thermal grade of the condensate flux is greater. 



 

 

Currently, there are no HCT plants with implemented waste heat recovery systems. In this context, the work 
presented in this manuscript aims to evaluate the potential for waste heat recovery in high-concentration lithium 
bromide HCT (HC-HCT). With this objective, a thermodynamic model for evaluating the potential of waste heat 
recovery has been developed and validated with experimental tests. The final objective is to optimize operating 
conditions of the cycle regarding waste heat recovery potential without substantially decreasing the cycle 
efficiency. In addition, prospective uses for the waste heat are proposed, considering that current applications 
of HCT rely on the use of biomass fuels from olive oil production waste. 
 

2. Methodology 

To fulfill the objectives of this study, experimental tests were performed in the HCT pilot plant developed by 
Imatech in Gijón (Spain) to characterize the thermodynamic conditions at the condensing and cooling systems 
with high hygroscopic concentration. Then, the results were used to validate an analytical model capable of 
estimating the potential for the recovery of HCT waste heat. 

2.1. Experimental methodology 

The HCT pilot plant developed by Imatech in Gijón (Spain), used for performing the experimental tests of this 
work, is presented in Figure 1. In this work, the hygroscopic salt used is lithium bromide (LiBr) due to its several 
advantages: LiBr is highly hygroscopic but easily desorbed from water, non-flammable, non-toxic and 
chemically stable at typical cycle operating conditions. 

 
Figure 1. Operation process of HCT pilot plant. 

The pilot plant is able to reproduce HCT power plant conditions by generating 100 kg/s of superheated steam 
at 14 bar and a maximum temperature of 200ºC. This steam is then led to an expansion valve that simulates 
the behavior of a 30 kW turbine-generator. The valve outlet steam then flows to the absorber, the key 
component of the HCT. In the absorber, the steam is condensed by absorbing a high-concentrated LiBr/H2O 
cooling reflux coming from the dry cooling system that enters the absorber through nozzles to increase contact 
surface. Condensing pressure is controlled using a vacuum pump. The condensate then leaves the absorber, 
is pumped by the condensate pump and is separated into two flows: one continues to the boiler, while the 
other one is recirculated towards the dry coolers, releasing heat from the cycle, to be later reinjected into the 
absorber to provide the required salts for absorption to take place. A closed heat exchanger is used to recover 
thermal energy from boiler blowdowns to pre-heat the condensate water, which is then sent to a deaerator 
before entering the boiler, where LiBr salts are desorbed and purged. LiBr-H2O mixtures are prepared and 
controlled via a 2 m3 atmospheric tank and a demineralizing water module. Concentration values are derived 
from electrical conductivity measurements from samples taken from cycle purges. 
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The instrumentation used for performing the experiments is collected in Table 1. Data were collected using a 
Supervisory Control and Data Acquisition (SCADA) system developed by Siemens (SIMATIC S7, maximum 
uncertainty 0.004%). 

Table 1. HCT pilot plant instrumentation. 

Parameter Instrument Accuracy 

Temperature Endress+Haussser TR-61 platinum resistances PT100 RTD ± 0.1 °C 

Absolute pressure Aplisens PCE-28 ± 0.5 % 

Mass flow Khrone OPTISWIRL-5080 ± 0.5 % 

Electrical conductivity HANNA HI 98188-02 ± 2.0 % 

The parameters set for the different tests are collected in Table 2. 

Table 2. HCT pilot plant working parameters. 

Parameter Value 

Steam mass flow (�̇�𝑆) 100 kg/h 

Steam temperature (𝑇𝑆) 170 ºC 

Condensing pressure (𝑃𝐶) 3, 5, 7, 10, 15 kPa      

LiBr concentration at the condensate (𝐶𝐶) 45 % 

Ambient temperature (𝑇𝐶) 15 ºC 

Temperature drop at dry coolers (𝛥𝑇𝐷𝐶) 7 ºC 

2.2. Analytical model 

2.2.1. Description of the model 

Engineering Equation Software (EES, version V10.833-3D) [34] was used to develop a thermodynamic model 
of the condensing and cooling process of the HC-HCT, as represented in the scheme of Figure 2. The range 
of condensing pressure (𝑃𝐶) studied was from 1 to 20 kPa.  

 
Figure 2. HCT condensing and cooling process model detail. 

The following assumptions were considered to develop the model: kinetic and potential energy changes are 
negligible; the condensate pump only compensates for pressure losses in the pipes and equipment, which are 
perfectly insulated; and, since the cycle is closed, only the physical exergy is considered to estimate waste 
heat potential. The condensing process in the absorber is described by the mass, concentration and energy 
balances in Eqs. (1-3): �̇�𝑆 + �̇�𝑅 = �̇�𝐶          (1)  �̇�𝑆 · 𝐶𝑆 + �̇�𝑅 · 𝐶𝑅 = �̇�𝐶 · 𝐶𝐶       (2) �̇�𝑆 · ℎ𝑠 + �̇�𝑅 · ℎ𝑅 − �̇�𝐷 = �̇�𝐶 · ℎ𝐶           (3) 

The thermal power from the heat of dilution (�̇�𝐷) depends on the difference between the concentration of the 
condensate (𝐶𝐶) and reflux (𝐶𝑅) streams. In this case, the correlations proposed by Yuan and Herold [35] were 
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implemented into the model. The LiBr concentration at the turbine outlet (𝐶𝑆) was set to zero, being pure 
steam. The thermodynamic state at the condensate pump outlet was obtained from the isentropic efficiency of 
the pump (𝜂𝐶𝑃), considered 50%, according to industrial values from small centrifugal pumps [36]. Eqs. (4) 
and (5) determine the pump outlet properties: �̇�𝐶 = �̇�𝑃                   (4) 𝜂𝐶𝑃 = ℎ𝑃𝑠 − ℎ𝐶ℎ𝑃 − ℎ𝐶  (5).  

 

Once the energy analysis of the condensing and cooling process was finished, the physical exergy recovery 
potential (𝑒𝑥𝑅𝐶𝑉𝑌) from the cycle cooling process was estimated with Eq. (6) as the difference between the 
physical exergy per unit mass of the flow before (𝑒𝑥𝑃) and after (𝑒𝑥𝑅) the heat rejection process, calculated 
with Eq. (7) [37]: 𝑒𝑥𝑅𝐶𝑉𝑌 = 𝑒𝑥𝑃 − 𝑒𝑥𝑅              (6) 𝑒𝑥𝑖 = (ℎ𝑖 − ℎ∞) − 𝑇∞(𝑠𝑖 − 𝑠∞)                                                            (7) 

The reference environment or dead state for the exergy calculations was defined accordingly to the 
methodology proposed in [38]. The dead state temperature was set as the mean ambient temperature during 
the experimental tests, 𝑇∞=15 ºC. The overall mass and volume of the cycle are constant, so no pressure 
equilibrium can be achieved with the exterior. Hence, the dead state pressure was set to the condensing 
pressure. The composition of the dead state was calculated at chemical equilibrium within the cycle, with the 
chemical potential of water in the LiBr-H2O solution matching the Gibbs free energy of the water vapor, 
resulting in 0% of LiBr mass concentration for all the considered pressure values (over 1 kPa). 

Finally, the heat per unit mass of cooling reflux rejected to the environment was corrected with the Carnot 
factor to study the influence of ambient temperature in the process, defined as: 
 𝜃𝐶𝑃 = 1 − 𝑇∞𝑇𝐻𝑅 (8).  

 

With the temperature at which the fluid rejects heat (𝑇𝐻𝑅) calculated as the logarithmic mean between the 
temperatures of the condensate pump outlet (𝑇𝑃) and the cooling reflux (𝑇𝑅) [27]: 
 𝑇𝐻𝑅 = 1 − 𝑇𝑃 − 𝑇𝑅𝑙𝑜𝑔 (𝑇𝑃𝑇𝑅) (9).  

2.2.2. Experimental validation 

Figure 3a shows the condensate and cooling reflux mass flow rates calculated by the model alongside the 
experimental measured values for 45% LiBr concentration. It may be appreciated that the developed models 
are able to follow the tendency of the experimental results, with a slight underprediction in the mass flow rates 
that increases with the condensing pressure up to a maximum error of 3%. 

Regarding the prediction of enthalpy values, Figure 3b depicts the contrast of the model with experimental 
results. The tendency of the evolution of enthalpy values with the condensing pressure is adequately followed 
by the model, with average errors of 5%. Therefore, the developed model may be considered as suitable for 
the analysis of the thermodynamic processes of the cycle under study. 

  
a) Mass flow rate vs condensing pressure b) Enthalpy vs condensing pressure 

 

Figure 3. Experimental validation of the model 

 



 

 

3. Results 
 

Firstly, the results of the thermodynamic parametric analysis of the model are presented. Then, the selection 
of the most suitable operating conditions for the cycle are discussed and potential applications for the recovery 
of heat waste form the cycle are presented.  

3.1. Thermodynamic parametric analysis 

Figure 4 shows the evolution of the condensate temperature as a function of the LiBr concentration of the 
reflux and the condensing pressure. It may be observed that the increase in concentration leads to higher 
temperatures, with a slower increasing rate up to 30% LiBr concentration.  

Above this concentration value, the slope of the temperature curves becomes much greater. The increase in 
pressure has an additional effect of increasing condensing temperature. The increase of the condensate 
temperature may be linked to higher temperature differences with the environment and thus an easier heat 
rejection from the cycle and possibly easier use of that waste energy. Nevertheless, it must be considered 
that, if the turbine power is kept constant and the heat rejected increases, more fuel consumption at the boiler 
will be required. Paralelly, if the heat input at the boiler is kept constant and the heat rejected increases, there 
will be less power delivered by the turbine and the cycle efficiency will decrease. 

 
Figure 4. Condensate temperature as a function of LiBr concentration and condensing pressure 

The results from the change of enthalpy with respect to LiBr concentration and condensing pressure are shown 
in Figure 5. A minimum for all curves may be found around 45% LiBr concentration, hinting to the selection of 
this concentration to minimize the enthalpy difference at the turbine and thus maximize the power delivered by 
the cycle. With concentration values up from this point, the condensate enthalpy increases very quickly, 
discouraging too high concentration values for the optimal performance of the turbine. Regarding the 
condensing pressure, it should be kept as lower as possible if the aim is to maximize cycle efficiency.  

 
Figure 5. Condensate enthalpy as a function of LiBr concentration and condensing pressure 



 

 

The cooling reflux mass flow rate shows an increasing trend with the increase of LiBr concentration, as shown 
in Figure 6. The effect of pressure in the ranges studied does not have a determining effect, becoming more 
important at intermediate LiBr concentration values. Nevertheless, for the sake of clarity, the results of all the 
pressure values studied have been averaged and represented as intervals with a 95% confidence level. It may 
be observed that the cooling reflux mass flow rate increases with the concentration, requiring a higher working 
fluid consumption and potentially leading to higher pumping requirements and pressure losses in the circuit. It 
seems sensible to keep the values of LiBr concentration below 50%, to avoid the steeper increase in the mass 
flow rate that comes with the increase of concentration. 

 
Figure 6. Average cooling reflux mass flow rate as a function of LiBr concentration 

Regarding the heat recovery potential per unit mass of the cooling reflux, Figure 7 shows the results from the 
energy balance. Again, the effect of the pressure only becomes noticeable for intermediate LiBr concentration 
values, but it is minimal compared with the effect of LiBr concentration, so the values have been averaged and 
represented again as intervals with a 95% confidence level. A decreasing trend in the heat per unit mass is 
observed as the LiBr concentration increases, probably due to the increasing mass flows in the cycle. From 
these results, it seems sensible to try to maximize the heat per unit mass and avoid too high LiBr concentration 
values, which results in a lower energy density for potential applications. 

 
Figure 7. Heat recovery potential per unit mass of cooling reflux as a function of LiBr concentration 

Finally, to evaluate the feasibility of the heat recovery process itself, the results from the physical exergy 
recovery potential per unit mass of cooling reflux mass flow, considering the dead state from the experimental 
conditions, are presented in Figure 8. In this case, the role of the condensing pressure cannot be overlooked, 
with higher condensing pressures leading to higher exergy recovery potentials. For the lowest condensing 
pressures, below 2 kPa, physical exergy increases with the increase in concentration. The negative values of 
potential recovery at these pressure conditions may be ascribed to the fact that the temperatures at the 
absorber would become lower than the dead state temperature. In addition, these lower pressures require 
higher-performance vacuum pumps, so there is no apparent reason to work at these operating conditions. 

On the other hand, the global trend with the increase of LiBr concentration is the decrease of the potential 
specific exergy recovery. This decrease becomes more apparent for LiBr concentrations above 50%, 



 

 

discouraging again the use of too high concentration values. The region between 30 and 40% shows a 
relatively smooth decrease with the increase in concentration, with similar potential recovery values. This 
advantage could be exploited for the stable operation of the heat recovery system. 

 
Figure 8. Physical exergy recovery potential per unit mass as a function of LiBr concentration 

In summary, gathering all the results from the parametric analysis, it may be proposed to use concentrations 
of LiBr around 45% to maximize the enthalpy difference at the turbine. The exergy analysis has revealed that, 
at the dead state conditions of the experiment, the physical exergy recovery potential per unit mass of cooling 
reflux decreases sharply for values above 60%. On the other hand, concentration values lower than 30% may 
not achieve cooling reflux temperatures high enough for cycle heat rejection. 

Regarding pressure values, selecting 5 kPa as the condensing operating pressure has several advantages. It 
increases the pressure difference at the turbine with respect to higher operating pressures, resulting in a higher 
turbine power output and in cooling reflux temperatures high enough to release heat from the cycle. In addition, 
it does not result in a significant effect regarding the cycle mass flow rates or the actual energy recovery 
potential per unit mass of cooling reflux. Apart from requiring higher-performance vacuum pumps, lower 
pressures are not justified in terms of the exergy analysis, while an operating pressure of 5 kPa has been 
verified in actual power plant operation. 

3.2. Potential applications of waste heat recovery 

After selecting a pressure of 5 kPa as the condensing pressure and 45% as the LiBr concentration for cycle 
waste heat recovery, the effect of the ambient temperature in the heat recovery potential per cooling reflux unit 
mass is depicted in Figure 9, to evaluate possible applications for the recovered waste heat. 

 
Figure 9. Heat recovery potential per cooling reflux unit mass vs ambient temperature. 

Although desirable, it is not possible to reach conditions for pyrolysis (250ºC) or alperujo drying (100ºC) to 
treat the biomass and use it in the cycle boiler [39]. Nevertheless, there is enough potential for developing 
anaerobic mesophilic processes at 35ºC for biogas production [40] or compost for agriculture [41] with a 



 

 

potential heat recovery of 0.6017 kJ/kg of cooling reflux. Considering typical industrial cooling reflux values of 
around 6000 t/h in HCT cycles, the potential heat that could be delivered to the biodigesters is in the range of 
1 MW. 

4. Conclusions 

The current world energy context requires solutions to reduce energy demand and increase the energy 
efficiency of power plants. Thermal power plants typically release heat into the ambient without a further useful 
purpose. Climate change, leading to higher temperatures and water scarcity, may difficult heat rejection 
processes in power cycles. HCT can become a relevant technology due to the increase in the temperatures in 
the cooling reflux produced by the incorporation of hygroscopic salts, such as LiBr. In this work, it has been 
possible to analyze the possibility of using the waste heat rejected from the cooling reflux of the HCT by 
developing a thermodynamic model in EES and validating it with experimental tests. The main conclusions 
obtained are collected in the following paragraphs. 

Firstly, the results from the thermodynamic parametrical analysis have revealed that the increase of LiBr leads 
to higher temperatures in the cooling reflux. This may be linked to easier heat rejection to the environment and 
thus an easier use of that waste energy, but the effect on the power delivered by the cycle and its thermal 
efficiency must also be considered. Regarding the enthalpy at the absorber outlet, a minimum value, linked to 
higher cycle power output values, was found to be around 45% LiBr concentration. With the increase of LiBr 
concentration up from this point, this enthalpy and the cooling reflux mass flow rate showed a steep increase 
trend. As these higher mass flow rates lead to higher pumping requirements and pressure losses in the pipes 
and equipment, values of LiBr concentration over 60% are strongly discouraged. On the other hand, the effect 
of condensing pressure was relatively small to the effect of LiBr concentration in both the mass flow of the 
cooling reflux and the heat recovery potential per unit mass of the cooling reflux. The increase of LiBr 
concentration was also linked to a decreasing trend in the heat recovery potential per unit mass and a lower 
energy density for potential applications. 

The exergy analysis of the cooling process revealed a decrease in the potential physical exergy recovery with 
the increase of LiBr concentration, becoming more apparent with concentrations above 50%. Considering all 
the results obtained from this work, concentrations of LiBr around 45% seem the most suitable ones for 
maximizing the power output of the cycle, always working in the range between 30 and 50%. Regarding 
pressure values, 5 kPa of condensing pressure seems promising, finding a compromise between the pressure 
difference at the turbine and temperature high enough for heat rejection in the cooling reflux. 

Finally, the results of evaluating the cycle with 45% LiBr concentration and a condensing pressure of 5 kPa for 
different ambient temperatures resulted in the identification of potential applications for the cycle. Sadly, 
pyrolysis or alperujo drying temperatures cannot be reached with this cycle configuration, preventing the use 
of this heat to treat olive residue as fuel in the biomass boiler of the circuit. Nevertheless, there is enough 
potential for developing anaerobic mesophilic processes at 35ºC for the production of biogas or compost for 
agriculture, with a potential heat recovery of 0.6017 kJ/kg of cooling reflux. 
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Nomenclature 
 𝐶 mass concentration, % 𝑒𝑥 physical exergy per unit mass, kJ/kg ℎ enthalpy per unit mas, kJ/kg �̇� mass flow rate, kg/s 𝑃 absolute pressure, kPa 𝑄 heat, kW 𝑇 Temperature, ºC 
 



 

 

Greek symbols 𝜂 efficiency, % 𝜃 Carnot factor, % 

Subscripts and superscripts 𝐶 condensate 𝐶𝑃 Condensate pump 𝐷𝐶 dry cooler 𝐻𝑅 recovery heat 𝑃 condensate pump outlet 𝑅 cooling reflux 𝑅𝐶𝑉𝑌 recovery 𝑆 steam ∞ dead state 
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Abstract: 

The harmful environmental effects of fossil fuels and the variability in their prices are shifting attention away 
from conventional combined cycle power plants. Supply issues in islands are also a problem to be considered. 
The objective of this work is to evaluate the feasibility of integrating solar energy into a combined cycle power 
plant for fuel saving in insular subtropical climates. With this aim, a case study comprising a 93 MW combined 
cycle in Las Palmas de Gran Canaria (Spain) and the integration of solar energy in the gas upper cycle has 
been presented and analyzed with a thermodynamic model. The effects of incorporating solar heat before and 
after the cycle compressor were assessed, finding that injecting 35 MW of solar heat before the compressor 
resulted in savings of 49% of the original fuel consumption and an increase of 2% in the global cycle efficiency, 
but at the expense of reducing the net power delivered by 47%. On the other hand, incorporating the solar 
heat after the compression process resulted in an overall 16.2% increase in the cycle efficiency, while 
delivering the same net power as the original cycle and reducing fuel consumption in 22%. With the increase 
in the amount of solar heat added to the cycle, the difference between both options became greater, with the 
best option being injecting solar heat after the compressor. Estimations of the economic and environmental 
effects of the most suitable option are provided, resulting in potential overall savings of 7.14 million Euro per 
year and a yearly potential of 13.75 Mkg of CO2 emissions avoided. The results of this work are expected to 
contribute to improve energy supply problems by using a renewable energy source and reduce fuel imports, 
providing more energy stability and security to the inhabitants of islands with similar climates as Las Palmas.  
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Integrated solar combined cycle power plants (ISCCs), fuel saving, insular subtropical climate, dynamic 
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1. Introduction 
Nowadays, there is almost no debate on the damaging effects that global reliance on fossil fuels holds for the 
future of the world. Fossil fuels (e.g., coal, natural gas, and oil), apart from being finite, entail several harmful 
effects in the environment, especially with CO2 emissions increasing at an alarming rate. Over the past 12 
years, global CO2 emissions from energy combustion and industrial processes have increased by 4.2 Gt CO2, 
to a value of 36.8 Gt CO2 in 2022 [1]. CO2 emissions from natural gas combustion increased by more than 
215 Mt CO2 in 2021, to reach an all-time high of 7.35 Gt CO2, representing 22% of the total CO2 emissions. 
On the other hand, the use of renewable energy sources increased by 3% in 2020, with a prime 7% growth in 
renewable electricity generation. Global renewable electricity generation increased from 27% in 2019 to 29% 
in 2020, reaching 30% in 2021 [1]. In this context, solar energy technologies represent one of the most mature 
options, with its share increasing from 1.08% in 2015 to 3.74% in 2022 [2].  

Integrated solar combined cycle power plants (ISCCs) are one of the most promising solar hybrid 
configurations for power plants. ISCCs are composed of a concentrated solar power plant (CSP) and a natural 
gas-fired combined cycle (NGCC). The CSP plant is normally used either to produce additional steam for the 
combined cycle steam turbine [3, 4], or to preheat the compressed air in the gas turbine before entering the 
combustion chamber [5]. It has been estimated that the CSP contribution to global energy supply may reach 
3-3.6% by 2030 and 8-11.8% by 2050 [6], alongside a drop in CSP costs to $0.05/kWh by 2050. Four main 
technologies exist for concentrating solar power in the CSP: parabolic trough collectors, solar tower, solar dish, 
and linear Fresnel systems, with parabolic trough collectors (PTC) being the most mature technology. These 
collectors, with high thermal efficiency, high performance systems, light structures, and low-cost technology, 



can deliver up to 400 ºC. This temperature is generally high enough for most of industrial heating processes 
and applications. In addition, this technology is also suitable for low-temperature industrial applications, such 
as desalination and sterilization processes. 

1.1. Solar integration in combined power plants and research question 

The first solar plant using parabolic trough technology was built in 1913 in Maadi, Cairo, Egypt. It was built for 
the purpose of power generation for pumping water for irrigation [7,8]. The technology of the ISCC system was 
proposed by Luz Solar International [9]. During 1980s, nine solar electric generating systems (SEGS) with a 
total capacity of 356 MW were installed in California desert, United States, where solar collectors capture and 
concentrate sunlight to heat a synthetic oil (Therminol), which then heats water to generate steam [10]. SEGS 
became one of the most important projects that paved the way for executing subsequent similar works. In 
2000, the Global Environment Facility (GEF), an organization that supports developing countries’ work to 
address the world’s most pressing environmental issues, embraced the idea of encouraging the erection of 
ISCC power plants in developing countries with high solar irradiation, allocating up to $50 million for the 
construction of four ISCCs in the Middle East. This led to an increase in the interest in CSP technologies, 
especially in PTCs [11]. Consequently, wide research has been performed on this technology. Some works 
focus on studying system integration schemes between the PTC and the combined cycle, while others analyze 
the static or dynamic performance of the ISCC under different conditions. In 1997, the first technical and 
economic analysis of the ISCC was performed in Tunisia, where the authors clarify that ISCC system is more 
profitable than SEGS [12]. The performance of ISCC, SEGS and Combined Cycle (CC) power plants was 
studied, using IPSEpro and GateCycle software [13]. After comparing the three systems, they stated that ISCC 
technology had the best efficiency.  

In 2013, the dynamic performance of a solar Rankine cycle and ISCC was compared with the solar 
thermoelectric components library in TRNSYS [14]. The results showed that ISCC had higher solar-to-electric 
efficiency values than the solar Rankine cycle.  It was also found that using solar tower technology improved 
annual solar-to-electric efficiency by 21.8% with respect to PTC. One year later, ISCC and the conventional 
CC were compared, finding many advantages with ISCC, such as peak time efficiency and less carbon dioxide 
emissions [15]. Several configurations of solar integration with conventional CC plants were discussed later 
[16]. Results show that lower stack temperatures may be achieved, allowing for a better thermal match in the 
heat recovery steam generator (HRSG), so more feedwater may be circulated in the cycle. In 2018, ISCC 
power plant was compared with a thermal storage system and a conventional CC in thermo-economic and 
environmental terms, using a TRNSYS dynamic simulation [17]. Overall electrical efficiency improved by 1% 
compared to the conventional CC. A MATLAB dynamic model for the Hassi R’mel ISCC power plant in Algeria 
was validated under off-design conditions, finding that some factors could affect strongly the ISCC 
performance, such as wind speed and direct normal irradiance (DNI) [18]. In 2021, a dynamic model was 
developed of an ISCC power plant in Kuraymat, Egypt, using APROS software to evaluate the ISCC 
performance, limitations, and capabilities, validating the results with actual operational data [19]. The model 
was able to reproduce most of the operating parameters, such as pressure, temperature, mass flow rates and 
output power. An economic and performance assessment of the ISCC-PTC system in Hassi R’mel (Algeria), 
coupled with a new thermal storage system was performed [20]. Results revealed that a better grid stability 
was reached, increasing solar energy conversion and overall performance. The net solar thermal energy 
conversion ratio and the energy efficiency reached 14 and 56.06%, with natural gas consumption savings 
representing around $30 million. Finally, in 2022, different basic ISCC system models were compared with 
SEGS and gas turbine combined cycles (GTCC), presenting a method for assessing ISCC systems with 
different integration modes and solar operating temperatures [21]. Different integration points in the steam and 
gas cycles, as well as two working modes, “power boosting” and “fuel saving” were discussed. For the “power 
boosting” mode, solar energy is injected into the steam bottom cycle to heat up the gas turbine exhaust, the 
live steam, the reheated steam, or the feedwater. The main idea is to keep fuel consumption constant, while 
the output power increases as a consequence of the increase in the steam flowrate (mas flowrate boosting) or 
the enthalpy increase (parameter boosting). On the other hand, the “fuel saving mode” injects the solar energy 
in the upper Brayton cycle, heating the compressed air before entering the combustion chamber. This leads 
to a decrease in the fuel mass flowrate, leaving unaffected the operating conditions in the gas turbine and thus 
the bottom steam cycle. 

The objective of this work is to evaluate the feasibility of integrating solar energy into a combined cycle power 
plant for fuel saving in insular subtropical climates and estimate its effect on the energy efficiency of the cycle, 
fuel saving, and possible economic savings and reduction of CO2 emissions. With this aim, a case study 
comprising a combined cycle in the Canary Islands (Spain) and the integration of solar energy in the gas upper 
cycle has been developed and analyzed with a thermodynamic model. The results are expected to contribute 
to improve energy supply problems by using a renewable energy source and thus reducing fuel imports, 
providing more energy stability and security to the island inhabitants. After briefly reviewing the energy context 
in the Canary Islands, the methodology followed in this work is detailed. Then, the results are discussed, and 
finally the main conclusions of this work are presented. 



2. Case study 
The geographical nature of islands enforces them to have isolated energy systems unless a connection 
between their electricity power grid and another grid beyond its shores is developed. This entails a series of 
economic and environmental difficulties. Islands are highly dependent on imported fossil fuel, leading to high 
costs of fuel transportation, energy supply insecurity and higher electricity prices [22]. However, renewable 
energy resources (solar, wind & ocean waves) often exist in abundance in islands. 

2.1. The energy context in the Canary Islands 

The Canary Islands are a group of seven Spanish islands that are located off the African west coast. Around 
84.2% of their energy demand was supplied from non-renewable energy sources in 2022, as shown in Figure 
1. Combined cycle power plants have the highest share, 44.5%, while renewable energy resources contribute 
only with 15.8% [23]. Figure 2 shows the solar thermal capacity installed on each island, alongside the 
occupied area by thermal installations. The total thermal capacity of the archipelago is 88.7 MW, being Gran 
Canaria Island the highest contributor, with 38.7% of the total solar thermal energy installed in the Canary. 

 

Figure 1. Canary Island electricity distribution in 2022 (Data source: [23]). 

 

Figure 2. Installed solar thermal capacity in the Canary Islands on Dec 31st, 2021 (Data source: [24]). 

The details of the energy system of the Canary Islands are collected in Table 1 [24]. The highest renewable 
energy sources (RES) share may be found in the island El Hierro, with 66.8%; however, this represents only 
0.4% of the whole archipelago generation. The lowest RES capacity is found in La Gomera island, with only 
0.4 MW. In this context, the study presented in this work may contribute to improve the energy supply network 
in the Canary Islands with a proposal based on renewable energy sources to integrate solar energy into 
existing combined cycles, providing more energy security to the islands. 

2.2. ISCC in Las Palmas de Gran Canaria 

The basic combined cycle power plant consists of an upper gas cycle, a bottom steam cycle, and a Heat 
Recovery Steam Generator (HRSG). The main characteristics of the CC, based on the power plant from 
Egyptian Petrochemical Company [25], with a thermal efficiency of 57.8% are shown in Table 2. In this work, 
two possibilities (Figures 3 &4) for the integration of the solar field within the CC, both working on a fuel saving 
scheme, have been studied and compared:  

▪ Case A: solar field is integrated to preheat ambient air before the compressor inlet. 
▪ Case B: solar field is integrated to heat up compressed air, before the combustion chamber inlet.



Table 1. Overview of the power system of the Canary Islands [24] 

 Tenerife 
Gran 

Canaria 
Lanzarote Fuerteventura 

La 
Palma 

La 
Gomera 

El 
Hierro 

Total 

Total 
Generation 

(MWh) 
3,710,951 3,581,933 906,078 716,839 281,016 76,850 62,430 9,336,098 

Thermal 
Generation 

(MWh) 

3,014,854 

(81.2%) 

3,028,053 

(84.5%) 

826,454 

(91.2%) 

636,732 

(88.8%) 

251,935 

(89.7%) 

76,696 

(99.8%) 

20,738 

(33.2%) 

7,855,463 

(84.1%) 

RES 
Generation 

(MWh) 

696,097 

(18.8%) 

553,880 

(18.8%) 

79,623 

(8.8%) 

80,108 

(11.2%) 

29,081 

(10.3%) 

154 

(0.2%) 

41,692 

(66.8%) 

1,480,635 

(15.9%) 

Total 
Installed 
Capacity 

(MW) 

1428.5 1228.4 266.8 229.8 118.4 21.6 37.8 3331.3 

Thermal 
Capacity 

(MW) 

1111.6 

(77.58%) 

1024.1 

(83.4%) 

232.4 

(87.12%) 

187 

(81.4%) 

105.3 

(89%) 

21.2 

(98.1%) 

14.9 

(39.4%) 

2696.5 

(80.9%) 

RES 
Capacity 

(MW) 

316.9 

(22.2%) 

204.3 

(16.6%) 

34.4 

(12.9%) 

42.8 

(18.6%) 

13.1 

(11%) 

0.4 

(1.9%) 

22.9 

(60.6%) 

634.8 

(19.1%) 

CO2 

Emissions 
(tCO2) 

2,119,442 2,065,132 549,592 482,643 171,820 52,844 14,268 5,451,691 

Table 2. Technical data for the combined cycle power plant [25] 

 

 

 

Gas cycle 

Compressor 

Inlet Ambient temperature (ºC) 24 

Inlet pressure (bar) 1 

Isentropic efficiency (%) 97.5 

Combustion chamber 

Inlet pressure (bar) 15.7 

Inlet temperature (ºC) 379 

Turbine 

Inlet temperature (ºC) 1174 

Exhaust temperature (ºC) 549 

Exhaust mass flow rate (kg/s) 174.7 

Isentropic efficiency (%) 84.7 

 

 

 

Steam cycle 

Inlet steam pressure (bar) 43 

LP evaporator pressure (bar) 2.4 

Condenser pressure (bar) 0.08 

Inlet steam temperature (ºC) 452 

Pinch temperature (ºC) 18.3 

Economizer outlet temperature (ºC) 228 

Approach temperature (ºC) 26.7 

LP evaporator mass flow rate (kg/s) 5 

HP evaporator mass flow rate (kg/s) 25 

Combined cycle 
Total power output (MW) 93 

Cycle efficiency (%) 57.8 



 
Figure 3. Case A: solar field integrated before gas cycle compressor. 

 

Figure 4. Case B: solar field integrated after gas cycle compressor. 

3. Methodology 
To fulfill the objectives of the study, a thermodynamic model has been developed in MATLAB with the Ideal 
Air code and the X Steam toolbox to obtain air and water properties for the upper gas and bottom steam cycles. 
The sequence of the methodology has been summarized in Figure 5, whereas the main thermodynamic 
equations used are discussed in the following subsections. A system of thermodynamic equations based on 
mass and energy balances in the cycle was solved, with the aim of calculating thermodynamic states, net 
power, efficiency, and air and fuel mass flows for the original CC and the two ISCC cases, allowing to estimate 
the amount of fuel saved, as well as economic savings and the reduction in CO2 emissions. The values of 
solar heat integrated ranged from 0 to 35 MW. Pressure drop in the cycle was not considered, as well as the 
effect of inlet conditions in the isentropic efficiency of the compressor. 

 
Figure 5. Methodology followed in this work. 



3.1 Thermodynamic model of the original combined cycle 

The upper gas cycle of the CC consists of three main components: compressor, combustion chamber and gas 
turbine. Ambient air (1g) is compressed to a higher pressure and temperature (2g). Then, it enters the 
combustion chamber, where fuel is added and burnt. The resulting high temperature gases (3g) enter the 
turbine and are expanded to ambient pressure (4g), producing useful work. Finally, exhaust gases are sent to 
the HRSG. The power of the gas turbine and compressor, the heat supplied in the combustion chamber and 
the net power of the gas cycle are calculated using the following equations:  

  �̇�𝐺𝑇 =  �̇�𝑔 · (ℎ3𝑔 − ℎ4𝑔)                      (1) �̇�𝑐𝑜𝑚𝑝 =  �̇�𝑎 · (ℎ2𝑔 − ℎ1𝑔)                     (2) �̇�𝑐𝑐 =  �̇�𝑓 · 𝐿𝐻𝑉 = �̇�𝑔ℎ3𝑔 − �̇�𝑎ℎ2𝑔                   (3) �̇�𝐺𝑛𝑒𝑡 =  �̇�𝐺𝑇 −  �̇�𝑐𝑜𝑚𝑝                              (4)   

The bottom steam cycle of the CC comprises a steam turbine, a condenser, and a preheater. The steam that 
powers the cycle is generated in the HRSG with heat from the gas turbine exhaust gases. Energy balances in 
the HRSG yield the following equations (please refer to Figures 3-4 for the labels of thermodynamic states): �̇�𝑔 · (ℎ𝑎 − ℎ𝑏) =  �̇�7 · (ℎ8 − ℎ7)                  (5)   �̇�𝑔 · (ℎ𝑏 − ℎ𝑐) =  �̇�7 · (ℎ6 − ℎ5𝑎)                  (6)   �̇�𝑔 · (ℎ𝑐 − ℎ𝑑) =  �̇�7 · (ℎ5 − ℎ4)                   (7)   �̇�𝑔 · (ℎ𝑑 − ℎ𝑒) =  �̇�1 · (ℎ2 − ℎ1𝑎)                  (8)   

The steam turbine power is calculated as: �̇�𝑆𝑇 =  �̇�7 · (ℎ8 − ℎ9)                         (9)   

Hence, the total net power and efficiency of the CC power plant may be obtained as: �̇�𝑇𝑜𝑡𝑎𝑙 =  �̇�𝐺𝑛𝑒𝑡 +  �̇�𝑆𝑇                      (10)   𝜂𝐶𝐶 = �̇�𝐺𝑛𝑒𝑡+ �̇�𝑆𝑇�̇�𝑐𝑐                       (11)   

3.2 Thermodynamic model of the integrated solar combined cycle 

The solar field has been integrated into the upper gas cycle, either to preheat ambient air before compression 
(case A), or to heat up compressed air before it enters the combustion chamber (case B). Gas turbine operating 
conditions (mass flow, inlet and outlet temperatures) are kept constant, so the steam cycle is virtually the same 
as the original one.  In case A, the solar field generates a temperature rise before the compressor: �̇�𝑆𝑜𝑙𝑎𝑟 = �̇�𝑎𝑛𝑒𝑤 · (ℎ1𝑔𝑛𝑒𝑤 − ℎ1𝑔)                           (12)  

And the compressor power becomes: �̇�𝑐𝑜𝑚𝑝𝑎 =  �̇�𝑎𝑛𝑒𝑤 · (ℎ2𝑔𝑛𝑒𝑤 − ℎ1𝑔𝑛𝑒𝑤)                (13) 

On the other hand, in case B, heat is added after the compression process, leaving the compressor unaffected: �̇�𝑆𝑜𝑙𝑎𝑟 = �̇�𝑎𝑛𝑒𝑤 · (ℎ2𝑔𝑛𝑒𝑤 − ℎ2𝑔)                           (14)  

In both cases, the mass and energy balances in the combustion chamber are affected: �̇�𝑔 = �̇�𝑎𝑛𝑒𝑤 + �̇�𝑓𝑛𝑒𝑤                             (15)   �̇�𝑐𝑐,𝑛𝑒𝑤 = �̇�𝑓𝑛𝑒𝑤 · 𝐿𝐻𝑉 = �̇�𝑔ℎ3𝑔 − �̇�𝑎𝑛𝑒𝑤ℎ2𝑔𝑛𝑒𝑤                    (16)   

And the total net power and cycle efficiency are modified accordingly, following Equations 10 and 11.  

3.3 Estimation of economic and environmental effects of solar integration 

Considering a natural gas price of 0.131 €/kWh [26], an estimation of the economic savings related to the 
amount of fuel saved may be performed using the following equation: Savings𝑓 = (�̇�𝑓 − �̇�𝑓𝑛𝑒𝑤) · 𝐿𝐻𝑉 · 𝐶𝑓 · Δ𝑡 = �̇�𝑓𝑠𝑎𝑣𝑒𝑑 · 𝐿𝐻𝑉 · 𝐶𝑓 · Δ𝑡              (17)   

In addition, the introduction of solar energy reduces fuel combustion in the gas combustion chamber, leading 
to a reduction in CO2 emissions. This reduction may be estimated from the lower heating value of natural gas 
(47,000 kJ/kg) [27] and the emission factor that relates natural gas and CO2, 0.252 kg/kWh [28]: SavingsCO2 = �̇�𝑓𝑠𝑎𝑣𝑒𝑑 · 𝐿𝐻𝑉 · 𝐸𝐹𝑁𝐺→𝐶𝑂2 · Δ𝑡                    (18)  

4. Results 
The results of the model show that the integration of solar heat into the combined cycle power plant results in 
a decrease in the fuel flow rate in cases A and B, with the air to fuel ration increasing accordingly. Table 4 
collects the results from the three studied cycles when 35 MW of solar heat are added to the cycle.  



 

Table 4. Original CC vs ISCC with 35 MW solar heat 

Mass flow rates Original CC ISCC (case A) ISCC (case B) 

Air to fuel ratio 50 99 64 

Turbine gas flow rate (kg/s) 174.7 

Air flow rate (kg/s) 171.27 172.9 172.02 

Fuel flow rate (kg/s) 3.42 1.74 2.67 

Fuel saving (%) -- 49 21.83 

Operating temperatures Original CC ISCC (case A) ISCC (case B) 

Compressor inlet (ºC) 24 223.6 24 

Combustion chamber inlet (ºC) 379 785 565 

Gas turbine inlet (ºC) 1174 

Gas turbine outlet (ºC) 549 

Solar heat integration Original CC ISCC (case A) ISCC (case B) 

Integrated solar heat (MW) -- 35 

Cycle efficiency Original CC ISCC (case A) ISCC (case B) 

Gas turbine cycle (%) 39.84 25.2 51 

Combined cycle (%) 57.8 60.4 73.9 

Cycle power breakdown Original CC ISCC (case A) ISCC (case B) 

Compressor (kW) 62,450 106,601 62,450 

Gas turbine (kW) 126,727 126,727 126,727 

Gas cycle (kW) 64,277 20,722 64,277 

Steam cycle (kW) 28,810 28,810 28,810 

Total net power (kW) 93,000 49,087 93,000 

Specific work per unit fuel mass flow (kJ/kg) 27,193 28,211 34,831 

CO2 emissions saving (kg CO2/kWh) - 0.0572 0.0166 

Option A results in a higher amount of fuel saving, 49%, whereas option B saves around 22%. However, the 
compressor power required increases by 70% with option A. Considering the changes in energy efficiency, 
option A results in a drop in the efficiency of the gas cycle of around 14.5%, although a slight increase in the 
overall combined cycle of around 2% is achieved, due to the reduction of heat supplied to the combustion 
chamber. Option B achieves the maximum cycle efficiency increase, around 11% for the gas cycle, leading to 
a 16.2% increase in the efficiency of the combined cycle. Therefore, option B seems the most beneficial option, 
delivering the same net power to the net with a substantial reduction on fuel consumption. The specific work 
per unit fuel mass flow rate reflects the superiority of case B over case A as 34,831 kJ could be delivered for 
each kg of fuel, while only 28,211 kJ for case A. CO2 emissions avoided per net energy production is computed, 
where it is found that CO2 emissions could be saved at a rate of 0.0572 and 0.0166 kg/kWh for case A and 
case B respectively.  
Figure 6 shows the evolution of the cycle efficiency for the ISCC options studied as a function of the integrated 
solar heat, from 0 to 35 MW. It may be observed that integration of solar heat always results in better cycle 
efficiencies if it is done as proposed in option B, with the gap between options B and A increasing with further 
addition of solar heat. On the other hand, considering the fuel mass flow rates, depicted in Figure 7, and the 
reduction with respect to the original CC, shown in Figure 8, option A is the one that achieves the highest 
reduction in fuel consumption. From the original consumption of 3.42 kg/s, option A may save around 49% of 
the original fuel consumption if 35 MW of solar heat are added to the cycle, whereas option B can only reach 
around 21% savings. Nevertheless, it must not be forgotten that, although option A increases the cycle 
efficiency and reduces fuel consumption, the total net power delivered by the cycle is decreased with the 
integration of solar heat, as a consequence of the increase on the compressor power. Therefore, its use is not 
recommended. Option B does not have that disadvantage, as the integration of solar heat is performed after 
the compression stage. In addition, cycle efficiency increases more than with option A. Consequently, option 
B is the most adequate for integrating solar heat into the upper gas cycle of a CC. 



 
Figure 6: Combined cycle efficiency as a function of solar heat integrated into the cycle. 

 
Figure 7: Fuel mass flow rate as a function of solar heat integrated into the cycle. 

 
Figure 8: Fuel savings (%) as a function of solar heat integrated into the cycle.  

 
Once it was been verified that option B is the most suitable one, in order to provide an estimation of the 
economic and environmental effects of solar heat integration, values from average solar irradiation in Las 
Palmas de Gran Canaria were considered. Figure 9 shows the monthly average daily global irradiation in Las 
Palmas, alongside the average heat power that could be provided by a 300,000 m2 solar collector [29]. 
Maximum values of solar power are found in July, with 30,448 kW, while the minimum average solar heat is 
15,597 kW, in December. 



 
Figure 9: Monthly average daily global irradiation and solar heat power potential for a 300,000 m2 collector 

in Las Palmas de Gran Canaria [29]. 

 

After the data from the solar heat power potential provided by the collector are introduced into the 
thermodynamic model of option B for the ISSC, the reduction in the fuel mass flow was calculated and 
translated into an estimation of the economic savings and reduction in CO2 emissions. The results reveal a 
direct proportionality relation between the introduced solar heat power and the amount of fuel that may be 
saved. As shown in Figure 10, the highest savings may be achieved in July, of around 0.75 M€, while the 
lowest savings are reached in December, of around 0.38 M€. In all, if option B is integrated into the combined 
cycle, potential yearly savings of around 7.14 M€ might be achieved. 

 

Figure 10: Monthly potential economic savings (M€) related to fuel consumption reduction. 

 

Regarding the CO2 emissions avoided by the integration of option B into the combined cycle, depicted in Figure 
11, a direct proportionality with solar irradiance is found as well. Maximum values of potential reduction of 
emissions are found in July, of around 1.45 Mkg, whereas lowest values are found in December, of around 
0.74 Mkg. In the aggregate, it has been estimated that incorporating option B into the combined cycle might 
lead to a total potential of reduction in CO2 emissions of 13.75 Mkg per year. 
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Figure 11: Monthly potential CO2 emissions avoided (Mkg) related to fuel consumption reduction. 

 

5. Conclusion 
The overview of the power generation system in the Canary Islands reveals the important effect of renewable 
energy resources (especially, solar energy) to provide stability and reinforcement for power generation in 
thermal plants. The results from this work, which aims to evaluate the feasibility of integrating solar energy into 
a combined cycle power plant for fuel saving in insular subtropical climates, may contribute to improve the 
energy supply network in the Canary Islands, providing more energy security to the islands and reducing fuel 
imports. A thermodynamic model for solar heat integration into the upper gas cycle of the combined cycle was 
developed, studying the effects of injecting the solar heat before (case A) and after (case B) the compressor, 
before the combustion chamber. 

It was found that the highest amount of fuel saved, 49% when injecting 35 MW of solar heat, was achieved 
when injecting the solar heat before the compressor (option A). However, this option resulted in a substantial 
increase of the compressor work due to the higher temperatures at the compressor inlet, reducing the net 
power of the cycle, although a global efficiency increase of around 2% was achieved. On the other hand, 
integrating the solar heat after the compressor (option B) had a very positive effect, with an overall 16.2% 
increase in the combined cycle efficiency when 35 MW of solar heat were introduced before the combustion 
chamber and. This option, in addition, can deliver the same net power with a substantial reduction of 22% in 
fuel consumption. The gap between the combined cycle efficiencies of both integration options became larger 
with the increase in the injected heat, with option B outperforming option A. Consequently, it may be argued 
that the most adequate for integrating solar heat into the upper gas cycle of a CC is right after the compressor 
and before the combustion chamber. 

Combining the results from the energy analysis with the monthly solar irradiation distribution in Las Palmas de 
Gran Canaria and considering a solar collector of 300,000 m2, it was possible to obtain an estimate of the 
economic savings and reduction in CO2 emissions with the introduction of the solar field before the gas cycle 
combustion chamber. Oscillating between a minimum value of around 0.38 M€ in December and a maximum 
of 0.75 M€ in July, the integration of the proposed option may lead to potential savings of 7.14 M€ per year. 
Considering the CO2 emissions potentially avoided with to the proposed solar heat integration, between 0.74 
Mkg in December and 1.45 Mkg in July, it has been estimated that incorporating option B into the combined 
cycle might lead to a total potential of reduction in CO2 emissions of 13.75 Mkg per year. 

To conclude with, the integration of solar heat into a combined natural gas-fired cycle before the combustion 
chamber seems to be a very beneficial option for insular systems with solar irradiance values similar to Las 
Palmas de Gran Canaria. Substantial increases in the cycle efficiency, high potential economic savings, and 
a high reduction in potential CO2 emissions are to be expected. Future works may focus on developing an 
exergoeconomic and environmental analysis of the studied alternatives, as well the study of other possible 
integration options of solar heat into the combined cycle. 
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Nomenclature 
CC   Combined cycle 𝐶𝑓   Fuel cost (€/kWh) 
CSP   Concentrated solar power 

DNI   Direct Normal Irradiance 𝐸𝐹𝑁𝐺→𝐶𝑂2  Emission factor of natural gas (kg CO2/kWh) 

GEF   Global Environment Facility 

GTCC  Gas turbine combined cycle ℎ𝑖   Specific enthalpy at state 𝑖 (kJ/kg) 

HRSG  Heat Recovery Steam Generator 

ISCC  Integrated solar combined cycle power plant 𝐿𝐻𝑉   Lower heating value (kJ/kg) 

Mtoe  Million tonnes of oil equivalent �̇�𝑖   Mass flow of fluid 𝑖 (kg/s) 

NGCC  Natural gas-fired combined cycle 

PTC   Parabolic trough collectors �̇�𝑖   Heat transfer rate exchanged by component 𝑖 (kW) 

RES   Renewable energy sources 

SEGS  Solar electric generating system �̇�𝑖   Power of component 𝑖 (kW) 

 

Greek symbols Δ𝑡  Time period (month) 𝜂  Cycle efficiency 

 
Subscripts 𝑎   Air, case “A” 𝑏   Case “B” 𝑐𝑐   Combustion chamber 𝐶𝐶   Combined cycle 𝑐𝑜𝑚𝑝  Compressor 𝑓   Fuel 𝑔   Gas 𝐺   Gas cycle 𝐺𝑇   Gas turbine 𝑛𝑒𝑤   New value (after solar integration) 𝑆𝑇   Steam turbine 
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Abstract: 

A new Ericsson free-liquid-piston engine (FLPEE) configuration was previously presented. This consists of a 
U-shaped tube filled with water in its lower part, and whose two branches are closed by cylinder heads fitted 
with valves. The space between the surface of the liquid and the cylinder head of one of the branches 
constitutes the compression space, while this same space constitutes the expansion space in the other branch. 
The configuration studied operates in an open cycle. This system is able to produce compressed air which can 
be expanded in an external device to produce mechanical energy. This FLPEE is thought to be suited for the 
conversion of thermal energy such as solar energy, biomass or flue gases. In this communication, the 
experimental bench is presented in detail. In particular, the valve control system of the compression and 
expansion spaces, the various sensors and the data acquisition system are described. Various experimental 
results are presented, notably in the form of (p, V) indicator diagrams of the compression and expansion 
cylinders. These results confirm what the theoretical modelling had predicted, namely that it is possible to 
obtain a set of values of the operational parameters of the system leading to a stable operation of the free-
piston system. 

Keywords: 

Free piston engine; Ericsson engine; Liquid piston, Experimental results.  

1. Introduction 
External heat engines such as Stirling or Ericsson engines [1] are proving to be a relevant technological 
solution for the valorisation of thermal energy such as solar energy, the energetic valorisation of hot gaseous 
effluents or the combustion of biomass, in order to produce low power mechanical or electrical energy. A major 
advantage of Ericsson engines over Stirling engines is that the heat exchangers are not dead volumes and 
can therefore be sized solely on heat transfer considerations [2]. This is particularly interesting in the case of 
hot sources with relatively low temperature or low transfer coefficient, such as flue gases. However, with regard 
to Ericsson engines, despite their interest and numerous theoretical developments [3-7], there is still little 
experimental work.  

Liquid piston machines are particularly interesting because they ensure a perfect seal between the piston and 
the cylinder, while drastically reducing frictional forces. In addition, they can considerably improve heat transfer 
with the working fluid, for example to approach isothermal compression [8-10]. 

Free piston engines do not require a crank-connecting rod arrangement to transform reciprocating motion into 
rotary motion. Mechanical losses are therefore lower and the cost of the engine is reduced [11]. There are free 
piston internal combustion engines [12-15] or free piston Stirling engines [16-18] and free liquid piston Stirling 
engines, also known as Fluidyne. These engines, developed for pumping applications, have a poor efficiency 
[19-20].  

In this paper, a totally new engine configuration combining the advantages of Ericsson engines, liquid piston 
machines and free piston engines is studied [21]. Dynamic simulation results of this engine have shown that it 
is possible to design a free liquid piston Ericsson engine (FLPEE) which, combined with a judicious choice of 
operational parameters, allows stable operation with interesting energy performance [22]. In particular, the 
FLPEE has a much better energy performance than the Fluidyne, which is the most similar configuration.  

mailto:rchouder@univ-pau.fr
mailto:maxndame@yahoo.fr
mailto:pascal.stouffs@univ-pau.fr
mailto:benabdesselam2000@yahoo.com


An experimental bench is being developed to validate the theoretical results. This bench is described and the 
first results are presented. 

2. The test bench 

2.1. The configuration under consideration 

The configuration studied (Figure 1) consists of a U-shaped tube filled with water in its lower part, and whose 
two branches are closed by cylinder head fitted with valves.  

 

Figure 1.  Schematic diagram of the free liquid piston Ericsson engine. 

The space between the liquid surface and the cylinder head of one branch is the compression space C, while 
the same space is the expansion space E in the other branch. The configuration studied operates in an open 
cycle, with atmospheric air entering the compression space, being compressed by the liquid piston, then 
discharged to a heat recovery exchanger R and a heater H (hot source of the cycle) before being introduced 
into the expansion space E. The hot air expanded by the descent of the liquid piston is then discharged to the 
other branch of the heat recovery exchanger R, during the ascent of the liquid piston. In the case of the 
configuration studied, only a part of the air mass flow discharged by the compression space is introduced into 
the expansion space, the mass flow introduced being such that the expansion work exactly compensates for 
the compression work. In this configuration, the liquid piston and the compression and expansion spaces it 
defines are similar to a 'free piston gas generator', like the gas generator of the PESCARA engine [23-24]. The 
compressed air mass flow not admitted to the expansion space can be used as such, at the outlet of the 
compression space, the system being then a thermal compressor, or be taken after passing through the heat 
recovery R and heater H exchangers and be expanded in a machine operating in parallel to the liquid piston 
expansion space, if the objective is to produce mechanical energy (Figure 1). 

2.2. The experimental set-up 

Figure 2 shows the schematic diagram of the test bench, while figure 3 shows an overview of the experimental 
set-up. In order for the system to be tested in 'motored engine' mode, the device (Figure 2) is supplied with 
compressed air from the lab network (1). The compressed air from the external air compressor first passes 
through a pressure regulator (2) which allows the bench supply pressure to be adjusted, and then passes 
through a safety valve (3) which limits the downstream pressure to 3 bar, in order to avoid any risk of bursting 
the Pyrex tube (11). The valve (4) allows the compressed air in the test rig to be drained. A T-connection allows 
the expansion cylinder to be supplied from both the external compressor and the compression chamber of the 
liquid piston engine.  



When the valves (1) and (5) are open, the compressed air from the external compressor pressurises the entire 
high-pressure branch of the device, including the two buffer tanks (8) and (15). The pressure line of the 
compression cylinder is pressurised and the engine can be started by opening the inlet valve of the expansion 
cylinder and introducing external compressed air.  

When the valve (5) is closed, no more compressed air is introduced from the external compressor. A fluidic 
circuit is established which allows the bench to operate in "engine mode", i.e. the compressed air leaving the 
compression cylinder is divided into two flows: one part passes into the cold buffer (8), then through the heating 
cartridge (14) and the hot buffer tank (15) to be admitted into the expansion cylinder (11), and the other part 
passes into a back-pressure regulator (7) which makes it possible to keep the upstream pressure constant. 
The flow of air delivered by this back-pressure regulator can be measured by the float flow meter (6). This 
measurement allows the available air flow to be assessed for practical applications of the engine, such as the 
production of compressed air or mechanical power by adding an external expander. 

 

 

Figure 2.  Schematic diagram of the test bench. 

The lower part of the liquid piston system is made from commercial high-strength PN 10 pressure PVC pipe. 
The compression cylinder is made of stainless steel, while the expansion cylinder is made of Pyrex pipe with 
an external diameter of 180 mm, thickness of 8 mm, length of 500 mm. Two floats, with an external diameter 
of 156 mm and a length of 250 mm, are inserted in the cylinders. The length of the floats has been chosen to 
be at least equal to the maximum amplitude of movement of the liquid piston, so that water never licks portions 
of the wall of the expansion cylinder that would have been in contact with hot air. This reduces the evaporation 
of water from the liquid piston, as the nominal temperature of introduction of air into the expansion cylinder is 
360°C.  

Commercial YAMAHA XT500 motorbike engine heads are used to close the compression and expansion 
cylinders. The valves in these heads are operated by Festo 3/2-way quick-acting 1/4" valves, model MHE4-
MS1H3/2G14K, and single-acting pneumatic cylinders, model AEN-40-8APA-S6, also from Festo. These 
valves are supplied with compressed air from the external air compressor.  

The compressed air is heated before it enters the expansion workspace by an electric heating cartridge (item 
(14) in Figure 2), Osram Sylvania model SureHeat JET 074719, with a maximum power of 8 kW. A control box 
allows the supply temperature of the expansion cylinder to be set.  

The test bench is equipped with K-type thermocouple temperature sensors with a measuring uncertainty of 
± 1.5 °C, Keller-Druk PR23S and 23SY pressure sensors which have been calibrated beforehand and have a 
measuring uncertainty of ± 0.025 bar, and a micro-Epsilon WDS-300-P60-SR-I displacement sensor with a 
measuring uncertainty of ±0.25 %. This sensor (item (10) in Figure 2) is connected by a pulley system to the 
float of the compression cylinder. The measurement of the instantaneous pressure in each compression and 
expansion space is obtained by means of pressure sensors connected to the original location of the spark 
plugs in the cylinder heads. The sensors are connected to a National Instrument NI cDAQ 9172 modular 



chassis data logger controlled by Labview. The sampling rate is 1 kHz. A control box operates the solenoid 
valves on the valve cylinders based on a comparison between the setpoints and the float position measured 
by the taut wire sensor. 

 

 

Figure 3.  Overview of the experimental set-up. 

3. First experimental results 
The first tests did not allow the system to operate autonomously [25], for reasons that will be explained later. 
The results presented here are therefore all related to a 'motored engine' mode, i.e. with consumption of 
compressed air from the network. In addition, according to the theoretical results, the displacement amplitude 
of the free liquid piston increases with the intake pressure of the expansion cylinder. However, in its current 
version, the amplitude is limited by the length of the tubes and the length of the floats. Therefore, the tests that 
have been carried out are limited to low pressure ratios. On the other hand, the frequency also depends on 
the inlet pressure of the expansion cylinder. Experience shows that above a frequency of about 3 Hz, the 
liquid-air interface no longer behaves satisfactorily. Due to its inertia, the float 'lifts off' from the liquid column 
and the interface breaks up into a multitude of droplets. For these reasons, the tests are limited to an absolute 
pressure of 1.6 bar at the inlet of the expansion cylinder. 

3.1. Valves setting 

The position of the liquid piston is denoted by x. The position x = 0 corresponds to the lowest bottom dead 
centre possible in the expansion cylinder (float on the bottom stop of the cylinder) and the highest top dead 
centre (TDC) possible in the compression cylinder (float in contact with the top stop of the cylinder). The 
position x = 0.3 m corresponds to the lowest bottom dead centre (BDC) possible in the compression cylinder 
(float on the bottom stop of the cylinder) and the highest top dead centre possible in the expansion cylinder 
(float in contact with the top stop of the cylinder).  

The compression cylinder valves are supposed to simulate automatic valves, whereas the expansion cylinder 
valves are actuated valves whose opening and closing are governed by the values of the position of the liquid 
piston and its direction of movement. 

The valves are actuated as follows: 

▪ The inlet valve of the compression cylinder is open when the liquid piston moves downward and the in-
cylinder pressure is lower than the atmospheric pressure.  

▪ The outlet valve of the compression cylinder is open when the liquid piston moves upward and the in-
cylinder pressure is higher than the pressure in the exhaust pipe. 

▪ The inlet valve of the expansion cylinder is open when the liquid piston moves upward and x > IVO or when 
the liquid piston moves downward and x > IVC. 

▪ The exhaust valve of the expansion cylinder is open when the liquid piston moves downward and x < EVO 
or when the liquid piston moves upward and x > IVC. 



Figure 4 presents the valves setting of the expansion cylinder. Unless otherwise specified, the results 
presented here correspond to the following expansion cylinder valves setting: 

▪ IVO = 0.16 m 

▪ IVC = 0.1 m 

▪ EVO = 0.03 m 

▪ EVC = 0.16 m 

Theoretically, with this valves setting, there should be an expansion process of the working fluid, since all 
valves are closed when the liquid piston moves downward from IVC = 0.1 m to EVO = 0.03 m, but there should 
be no re-compression of the dead space volume since the inlet valve opens at the same time as the exhaust 
valve closes: EVC = IVO. 

 

 

Figure 4.  Valves setting for the expansion cylinder. 

3.2. Cold tests 

3.2.1. Frequency and stroke  

Figure 5 shows the theoretical and experimental liquid piston displacement as a function of time, for a test 
duration of 20 s with a time step of 10-3 s. The expansion cylinder inlet pressure is set to 1.3 bar. There is good 
agreement between the theoretical and experimental data, both in term of frequency (about 2.2 Hz for the 
experimental and theoretical results) and stroke (about 124 mm for the theoretical results and 105 mm for the 
experimental ones, that is less than half the maximum possible travel between the stops). 

 

Figure 5.  Liquid piston displacement as a function of time. 



Figure 6 presents the frequency and the stroke as a function of the expansion cylinder inlet pressure. As the 
modelling has shown, it is not possible to vary the expansion cylinder inlet pressure without adjusting the 
valves setting. The experimental results shown in figure 6 are obtained by varying the pressure of the air 
admitted into the expansion cylinder from 1.15 to 1.5 bar. For the theoretical results, the model has been re-
run, with the experimentally imposed pressure and valves setting, to allow comparison between the 
experimental and theoretical data. It can be seen that the theoretical frequency and stroke increases nearly 
linearly with the expansion cylinder inlet pressure. The experimental values are in fairly good agreement with 
the theoretical values, and the differences can be attributed largely to the fact that the experimental 
instantaneous pressure in the expansion cylinder is far from the theoretical pressure, due to pressure losses 
in the intake line, as will be shown below. The same applies to the compression cylinder, where the exhaust 
valve generates large pressure losses. 

 
Figure 6.  Frequency and stroke as a function of the expansion cylinder inlet pressure. 

3.2.2. Instantaneous pressures  

Figure 7 presents the instantaneous pressures measured at the expansion cylinder inlet (p_admE), in the 
compression cylinder (p_C), at the compression cylinder outlet (p_echC), in the expansion cylinder (p_E) and 
at the heater cartridge inlet (p_Cart), as a function of time for different expansion cylinder inlet pressures. 

 
Figure 7.  Instantaneous pressures as a function of time for different expansion cylinder inlet pressures. 

It can be seen in Figure 7 that the pressures at the inlet of the heater cartridge p_Cart and at the outlet of the 
compression cylinder p_echC are almost constant, and almost identical, the pressure at the inlet of the 



cartridge being slightly lower due to the greater pressure drop in the connecting pipe. In contrast, the expansion 
cylinder inlet pressure p_admE, which is supposed to be constant in the model, varies greatly when the inlet 
valve opens and closes. This is due to the high pressure drop generated by the pipe that connects the hot 
buffer tank to the expansion cylinder head. This line 'deflates' when the inlet valve opens and 're-inflates' to 
the cartridge inlet pressure when the inlet valve closes. The higher the pressure imposed by the compressed 
air in the high-pressure branch, the more pronounced this phenomenon becomes. This high pressure drop is 
the main reason why the engine has not yet been able to operate autonomously, without energy supply from 
the compressed air network. During the opening phases of the expansion cylinder intake valve, the pressure 
p_E in the cylinder is almost identical to the pressure in the intake pipe p_admE, proving that the pressure 
losses in the intake valve are negligible. However, these pressures are far from being equal to the constant 
pressure p_Cart as assumed in the model.  

As far as the compression cylinder is concerned, it can be seen that when the free liquid piston moves up 
towards its top dead centre, the pressure in the cylinder p_C exceeds the pressure in the exhaust pipe 
p_echpC even though the exhaust valve is open, which indicates that the pressure losses generated by this 
valve are too high under these operating conditions. 

3.2.3. In-cylinder pressures  

Figure 8 presents the liquid piston displacement, the state of the valves (1 = open, 0 = closed) and pressure 
in the expansion cylinder as a function of time. For the valves setting considered, it can be seen that there is 
a time lag between the closing of the intake valve and the moment when the piston reaches its bottom dead 
centre. This should lead to an expansion of the fluid in the cylinder, which does not seem to be systematically 
observed. Similarly, it is also observed that the pressure in the cylinder increases when the liquid piston rises, 
while the exhaust valve is open, which seems to indicate that the exhaust valve generates significant pressure 
losses. 

 
Figure 8.  Liquid piston displacement, state of the valves and pressure in the expansion cylinder. 

Figure 9 compares the experimental and theoretical pressure evolutions in the compression cylinder 
(Figure 9 (a)) and in the expansion cylinder (Figure 9 (b)). For the compression cylinder, it can be seen that 
the experimental pressure is slightly higher than the simulation pressure during the discharge phase, with a 
peak that is due to pressure drops around the exhaust valve. For the expansion cylinder (Figure 9 (b)), the 
theoretical results predict isobaric inlet, then isentropic expansion, followed by isobaric outlet and finally 
isentropic dead volume recompression. As mentioned earlier, the evolution of the experimental pressure p_E 
is significantly different, due to the pressure losses in the inlet line and in the valves, and the time needed for 
the complete opening and closing of these valves. Despite these problems, it can be seen that the theoretical 
cycle time corresponds to the experimental cycle time. 



 
 (a) (b) 

Figure 9.  Instantaneous pressure in the compression cylinder (a) and the expansion cylinder (b). 

3.2.4. Indicator diagrams  

Figure 10 presents the (p, V) indicator diagram for the compression (blue) and expansion (red) cylinder. The 
area included in the closed curve of the (p, V) diagram corresponds to the work of the pressure forces on the 
liquid piston. A clockwise loop corresponds to a negative work, meaning that the working fluid produces 
mechanical work on the liquid piston, while a counter-clockwise loop corresponds to a positive work, meaning 
that the working fluid receives mechanical work from the liquid piston. Obviously, the two diagrams do not 
resemble the theoretical diagrams composed of almost isobaric and isentropic transformations. Normally, the 
compression cylinder indicator diagram should be a single counter-clockwise loop and the expansion cylinder 
indicator diagram should be an identical but clockwise loop.  

 
Figure 10.  Compression (blue) and expansion (red) cylinder indicator diagram. 

Experimentally, it can be seen that the working fluid in the compression cylinder globally gives up work to the 
liquid piston and the working fluid in the expansion cylinder receives mechanical work from the liquid piston 
during some phases of the cycle, around the BDC. There are many reasons for this.  

As far as the expansion cylinder is concerned, at the moment when, simultaneously, the exhaust valve closes 
and the intake valve opens, the pressure p_E does indeed increase dramatically but with some delay, meaning 
that the inlet valve does not open instantaneously. But as the piston descends from its TDC towards its BDC, 
the pressure p_E, which should theoretically remain constant at its maximum value, decreases due to pressure 
losses in the intake line as mentioned above. When the intake valve closes, there should be an isentropic 
expansion of the fluid. However, the experimental pressure increases. This is due to the fact that the inlet valve 



does not close instantaneously, meaning that compressed air goes on entering the expansion cylinder after 
the EVC point indicated on the red loop of figure 10. The liquid piston being nearly at rest around the BDC, the 
pressure increases dramatically. Similarly, when the exhaust valve opens around the BDC, the pressure p_E 
does not drop immediately to the value of atmospheric pressure, as would be expected in the theoretical cycle, 
but instead begins to rise and then gradually falls. This phenomenon is attributable firstly to the time required 
for the discharge valve to open fully, as it does not open completely instantaneously at the time shown in the 
diagrams, and secondly to the pressure drop generated by this valve.  

As far as the compression cylinder is concerned, it can be assumed that the exhaust valve does not close 
instantaneously at the EVC point shown in the diagrams in figure 10. Compressed air would therefore enter 
the compression cylinder even as the liquid piston begins its stroke towards its BDC, leading to a cycle 
producing mechanical work instead of a cycle receiving mechanical work. In the case where there is no back 
pressure at the exit of the compression space (figure 11), the discharge of the compressed air is done towards 
the atmosphere. In figure 11, it can be seen that the indicator diagram (p, V) of the compression cylinder 
rotates counter-clockwise, which means that mechanical work is absorbed by the working fluid, and the 
expansion cylinder rotates clockwise, which means that mechanical work is supplied by the working fluid. 
However, despite the early opening of the compression cylinder exhaust valve, the pressure drops around this 
valve are significant, as the discharge is at a pressure p_C much higher than atmospheric pressure, especially 
when the piston has a high speed, around its mid-stroke. It can be seen that as the piston approaches its top 
dead centre, the pressure drop decreases and the pressure p_C falls towards atmospheric pressure. The 
mechanical work supplied by the expansion cylinder is more than twice as great as that absorbed by the 
compressor and the net work is 16.4 J/cycle at a pressure of just over 1.2 bar. The indicator diagrams of figure 
11 confirms what the modelling has predicted, that is the possibility to design a free liquid piston Ericsson 
engine. Indeed the inertia of the liquid piston allows to achieve the compression of the air in the compression 
cylinder even when the pressure in the compression is higher than the one in the expansion cylinder, the liquid 
piston moving against the pressure forces. 

 
Figure 11.  Compression (blue) and expansion (red) cylinder indicator diagram without back-pressure at the 
compression cylinder outlet. 

Finally, it should be mentioned that, although the volumes swept by the liquid piston are obviously identical in 
the compression and expansion cylinders, the indicator diagrams in figure 10 and figure 11 show that there 
may be a very slight imbalance between the 2 branches of the liquid piston. The average volume of the 
compression cylinder is slightly higher than the average volume of the expansion cylinder, which means that 
the average height of the water in the E-arm of the engine is slightly higher than the average height in the C-
arm. 

  



3.3. Hot tests 

Different tests were carried out at hot temperatures, up to 200°C.  

The results of the experimental tests showed that the temperature does not affect the frequency or the stroke 
of the free liquid piston, as shown in figure 12, which represents the temporal evolution of the liquid piston 
displacement for different air inlet temperatures in the expansion cylinder, at the same inlet pressure of 1.3 
bar. It can be seen that for the different temperature levels, the amplitude is almost the same. If, for example, 
we take the displacement for a temperature of 20°C and 190°C, we notice that it is almost the same stroke 
that is covered by the liquid piston, with the same cycle frequency, as predicted by the theoretical model. 

 
Figure 12.  Liquid piston displacement for different inlet temperatures of the expansion cylinder. 

The hot tests were carried out in a completely satisfactory manner, without any technical problems. At most, 
some fogging was observed on the wall of the Pyrex tube, due to the weak evaporation-condensation 
phenomena of the water in the liquid piston at high temperatures of the air admitted into the expansion cylinder. 

4. Conclusion 
The results of tests carried out on an original configuration of the Ericsson free liquid piston engine were 
presented. In its current configuration, the test bench did not allow for 'engine' operation. Tests in 'motored 
engine' mode using an external compressed air supply showed that it is possible to obtain stable engine 
operation, provided that the operational parameters (supply pressure, valve opening/closing settings) are 
carefully chosen. The oscillation frequency of the free piston and its stroke are in good agreement with the 
results of the theoretical model. The hot tests also demonstrated the good operation of the engine at high 
temperatures without encountering any technical problems. The examination of the experimental results 
highlighted the improvements to be made to the test bench. 

Nomenclature 
IV state of the inlet valve of the expansion cylinder 

IVC inlet valve closure 

IVO inlet valve opening 

EV state of the exhaust valve of the expansion cylinder 

EVC exhaust valve closure 

EVO exhaust valve opening 

p_admE instantaneous pressure at the inlet of the expansion cylinder, bar  

p_C instantaneous pressure in the compression cylinder, bar 

p_Cart instantaneous pressure at the electrical heater inlet, bar 

p_E instantaneous pressure in the expansion cylinder, bar 

p_echpC instantaneous pressure at the outlet of the compression cylinder, bar 

x liquid piston instantaneous position, m 

Subscripts and superscripts 

C  compression space 

E  expansion space 

H  heater 

R  heat recovery exchanger 

T  external expander 
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Abstract: 

The development of ORC-based micro-CHP systems to retrofit the current combi-boilers is receiving 
noticeable attention from research centres and companies due to the huge dimension of the potential 
market. Recognizing the importance that the evaporator has on the technological/ commercial success of 
these systems, and instead of avoiding the problem through the adoption of alternative restricting solutions 
(i.e.: indirect vaporization process), it seems reasonable to face the challenges associated with the 
development of a specifically designed ORC-evaporator capable to directly use the high-temperature 
combustion gases to perform the vaporization of the working fluid. In an attempt to overcome those 
challenges, that are believed to be preventing the widespread use of these systems, this paper presents and 
discusses some of its main design principles. From those principles emerged a hybrid (top/bottoming) CHP 
configuration in which the thermal energy is produced stepwise: firstly in the ORC condenser and then in a 
post-heater, that is integrated into the ORC-evaporator. A model of this configuration was developed to 
determine the fraction of the CHP water heating process performed in the post-heater that maximizes the 
primary energy savings and ORC net power output for a wide range of CHP operating conditions. When 
compared to a standard CHP configuration, this solution show benefits for the greater part of those 
conditions. Besides the performance benefits shown and solving the safety issue posed by the ORC-
evaporator requirements, this configuration has an additional positive side effect: the decrease of the 
combustion gases’ temperature before they reach the organic fluid heat-exchanger section in the ORC-
evaporator that leads to a reduction of the risk its thermal degradation. 

Keywords: 

Organic Rankine Cycle, Hybrid CHP configuration, ORC-evaporator, Direct vaporization arrangement. 

1. Introduction 
The combined production of heat and power (CHP) is one of the major alternatives to traditional energy 
production systems in terms of energy savings and environmental conservation [1–3]. The most promising 
target for the micro-CHP systems lies in the residential sector given the huge dimension of the market [4,5]. 
At this scale, and for solutions attempting to retrofit the wall-mounted combi-boilers that are currently applied 
in residential dwellings, where the noise, vibrations, weight, dimension and reliability are crucial features, the 
Organic Rankine Cycle (ORC) based technology appears to be the most promising [6,7]. Even if it may seem 
surprising, in its basic configuration and from a thermodynamic point of view, an ORC is almost identical to a 
reverse refrigeration cycle in which the throttling valve is replaced by a pump, the condenser works as an 
evaporator, the compressor works as an expander and the evaporator as a condenser. From a technological 
point of view, the ORC-based micro-CHP system may share with the refrigeration devices their main 
component, the compressor (converted to an expander in the micro-CHP [8,9], while the pump and the 
condenser are off-the-shelf components of, e.g., coffee machines and HVAC systems, respectively [10]. This 
share of technology presents obvious benefits from the point of view of reliability, maintenance and cost that, 
partially due to the existence of alternative moving parts in Stirling Cycle and spark-ignited internal 
combustion systems, are envisaged to present less noise, vibrations and maintenance requirements [11,12]. 

Among the ORC-based micro-CHP main components, the evaporator is the only one that, due to its 
specificities (e.g. working with a vaporizing fluid at relatively high pressures, typically above 10 bar), cannot 
be found directly on the market or easily adapted from a mass production part of other appliances and needs 
to be specially designed and analyzed [13]. To partially avoid this question, the overwhelming majority of 
manufacturers and research centres choose to perform indirect vaporization of the working fluid. In those 
cases, an intermediate circuit with thermal oil, or slightly pressurized water, is commonly used to transfer the 



energy from the high-temperature combustion gases to the organic fluid, being its vaporization performed in 
a plate-type heat exchanger [14,15]. In this way, it is not only possible to reduce the pressure but also to 
ensure the existence of a continuous liquid phase in the heat exchanger that is directly exposed to the high-
temperature combustion gases, from which a significant reduction in the design requirements is obtained. 
Moreover, such a solution is expected to perform better control of the temperature of the working fluid 
vaporization process that can reduce the risk of its thermal degradation [16,17]. In comparison with direct 
vaporization, in which the phase change of the organic fluid occurs in the part of the evaporator directly 
exposed to the combustion gases, the aforementioned CHP configuration demands the inclusion of, at least, 
an additional heat-exchanger, a circulating pump, an expansion vessel, and the necessary tubes and 
accessories from which an increase of the system dimension and thermal inertial are expected. As an 
obvious consequence, such micro-CHP strongly reduces its ability to face the intermittence of the hot-water 
demands, with multiple short-time requests, that characterize one of the operation modes of the boilers [18]. 

Recognizing the importance that the evaporator has on the technological success of ORC-based micro-CHP 
systems, and instead of avoiding the problem through the adoption of restricting solutions (indirect 
vaporization [13]), it seems reasonable to face the challenges associated with the development of a 
specifically designed ORC-evaporator capable to directly use the combustion gases to perform the 
vaporization of the working fluid [19,20]. In an attempt to overcome those challenges and fulfil this 
technological gap, that is believed to be preventing the widespread use of these systems, this paper 
presents a solution for such evaporators. This solution leads to a hybrid (topping/ bottoming) CHP 
configuration in which the useful thermal energy is produced stepwise, firstly in the ORC condenser and then 
in a post-heater directly with hot combustion gases [21]. The benefits arising from its use, in what refers to 
the primary energy savings, cycle efficiency, net power output and risk of the organic fluid thermal 
degradation, are illustrated and discussed as a function of several CHP operating (design) conditions. 

2. Direct vaporization ORC-evaporator 
The gas burner with the characteristics required for the ORC-evaporator was promptly found in the market 
and is shown in Figure 1-a. Contrarily, the heat exchanger needs to be specifically designed. A schematic 
representation of its configuration can be seen in Figure 1-b. In this, the hot combustion gases flow around 
the tubes of the heat exchanger, within which is the organic fluid, in what can be described as a mixed 
counter flow/cross-flow arrangement. The use of high-temperature insulation material sleeves (presented in 
brown in Figure 1-b) prevents the energy transfer along the radial direction from the central combustion 
chamber to the helical coils to keep the counter-flow arrangement nature. Besides the mentioned 
characteristics, this configuration contains a water-cooled baffled sleeve to be used as a cold surrounding of 
the gas-burner head to ensure its proper and safe operation. In this, the water flows through the sleeve after 
being pre-heated in the ORC condenser, reducing the organic fluid condensing temperature in this 
component, which is beneficial for the cycle efficiency. In addition, this baffle sleeve can also reduce the risk 
of organic fluid thermal degradation because it decreases the combustion gases' temperature before they 
reach the ORC heat-exchanger part. 

 
Figure 1: Photograph of the premix gas-burner head with the ignition spark and flame detector rod (a) and 
the schematic representation of the ORC-evaporator design with the water baffled sleeve (b). 

3. Hybrid ORC-based CHP configuration 
The schematic configuration of the micro-CHP system, derived from the integration of the newly designed 
ORC-evaporator, is shown in Figure 2. This can be described as a hybrid (topping/bottoming) CHP 
configuration [21] since the useful thermal energy is transferred to the water stepwise - before and after the 
production of work in the prime mover (expander). 



 

Figure 2: Schematic diagram of the hybrid CHP configuration with the new ORC-evaporator 

The T-s diagrams of the hybrid and a standard ORC-based CHP configuration, including the combustion 
gases and water streams, can be found in Figure 3 using the organic fluid r245fa. For the same CHP outlet 
water temperature, the condensing pressure (and the temperature) of the ORC in this hybrid configuration 
may be significantly lower. The well-known advantages of such a decrease in the condensing pressure are 
an increase in the ORC specific power (net power per unit of working fluid mass flow rate) and an increase in 
the cycle efficiency. However, these advantages need to be considered against an inevitable reduction of the 
ORC working fluid mass flow rate that can partially, or totally, hinder them. 

 

Figure 3: T-s diagrams of R245fa ORC-based CHP configurations: a) standard and b) hybrid 

In this configuration, the amount of energy transferred to the water in the post-heating section is an 
additional design parameter that needs to be analyzed. This parameter can be defined by equation (1) where 
θ can be seen as the fraction of the water heating process that is done in the water post-heating section of 
the ORC-evaporator. To perform such analysis, a physical model, where all the main ORC components are 
considered working on their nominal conditions, was developed using Matlab® and REFPROP 
thermodynamic database [22]. The model assumes no heat or pressure losses as well as neglects the 
electro-mechanical inefficiencies for both the pump and expander generator.  

𝜃 = 𝑇7 − 𝑇6𝑇7 − 𝑇5 × 100 (1) 

 



The input parameters of this model, with the values used or the intervals within they are allowed to vary (in 
case of a parametric analysis), are listed in Table 1. Within the list of the input parameters is the water post-
heating fraction (θ), defined by equation (1), which can be seen as the fraction of the water heating process 
that is done in the ORC-evaporator water post-heating section. A value of 𝜃 = 0% refers to a standard CHP 
system in which all the water heating process occurs in the ORC condenser, while a value of 𝜃 = 100% 
refers to a situation in which there is no cogeneration, or the ORC system is not working.  

Table 1. Input parameters of the CHP physical model (based on [21]). 

Model parameter  Symbol Units Value 

Working fluid - - R245fa 

Expander isentropic efficiency T % 0,75 

Pump isentropic efficiency P % 0,5 

Condenser efficiency CHE % 0,98 

Evaporator efficiency EHE % 0,9 

Maximum ORC pressure pmax kPa 1200 

Working fluid superheating degree ΔT2 °C 10 

Water pressure pw kPa 300 

CHP inlet water temperature T5 °C 10 a) 

CHP outlet water temperature T7 °C 65 a) 

Water post-heating fraction  % [0, 50] 

End-user thermal power demand Qw kW 25 

Atmospheric pressure 𝑝𝑎𝑡𝑚  kPa 101,325 

Combustion gases adiabatic flame temperature 𝑇𝑓𝑙𝑎𝑚𝑒  °C 1540 b) 

Combustion gases' mass flow rate �̇�𝑐𝑔 𝑘𝑔/𝑠 0,0137 b) 

Combustion products' mass fraction 𝑚′𝑐𝑔𝑗  c) 𝑘𝑔𝑗 𝑘𝑔𝑓𝑢𝑒𝑙⁄  c) b, d) 

a) Isolated values were used to simulate a specific CHP operating condition (in accordance with the standard [23]) while the 
intervals were used to perform a system’s parametric analysis. b) The presented values were obtained for the complete 
combustion of natural gas with 30% of the excess air (according to the gas-burner manufacturer recommendation as shown in 
section 2.3). c) 𝑗 = {𝐶𝑂2;  𝐻2𝑂; 𝑂2;  𝑁2}. d) {𝑚′𝑐𝑔,𝐶𝑂2 = 0,123; 𝑚′𝑐𝑔,𝐻2𝑂 = 0,093 ;𝑚′𝑐𝑔,𝑁2 = 0,734;𝑚′𝑐𝑔,𝑂2 = 0,051}. 

The way how the properties of the working fluid, the water or the combustion gases are evaluated at each of 
the CHP key points is presented in Table 2. To avoid problems related to the pinch-point in the ORC-
condenser, the model assumes that the condensing temperature is limited (inferiorly) by the water 
temperature at the ORC-condenser exit (see Table 2 where, for point 3, at the expander exit, the pressure is 
equal to the saturation value defined by the water temperature at the condenser exit, point 6). The 
knowledge of the enthalpy at those key points allows solving the energy balance equations as they are 
shown, for each of the CHP main components, in Table 3 from which the CHP behaviour can be inferred and 
the usual performance indicators can be obtained.  



Table 2. Evaluation of the thermodynamic properties at different CHP key points. 

# a) 𝒑 [𝒌𝑷𝒂] 𝑻 [℃] 𝒉 [𝒌𝑱/𝒌𝒈] 𝒔 [𝒌𝑱/𝒌𝒈] State b) 

1s c) 𝑝1𝑖 = 𝑝𝑚𝑎𝑥 - ℎ1𝑖 = ℎ(𝑝1𝑖 , 𝑠1𝑖) 𝑠1𝑖 = 𝑠4 − 

1 𝑝1 = 𝑝𝑚𝑎𝑥 𝑇1 = 𝑇(𝑝1, ℎ1) ℎ1 = ℎ4 + (ℎ1𝑖 − ℎ4 𝜂𝑃⁄ ) 𝑠1 = 𝑠(𝑇1, ℎ1) CL 

2 𝑝2 = 𝑝𝑚𝑎𝑥 𝑇2 = 𝑇𝑠𝑎𝑡(𝑝2) + ∆𝑇2 ℎ2 = ℎ(𝑇2, 𝑝2) 𝑠2 = 𝑠(𝑇2, 𝑝2) SH 

3s c) 𝑝3𝑖 = 𝑝3 - ℎ3𝑖 = ℎ(𝑝3𝑖 , 𝑠3𝑖) 𝑠3𝑖 = 𝑠2 − 

3 𝑝3 = 𝑝𝑠𝑎𝑡(𝑇6) 𝑇3 = 𝑇(𝑝3, ℎ3) ℎ3 = ℎ2 − 𝜂𝑇 × (ℎ2 − ℎ3𝑖) 𝑠3 = 𝑠(ℎ3, 𝑝3) SH 

4 𝑝4 = 𝑝3 𝑇4 = 𝑇(𝑝4, 𝑥4) ℎ4 = ℎ(𝑇4, 𝑝4) 𝑠4 = 𝑠(𝑇4, 𝑥4) SL 

5 𝑝5 = 𝑝𝑤 𝑇5 ℎ5 = ℎ(𝑇5, 𝑝5) − − 

6 𝑝6 = 𝑝𝑤 𝑇6 = 𝑇7 − 𝜃 × (𝑇7 − 𝑇5) ℎ6 = ℎ(𝑇6, 𝑝6) − − 

7 𝑝7 = 𝑝𝑤 𝑇7 ℎ7 = ℎ(𝑇7, 𝑝7) − − 

8 𝑝8 = 𝑝𝑎𝑡𝑚 𝑇8 = 𝑇𝑓𝑙𝑎𝑚𝑒  ℎ8 = ℎ(𝑇8, 𝑝8) − − 

9 𝑝9 = 𝑝𝑎𝑡𝑚 𝑇9 = 𝑇(𝑝9, ℎ9) ℎ9 = ℎ8 − �̇�𝑤𝑃𝐻 �̇�𝑐𝑔⁄  − − 

10 𝑝10 = 𝑝𝑎𝑡𝑚 𝑇10 = 𝑇(𝑝10, ℎ10) ℎ10 = ℎ9 − �̇�𝑖𝑛 �̇�𝑐𝑔⁄  − − 
a) In accordance with Figure 2. b) CL – Compressed liquid; SL - Saturated liquid; SH – Superheated vapour. c) Correspond to an 
intermediate calculation for the isentropic thermodynamic condition. 

 
Table 3. Power balance equations of the CHP system. 

CHP component a) Stream Power balance 

Pump ORC working fluid �̇�𝑖𝑛 = �̇�𝑓 × (ℎ1 − ℎ4) 
Working fluid heating section  

(ORC-evaporator) 

ORC working fluid �̇�𝑖𝑛 = �̇�𝑓 × (ℎ2 − ℎ1) 
Combustion gases �̇�𝑐𝑔𝑓 = (�̇�𝑐𝑔 × (ℎ9 − ℎ10)) /𝜂𝐸𝐻𝐸 

Water post-heating section  

(ORC-evaporator) 

Water �̇�𝑤𝑃𝐻 = �̇�𝑤 × (ℎ7 − ℎ6) 
Combustion gases �̇�𝑐𝑔𝑃𝐻 = (�̇�𝑐𝑔 × (ℎ8 − ℎ9)) /𝜂𝐸𝐻𝐸 

Expander ORC working fluid �̇�𝑜𝑢𝑡 = �̇�𝑓 × (ℎ2 − ℎ3) 
Condenser 

ORC working fluid �̇�𝑜𝑢𝑡 = �̇�𝑤𝐶𝐻𝐸/𝜂𝐶𝐻𝐸 

Water �̇�𝑤𝐶𝐻𝐸 = �̇�𝑤 × (ℎ6 − ℎ5) 
Hybrid CHP system 

Natural gas/air mixture �̇�𝐶𝐻𝑃 = �̇�𝑐𝑔𝑓 + �̇�𝑐𝑔𝑃𝐻  

Water �̇�𝑤 = �̇�𝑤 (ℎ7 − ℎ5)⁄  

ORC working fluid �̇�𝑓 = �̇�𝑜𝑢𝑡 (ℎ3 − ℎ4)⁄  
a) In accordance with Figure 2. 

Among these indicators are the ORC efficiency (𝑂𝑅𝐶), defined as shown in equation (2), the ORC net power 

output (�̇�𝑛𝑒𝑡), see equation (3), and the Primary Energy Savings (𝑃𝐸𝑆), as defined by the EU directive [24], 
that can be calculated using equation (4). In this, 𝜂𝑅𝐸𝐹𝐻 and 𝜂𝑅𝐸𝐹𝐸 are the harmonized efficiency reference 
value for separate production of heat (for the purpose of this paper was assumed 0,9 considering that the 
thermal energy produced is in the form of hot water from a natural-gas boiler manufactured before 2016 [25]) 
and the harmonized efficiency reference value for separate production of electricity (for this paper was 
assumed 0,445, considering that the electrical energy is produced in a natural-gas fueled power plant built 
before 2012 and an aggregated correction factor that includes the climatic specificities and the grid losses for 
low-voltage level end-users [25]). The values of 𝜂𝐶𝐻𝑃𝐻 and 𝜂𝐶𝐻𝑃𝐸, that represents the thermal and electrical 
efficiencies of the CHP systems, respectively, are calculated by equation (5). Besides that, two non-
dimensional parameters, the 𝑟𝑃𝐸𝑆 and the 𝑟�̇�𝑛𝑒𝑡, that relate the values obtained for the hybrid configuration 
(CHP system with 𝜃 ≠ 0%) with those obtained for the standard configuration (CHP system with 𝜃 = 0%), 
see equation (6), and the reduction of the combustion gases temperature associated with the energy transfer 
in the water post-heating section of the ORC-evaporator (𝑇8 − 𝑇9), are also retrieved from the model. 



𝑂𝑅𝐶 = �̇�𝑜𝑢𝑡 − �̇�𝑖𝑛�̇�𝑖𝑛 × 100 (2) 

�̇�𝑛𝑒𝑡 = �̇�𝑜𝑢𝑡 − �̇�𝑖𝑛 (3) 

𝑃𝐸𝑆 = ( 
 1 − ( 1(𝜂𝐶𝐻𝑃𝐻𝜂𝑅𝐸𝐹𝐻 + 𝜂𝐶𝐻𝑃𝐸𝜂𝑅𝐸𝐹𝐸))) 

 × 100 (4) 

𝜂𝐶𝐻𝑃𝐻 = �̇�𝑤𝑃𝐻 + �̇�𝑤𝐶𝐻𝐸�̇�𝐶𝐻𝑃 , 𝜂𝐶𝐻𝑃𝐸 = �̇�𝑜𝑢𝑡 − �̇�𝑖𝑛�̇�𝐶𝐻𝑃   (5) 

𝑟𝑃𝐸𝑆 = 𝑃𝐸𝑆 ()𝑃𝐸𝑆 ( = 0) , 𝑟�̇�𝑛𝑒𝑡 = �̇�𝑛𝑒𝑡()�̇�𝑛𝑒𝑡( = 0) (6) 

4. Model results 
The variation’s effect of  over the net specific work, the efficiency (𝑂𝑅𝐶) and the organic fluid mass flow rate 
(�̇�𝑓) is shown in Figure 4-a. As expected, mainly due to the increase of the pressure difference in the 
working fluid when passing through the expander, the net specific work and the efficiency increased with . 
However, since an increasing part of the water heating process is shifted from the ORC condenser to the 
post-heating section, an inevitable reduction of the working fluid mass flow rate is observed. The non-
despicable result of these antagonistic variations is presented in Figure 4-b, where the values of the primary 
energy savings (𝑃𝐸𝑆) and the ORC net power output (�̇�𝑛𝑒𝑡) are shown as a function of . The maximum 
positive variations of 𝑃𝐸𝑆 and �̇�𝑛𝑒𝑡 are 23% and 7% for values of 𝜃 equal to 33% and 21%, respectively. The 
shifting of part of the water heating process from the ORC condenser to the post-heating section of the ORC-
evaporator allows for solving a safety issue that will permit the adoption of a compact ORC-evaporator 
design and also induces positive effects in the CHP performance increasing not only the efficiency (an 
increase of 𝑃𝐸𝑆) and economic (an increase of �̇�𝑛𝑒𝑡) figures in comparison with the standard configuration 
(for which 𝜃 = 0%). 

 



 

Figure 4: a) ORC net specific work, �̇�𝑓 and 𝑂𝑅𝐶 as function of , b) 𝑃𝐸𝑆 and �̇�𝑛𝑒𝑡 as function of . 

Moreover, the proposed hybrid configuration presents an additional advantage of reducing the risk of organic 
fluid thermal degradation that arises from a significant temperature reduction of the combustion gases on 
their passage through the water post-heating section of the ORC-evaporator. The temperature reduction for 
the value of  that maximizes 𝑃𝐸𝑆 is about 420 ºC and for the value of  that maximizes �̇�𝑛𝑒𝑡 is about 260 
ºC. It is also important to mention that this value can be increased without any efficiency or net power output 
losses regarding the standard CHP configuration (𝜃 = 0%) to more than 500 ºC if  is increased to around 
41%, as shown in Figure 5. 

 
Figure 5: Relative value of 𝑃𝐸𝑆 / �̇�𝑛𝑒𝑡 and combustion gases temperature reduction as a function of . 

5. Conclusion 
The development of ORC-based micro-CHP systems aiming to retrofit the current combi-boilers demands 
small dimensions, high efficiency and high turn-down ratio evaporators. To achieve such requirements, the 
design principles of those ORC-evaporators should include: i) direct vaporization, ii) counter-flow 
arrangement and iii) pre-mixed gas burners. A solution for an ORC-evaporator accomplishing these 
specifications was presented. That solution showed the need for a cold surrounding on the gas-burner head. 
This last design principle led to the development of an ORC-evaporator where part of the energy contained 
in the combustion gases is transferred to the water before they reach the ORC working fluid heat exchanger. 
The integration of such ORC-evaporator in the CHP system gave origin to a hybrid configuration in which the 
useful thermal energy transferred to the water is done stepwise: firstly, in the ORC-condenser and then in 



the water post-heating section of the ORC-evaporator. Such configuration, since it reduces the average 
temperature at the ORC-condenser, increases the cycle efficiency and the net specific work mainly because 
it increases the pressure ratio of the ORC cycle. Even taking into consideration the negative effect of the 
associated working fluid mass flow rate reduction, for a significant part of the CHP typical operating 
conditions, an increase of the primary energy savings by 23% and of the ORC net power output by 7% for 
values of 𝜃 equal to 33% and 21%, respectively, are shown for one of the most characteristic CHP operating 
condition (T5 = 10 ºC, T7 = 65 ºC). Furthermore, and for the same operating condition, the temperature 
reduction of the combustion gases in the water post-heating section of the ORC-evaporator can be as high 
as 520 ºC without no losses in the primary energy savings or the ORC net power output. This temperature 
reduction can help prevent, in a significant way, the occurrence of one of the major concerns associated with 
the direct vaporization of the ORC working fluid: the risk of thermal degradation. Therefore, the fraction of the 
CHP water heating process performed in the post-heater becomes a new design parameter that needs to be 
considered not only for the ORC-evaporator but for all of the CHP components which must be accordingly 
selected or designed. 

The integration of part of the CHP water heating process in the ORC-evaporator led to a hybrid 
(topping/bottoming) configuration that not only solves a safety issue related to the gas-burner head 
overheating but also brings several (non-despicable) performance benefits and important reliability 
improvements for systems attempting to retrofit the current combi-boilers. Besides, this hybrid configuration 
applies to all the situations where the difference between the temperature of hot and cold sources is smaller 
as when water from non-pressurized biomass (or other fuels) boilers is used to power those CHP systems. 

 

Nomenclature 
 ℎ  Enthalpy, 𝑘𝐽/𝑘𝑔 EHE ORC-Evaporator 

  Tetha, % f ORC working fluid 

  Efficiency, % flame Combustion flame conditions ṁ  Mass flow rate, 𝑘𝑔/𝑠 fuel Related to the fuel used �̇�  Thermal power, 𝑘𝑊 H Thermal reference �̇�  ORC power output, 𝑘𝑊𝑒 s Isentropic m′  Mass fraction, 𝑘𝑔𝑖 𝑘𝑔𝑓𝑢𝑒𝑙⁄  in Inlet conditions 𝑃𝐸𝑆  Primary Energy Savings, % max Maximum value 𝑇  Temperature, °C Net Net value 𝑝  Pressure, 𝑘𝑃𝑎 ORC Organic Rankine cycle system 𝑟�̇�𝑛𝑒𝑡  Relative ORC net power output - out Outlet conditions 𝑟𝑃𝐸𝑆  Relative Primary Energy Savings, - P ORC-Pump 𝑠  Entropy, 𝑘𝐽/(𝑘𝑔. °C) PH Post heater 𝑥  Quality, - REF Reference value 𝛥𝑇2  Superheating temperature, °C T ORC-Expander 

  w End-user water circuit 

Subscripts and superscripts   {1… 10}  CHP locations Acronym  

atm  Atmospheric conditions CHP Combined heat and power 

cg Combustion gases EU European Union 

CHE ORC-Condenser GHG Greenhouse gases 

CHP Combined heat and power system  HVAC 
Heating, ventilation and air 
conditioning 

E Electrical reference ORC Organic Rankine Cycle 
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Abstract:

Current environmental goals to reduce greenhouse gas emissions impose a challenging thermal design sce-
nario for power generation equipment in oil platforms. The low thermal efficiency seen in gas turbines and the
large amount of wasted heat at plant systems are elements that need to be addressed in the next few years. In
this context, the application of organic Rankine cycles (ORC) in oil platforms has been studied. However, given
the intrinsic characteristics of the power plant and processing systems onboard, the ORC design must consider
not only the thermal aspects, but also the operational conditions. In this paper, an ORC design methodology
based on a fuzzy and particle swarm-based optimization algorithm (HORCAT) is proposed, where the design
variables are the geometric parameters of the equipment and the organic working fluid. In addition, the gener-
ated designs are evaluated under part load conditions. Aiming at the simultaneous maximization of the ORC
electrical power output and the minimization of the equipment volume, this method is applied for the ORC de-
sign for waste heat recovery from the exhaust gas of a GE LM2500+ gas turbine, whose model was calibrated
accordingly with the performance of an equipment operating in an FPSO at the Brazilian Pre-salt. The results
were evaluated from two perspectives: at a suboptimal condition and considering a highly optimized Pareto
front. Although the former returned configurations that led to a maximum power output of 4.1 MW, 4 different
working fluids and a large overall volume of the equipment, some solutions were not valid under partial loads.
The results of the latter, all operating with toluene, were robust under part loads. Although the maximum elec-
tric power output was of 1.97 MW, all results remained valid and its thermal efficiency was not lower than 24%
for all cases.

Keywords:

organic Rankine cycles, multi-objective optimization, particle swarm optimization, thermal design.

1. Introduction

The low thermal efficiency of power systems operating on oil platforms is a well-known challenge that has

been evaluated over the years [1] [2]. Although this concern has been studied from a technical and economical

perspective, today the solution of this problem has become mandatory, given its social and environmental

impacts [3].

Taking into account the variety of equipment and thermal systems operating on the platforms, there are multiple

sources of losses and, in addition, multiple options to increase the efficiency. From a detailed exergetic model

of a North Sea platform, [4] identified the main sources of exergy destruction, being the loss at the gas turbine

the most prominent, contributing with almost 50% of the total exergy destruction of the platform. The work

of [5] presented the measurement of efficiencies at the main subsystems of four platforms operating in the

North and Norwegian Seas. In addition, options for design and waste heat recovery were evaluated. The

authors identified low thermal efficiencies in gas turbines, primarily due to their operation at partial loads. The

authors also investigated WHR systems to be applied to the platform equipment studied, including an LM-2500

power plant. With focus given on the compression systems, the work of [6] presents a detailed review on the

exergy destruction in a FPSO operating in Brazil. The study shows that the compressor system rearrangement

could lead up to a reduction of 39% in the power consumption.

Therefore, gas turbines operating at oil platforms power plants offer an excellent opportunity to increase ef-

ficiency [7], given their typical operation at part loads and the massive exergy destruction seen in exhaust

gases. Although heat recovery from these gases is an evident option for efficiency increase, the space for

implementing the typical solutions such as HRSGs is extremely limited in platforms.

In this scenario, ORCs can be a preferable option, due to their smaller footprint and high flexibility in terms of

design and working fluids. Reckoning with the need to increase the efficiency and reduce the footprint of the



power plant, multi-objective optimization techniques have been applied to the design of the system. Having as

reference the power plant in a FPSO operating at Santos Basin, Brazil, [8] apply ORCs for the heat recovery

of gas turbines. By using a model of the power plant and applying a genetic algorithm for optimization, the

results obtained show that it would be possible to operate with only two gas turbines (instead of the original

three) and achieve a maximum thermal efficiency of 47.3%. In their work, [9] developed a complete design

methodology for ORCs for gas turbine WHR , taking into consideration its dynamic behavior and a multi-

objective optimization is applied to generate potential designs. Also using multi-objective optimization, [10]

used a combine heat a power unit at a platform operating in the Norwegian Sea for WHR at the gas turbines

exhaust.

Considering the challenges in designing and applying ORC to real-life offshore conditions, this paper presents

a new ORC design methodology based on a multi-objective optimization performed by a fuzzy-PSO algorithm.

The algorithm is applied for the ORC design and waste heat recovery from a GE LM2500+ gas turbine with the

typical configuration found in Brazilian FPSOs. Furthermore, the analysis is made by considering not only the

gas turbine full load condition, but also its part load operation.

2. Methodology

2.1. Overview

Since the methodology presented here was implemented in an ORC design computational system, it is im-

portant, firstly, to present and discuss its overall design process, which is shown in Figure 1. Initially, the

parameters for the analysis are defined, including:

• The conditions of the heat source: if the data come from a model of data is read; if it operates at part or

full load.

• The optimization constraints and limits for the optimized parameters.

• The optimization system parameters: number of iterations, population size, and particle swarm constants

(initial values).

In the case presented in this work, the heat source model simulates a GE LM2500+ gas turbine, taking into

account data from a real life equipment used for power generation in an FPSO [11]. Therefore, once the data

from the heat source are available, the optimization system – HORCAT1 – runs the design. The ORC model

acts as an objective function that calculates the cycle thermal performance and returns the heat exchanger

volume and the Rankine cycle electric power as outputs. Once the ORC design data have been defined, the

proposed designs are evaluated and compared, given the part load data from the heat source. In the next

subsections, HORCAT and the ORC model will be discussed in detail. In the case here studied, the ORC

recovers heat from a single gas turbine.

Figure 1: Overall process of optimization and calculation for the ORC design.

The system was fully implemented in Python and the thermal properties are calculated using the CoolProp

library [12].

The approach presented here is novel due to the application of a tailor-made optimization methodology for

thermal systems. Notably, the use of part-load conditions to validate the optimization results, i.e., the proposed

designs, is a new approach for the selection of ORC plants to be applied offshore.

1HORCAT - Hunting ORCs with Asa-de-Telha: asa-de-telha is the name in Portuguese for the Harris’s hawk, a very common hawk in
Brazil, which has the unusual characteristic of hunting in cooperative packs.



The approach here presented is novel due to the application of such optimization methodology and a tailor-

made algorithm to thermal systems. Most conspicuously, the use of the part load conditions to validate the

optimization results (i.e., the proposed designs) is a new approach for the selection of ORC plants to be applied

offshore.

2.2. The optimization algorithm: HORCAT

The optimization-based design method applied to complex models such as the ORC model described in this

work demands an algorithm that can deal with a highly nonlinear objective function, from which it is impossible

to calculate its Jacobian or Hessian matrices and whose domain cannot be properly defined. This is a situation

where heuristic optimization methods are typically employed [13]. Most specifically, due to its lightweight

calculations and suitability to complex systems [14], the particle swarm method [15] is used as the core of

HORCAT.

Two swarms (packs) are used, one for each objective to be evaluated, which means that, given the vector of

objective functions, each pack optimizes a single function fi , being

f (x) = [f1(x), f2(x), . . . , fn(x)] , (1)

and

x = [x1, x2, . . . , xm] , (2)

is the design vector.

Moreover, each pack cooperates in the global search by sharing the same results of “Elite” (Pareto optimal set)

that, at the end of the search, comprise the Pareto front. In the specific case of the ORC design, two objective

functions are calculated: the global equipment volume and the electric power output from the steam turbine,

hence,

f (x) =
[

Vol(x), ẆST (x)
]

(3)

and

x = [fluid, AST , p10, LOTB, AC ] . (4)

Initially, Elite is defined as a matrix containing the best results,

E =











Vol1,1 ẆST1,2

Vol2,1 ẆST2,2

...
...

Volm,1 ẆSTm,2











, (5)

each result (fk ) from an evaluated design (an element of the pack, xk ) is compared with each element of Elite.

If fk Pareto dominates any element of E , this specific element is replaced by fk elements, i.e., given

f (xk ) =
[

Vol(xk ), ẆST (xk )
]

, (6)

if Vol(xk ) < E(j , 1) and ẆST (xk ) > E(j , 2), then E(j , 1) = Vol(xk ) and E(j , 2) = ẆST (xk ).

To prevent the results of the packs to stop converging to the best solutions, a Fuzzy Logic System (FLS) is

coupled to the optimization loop. The aim is to dynamically change the PSO parameters (ω, c1 and c2) used

to calculate the velocity of the particles, as shown in equation (7). This adjustment allows for a better balance

between the particle best and the global best since it is fitted accordingly with the results already found.

vi (t + 1) = ωvi (t) + c1r1 (πi (t) − xi (t)) + c2r2 (πG − xi (t)) . (7)

If no change in the Elite is observed after a certain number of iterations, even with the action of the FLS,

the entire population is replaced. Figure 2 presents an overview of HORCAT’s components and its functional

behavior.



Figure 2: HORCAT’s optimization flowchart.

Figure 3: ORC equipment arrangement.

2.3. The ORC model

Given the design variables generated by HORCAT, the ORC thermal performance is calculated for each individ-

ual in the pack. The ORC arrangement is composed by an once-through boiler, a steam turbine, a condenser,

and a pump, as presented in Figure 3. In general, mass and energy conservation equations are applied to

each of these components. Constitutive equations are applied as discussed below.

The steam turbine model is based on the choked-nozzle model proposed by [16], where the mass flow rate at

the inlet is given by,

ṁ = ρT aT AST . (8)

The electric power output and the isentropic efficiency are given by equations 9 and 10.

˙WST = ṁ(h9 − h10)ηM (9)

ηST =
h9 − h10

h9 − h10s
(10)



The OTB model considers a two-step calculation. First, the NTU model is applied for the thermal calculation.

The shell-and-tube heat exchanger design methodology presented by [17] and [18] is then applied to calculate

the geometric parameters of the once-through boiler.

For a heat exchanger composed of finned tubes and in cross flow, the overall heat transfer coefficient and the

effectiveness are calculated by [19]:

Uglobal = βṁα

5 , (11)

ε = 1–exp

{(

NTU0.22

Cr

)

[

−1 + exp
(

−Cr NTU0.78
)]

}

, (12)

where,

NTU =
UglobalAOTB

Cmin

(13)

and,

Cr =
Cmin

Cmax
. (14)

Therefore, the energy balance is given by:

Q̇max = Cmin (T5–T8) , (15)

Q̇OTB = εQ̇max . (16)

For the pump, a simple fixed efficiency model is adopted, and for the condenser, a constant shell temperature

model is applied.

3. Results and discussion

3.1. HORCAT validation

HORCAT was implemented following a novel approach in terms of methodology and application. Hence,

before applying the algorithm to a thermal optimization and design problem, it was necessary to validate its

robustness and suitability for the optimization of complex objective functions. Therefore, objective functions

given in the literature to test multi-objective optimization algorithms were used, allowing the evaluation of the

algorithm effectiveness when dealing with highly nonlinear conditions and non-continuous domains. Then, two

test functions were applied: the (A) Binh & Korn function [20]; and (B) the Zitzler τ1 function [21]. For the latter,

the reference results were taken from Maghawry et al. [22].

Figure 4 shows the optimization results , given in terms of Pareto fronts for both functions. It is important

to mention that HORCAT discards similar designs, which leads to sparse Pareto fronts, but actual unique

solutions. For both cases, HORCAT optimized results were similar (or even better) than the references given

in literature. From the results obtained, it could be seen that the algorithm provides an effective optimization

and is comparable with other algorithms given in the literature.

3.2. ORC design at full load

To generate ORC designs considering the gas turbine full load condition, the HORCAT setup considered two

packs of 100 individuals. Two scenarios of results are shown in Figure 5: (A) after 3 iterations and (B) after 30

iterations.

In scenario (A), 10 valid designs were generated and, of a total of 18 organic fluids available for selection, only

4 resulted in the valid ORC designs. In this suboptimal condition, a wide ORC electrical power range (1.2 -

4.1 MW) can be seen, however, with large and unfeasible equipment volumes. There is a sensitive change in

these conditions in scenario (B), where the effects of Pareto domination can be seen after several iterations

and a higher power/volume ratio is obtained. In scenario (A), only toluene results as a valid design working



Figure 4: HORCAT validation against test functions.

fluid. In scenario (B), 16 valid designs were generated, with an ORC electric power range from 489 kW to 1.97

MW, which can lead to an increase of more than 8% in the power output when considering the gas turbine and

the ORC combined. Furthermore, the Rankine cycle thermal efficiency of these valid designs is in the range

27-29%. The effect of Pareto dominance is evident when comparing scenarios (A) and (B). First, the lower

number of valid designs in scenario (A) is a consequence of insufficient iterations so that the HORCAT packs

were still unable to find a broader number of solutions that makes sense in terms of thermodynamic validity. As

the number of iterations increases, more solutions are found in scenario (B). These solutions Pareto-dominate

those found in scenario (A) and, additionally, there is a clear and expected migration of the Pareto front to the

bottom (lower equipment volume) and to the right (lower power output) .

3.3. Comparative analysis of part load and design conditions

To test the ORC designs generated in scenarios (A) and (B) in load conditions typically found in FPSOs, the

proposed solutions were simulated under part load conditions (50 and 75%) of the gas turbine. Figure 6

presents the Pareto fronts for scenario (A). Under part load conditions, the valid designs dropped from 10

to 8 cases, since the ORCs operating with n-dodecane were not able to operate at lower temperatures and

remain thermodynamically feasible, given the geometry of the components that were designed for the full-load

condition.

Regarding thermal efficiency, as seen in Figure 7, there is a significant drop under part loads for all fluids, with

toluene having the lowest variation. It is important to highlight the case 5 as one example where the full load

condition could not bring about a better solution. Although it presents the higher efficiency at full load, it also

has the second worst performance at 50% load.

Comparative analysis considering part loads applied for scenario (B) returned more stable conditions com-

pared to scenario (A). The number of solutions found after 30 iterations at full load did not drop under part load

conditions, which can be explained by two factors: the highly optimized solutions and the suitability of toluene

under such conditions. Figure 8 shows the Pareto fronts for each condition.

Moreover, as seen in Figure 9, the thermal efficiencies found for all cases remain high even under partial loads.



Figure 5: Optimization results for the ORC design considering only the gas turbine at full load. Scenario (A)

is given after 3 iterations (valid designs for 4 working fluids) and scenario (B) after 30 iterations (only toluene

resulting as working fluid).

Figure 6: Pareto fronts for the scenario (A) proposed designs under the gas turbine loads of 50%, 75% and

100%.

4. Conclusion

This work presented a new ORC design methodology for waste heat recovery application, which applies a

fuzzy-PSO algorithm to find valid designs through a multi-objective optimization. HORCAT, the optimization

algorithm, was validated against literature benchmark functions and was able to deal with the specific charac-

teristics of the ORC model to be optimized.



Figure 7: Thermal efficiencies for each valid design under part load conditions - scenario (A).

Figure 8: Pareto fronts for the scenario (B) proposed designs under the gas turbine loads of 50%, 75% and

100%.

Figure 9: Thermal efficiencies for each valid design at part load conditions - scenario (B).

HORCAT was employed to provide optimized ORC designs for waste heat recovery from the exhaust gas of a

gas turbine operating at an FPSO - using a single gas turbine coupled to a single Rankine cycle. To evaluate



the effect of suboptimal solutions on the thermal performance and, additionally, to analyze the impact of the

part load operation of the given designs, the results were evaluated considering two scenarios: (A) after three

iterations and (B) after 30 iterations.

In scenario (A), the results show that feasible ORC solutions decrease from 10 to 8 valid designs, when con-

sidering, respectively, the gas turbine at full and at partial loads. At full load, there were ORC designs providing

up to 4.1 MW of electric power, however with an overall equipment volume that could make it impossible to be

applied in FPSOs.

All the scenario (B) solutions were feasible at full and partial loads, showing that free optimization led to robust

ORC designs. The electric power range of the solutions at full load for this scenario was from 489 kW to 1.97

MW, with a thermal efficiency range from 20 to 30%. Moreover, even at partial loads, the efficiency could be

kept above 24% for all casess.

Finally, as verified in scenario (A), the analysis performed led to the conclusion that the full-load based design

can provide unfeasible ORC solutions to oil rigs, most specifically because gas turbines at these facilities

operate at part and unsteady load conditions. The approach proposed in this work shows that the optimal

design needs also to consider both the near-optimal conditions and also part load scenarios in order to address

the correct operational conditions at the platform.

Nomenclature

Abbreviations:

FPSO Float Production Storage and Offloading

HORCAT Hunting ORCs with Asa-de-Telha

HRSG Heat Recovery Steam Generator

ORC Organic Rankine Cycle

WHR Waste Heat Recovery

Symbols:

a speed of sound (m/s)

A area (m2)

c particle swarm acceleration parameter

C heat capacity (J/K)

E Elite

f generic function

h specific enthalpy (J/kg)

L heat exchanger tube length (m)

ṁ mass flow rate (kg/s)

NTU number of transfer units

p pressure (Pa)

Q̇ heat transfer rate (W)

r random number

t time (s)

T temperature (K)

U global heat transfer coefficient (W/m2K)

v particle velocity

Vol volume(m3)



Ẇ power (W)

x generic variable

Greek symbols:

α constant

β constant

ε effectiveness

η efficiency

π particle swarm pack best solution found

ρ density (kg/m3)

ω particle swarm inertia weight parameter

Lowercase:

G global

i generic index

M mechanical

OTB once-through boiler

r rate

s isentropic

ST steam turbine

T total
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Abstract:

To decarbonize our energy system, appropriate technology options must be established and applied at the
right site. The investment decisions required for this are usually conducted based on techno-economic portfo-
lio optimization. The presented research aims to optimize an energy system configuration for a district heating
network of a global city located in Central Europe. The objective is to evaluate different configurations and
determine the optimal combination for a fossil-free supply system. The energy system model is based on real
district heating network data, including hydraulic restrictions, combined heat and power plants, heat-only boil-
ers, heat storage, power-to-heat technologies, and fuel input options. Time series are heat demand, weather
conditions, and exchange prices. Furthermore, investment costs and operating and maintenance costs are
taken into account. Aristopy, a free and open-source Python-based framework, has been used to implement
mixed-integer linear programming, which is solved by the state-of-the-art algorithm Gurobi. The model in-
cludes a time series aggregation to achieve accuracy and appropriate computation time. Multiple scenarios
with different input data evaluate the robustness of each configuration. By assessing these configurations, the
optimal system design is selected. The model succeeded in determining an optimal portfolio configuration and
its operation. Simplification through time series aggregation has shown that the computation time can be short-
ened while providing the necessary accuracy. The scenario analysis shows the impact of the different input
parameters and assumptions on portfolio planning. The presented methodology improves portfolio planning
and operation of a real-world energy system. Simultaneously, license costs can be saved.
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1. Introduction

The uncertainty and volatility of energy prices and fuel supplies have increased dramatically in recent devel-

opments within the energy market. This dynamic progress is also reflected in recent political and societal

developments. The regulatory framework is an additional driver which impacts the operation and investments of

power and heat generation units. The importance of scenario analysis is increasing due to the additional uncer-

tainty. Optimization models are needed to find robust portfolios and analyze the impact of specific parameters.

Within the presented research, the city, the district heating system, and the generation units under investigation

are called by anonymous names.

In general, there are numerous research papers on energy system analysis, both on the level of methodological

development and on the level of application-oriented research. Due to many works, only a relevant selection

of overviews of the current state of research is compiled. DeCarolis et al. [1] conduct an extensive literature

review to formalize best energy system optimization modeling practices. Kotzur et al. [2] note that many

complexity drivers could be avoided a priori with a tailored model design. They review systematic complexity

reduction methods for energy system optimization models and develop a guide for system modelers encountering

computational limitations. Wirtz et al. [3] perform a comparison of different combinations of energy system model

features: Piece-wise linear investment curves, multiple component resolution, minimum part-load limitations,

part-load efficiencies, and start-up costs.

Decomposition approaches and approaches for optimization under uncertainty have also been proposed recently

for energy system modeling. Wirtz et al. [4] present a Dantzig±Wolfe approach to decompose a mixed-integer

linear program into multiple subproblems and a master problem. A realistic case study based on a district

heating system was considered. They demonstrated that the proposed decomposition approach yields the same

results attained by the original, not decomposed problem while achieving gains in scalability and computational

times. GÈoke et al. [5] applied Benders decomposition to two-stage stochastic problems for energy planning with



multiple climatic years. With their approach they slightly increase solve time of the master-problem, but greatly

reduce the number of iterations. Yue et al. [6] have identified four prevailing uncertainty approaches applied to

energy system optimization models: Monte Carlo analysis, stochastic programming, robust optimization, and

modeling to generate alternatives. They provided a critical appraisal of the use of these methods.

Studies focusing on the local district heating portfolio and dispatch optimization were published in the past.

JÈudes et al. [7] and Christidis et al. [8] investigated the contribution of heat storage for the district heating

network using large-scale optimization models developed and solved within the General Algebraic Modeling

System (GAMS). The advantage of pressurized short-term heat storage for operating a district heating network

was investigated by Hofmann et al. [9]. Gonzalez-Salazar et al. [10] present a district heating network portfolio

optimization. Due to computation time restrictions, they use a merit order model instead of mixed-integer linear

programming. Concerning the local portfolio of the city under investigation, it is clear that comprehensive

portfolio analyses require further methodological development in model reduction while maintaining the same

quality of results.

This research analyzes the energy system’s behavior depending on the changing energy market scenarios.

The purpose is to find a suitable optimization method with an appropriate computational load and framework to

analyze different scenarios concerning the district heating grid and the future portfolio. Based on different input

scenarios, portfolio options are presented, which can support investment planning.

The article is structured as follows: The next section summarizes the methods and tools applied here. The

system analysis presents the technology options, input data, and boundary conditions taken into account. The

portfolio optimization and sensitivity analysis results are discussed in Section 4., followed by the conclusions.

2. Methodology

2.1. Energy System Optimization

The current energy market is more volatile than ever, and the urge to transform the current energy system

into a more climate-friendly portfolio is at its highest peak. Due to these reasons, it has become even more

difficult for most energy suppliers to determine the future energy system configuration that fulfills economic and

environmental objectives. Energy system optimization is an essential tool to address this challenge.

There are various approaches for energy system optimization depending on the question to be answered within

the decision process. In all cases, the goal is to determine a set of decision variables so that the value of the

objective function is maximized or minimized while fulfilling all constraints. The optimization objective can be the

dispatch of individual generation units or a system configuration optimization where the entire grid is considered

over the given period.

An overview of the available functionality and the specific advantages and disadvantages of the energy system

modeling frameworks and open models are presented on the websites of the Open Energy Platform [11] or the

Openmod Initiative [12]. Both platforms aim to actively exchange and initiate relevant energy system modeling

topics, approaches, and data. Since the field of the energy system modeling is broadly diversified, and each tool

has individual strengths and weaknesses, the community helps to enhance the quality and efficiency. In addition

to those platforms, GroissbÈock [13] presents a general assessment of open-source energy system modeling.

This research uses the Python-based, objective-oriented framework Aristopy, which was developed under the

research project ªMINLP-Optimization of Design and Operation of Complex Energy Systemsº and is presented

in the following section.

2.2. Aristopy

Aristopy1 is a free and open-source Python-based framework for the optimization of energy systems. In contrast

to other frameworks, aristopy allows integrated time series aggregation methods that can be used directly within

the model, see section 2.3. Aristopy uses the algebraic modeling language of Pyomo [14, 15]. The user can

formulate individual restrictions and constraint which adapts to multiple programs such as LP, MILP, or MINLP.

Various solvers can be utilized. For this research, the optimization problem has been solved using Gurobi [16].

For visualization of results, aristopy uses Plotter2.

In aristopy, an optimization model is set up by creating the class EnergySystem. Within the class, five pre-defined

components (Source, Sink, Conversion, Bus, Storage) can be used to describe different characteristics and

behaviors of the energy system parts. All inputs and outputs of components are connected with a class Flow,

which contains all variables and ensures energy transport. Figure 1 shows a simple illustration of an example

energy system and the dependency of each component.

The Source component contains only one output, which provides fuel in the example. With the help of a Flow

component, the fuel is transported to the Conversion component, where fuel is converted into thermal and

1https://aristopy.readthedocs.io/en/latest/
2https://pypi.org/project/plotter/

https://aristopy.readthedocs.io/en/latest/
https://pypi.org/project/plotter/
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Figure 1: Simple example of generic model building using the class EnergySystem and the elementary

component classes Source, Sink, Conversion, Bus, and Storage in the Python library aristopy. Translated

adoption with permission from [17].

electrical energy. The energy flows are transported to a Bus component, where different streams of the same

energy are gathered and transported to a Sink component. The Sink component, e.g., heat demand in the

example, is the inverted component of Source. A Storage component (either battery or heat storage) can be

added to the energy system, allowing more system flexibility. The storage can be directly integrated into the

overall system or an individual grid by creating multiple Bus components.

Aristopy contains a particular class of photovoltaic or solar thermal collectors. An existing method from the

Python library pvlib [18] is used for this. Furthermore, the built-in functions of add variable, add constraint, and

add objective function contribution are provided to add additional variables, constraints, and objective functions

to the optimization model.

2.3. Time Series Aggregation

One of the biggest hurdles for an energy system optimization is the need to optimize numerous scenarios

of possible future developments and the needed calculation time or computational capacity. Time series

aggregation methods have been introduced for energy system optimization to reduce model complexity. Reviews

are presented by Hoffmann et al. [19] and TeichgrÈaber et al. [20]. This thesis uses the Python-based Time

Series Aggregation Module (tsam) [21].

The concept of time series aggregation is to reduce an extensive and detailed data set into a representation with

fewer time steps, ideally without loss of information by aggregating repetitive patterns. An appropriate method

can reduce CPU and RAM requirements and make processing and analyzing extensive time series data sets

efficient.

There are several time series aggregation methods. The most common is reducing the resolution by grouping

the data into larger time intervals, from hourly time steps to days, weeks, or months. This method is called

downsampling, which usually leads to underestimating the original times series’ variances and the maximum

and minimum values.

Besides the downsampling method, there is the segmentation method. It is a more complex but accurate

method of aggregating time steps with similar characteristics to create an artificial time series replicating the

original times series. There are different aggregation methods with their advantages and disadvantages. When

this approach was introduced for energy system optimization, the heuristic method, where one representative

day per month is selected, was a standard application. In the meantime, systematic aggregation methods

are introduced, in which the time series is divided into particular periods of defined length and assigned to a

cluster based on their similarity. The Euclidean distance function, see Eq. (1), is used to measure similarity. The

equation is formulated for a one-dimensional distance where p and q represent two points on the real line.

d(p, q) = |p − q| (1)

Three main methods exist to aggregate time series into groups with a single representative period. The most

commonly used clustering method is the k-means algorithm. It belongs to the family of non-hierarchical cluster

analysis methods where k random centroids are created in the feature space. All data points are assigned to

the nearest centroid using the Euclidean distance function, which provides an initial cluster solution. Every data

point is attached to one cluster, and the centroids are updated by finding the empirical mean of the features

across all data points attached to that cluster. When the centroids are updated, the algorithm repeats the

assignment of each data point to the next nearest (updated) centroid. The critical feature of a k-means algorithm

is that the final centroids are not actual data points but a calculated mean of data points within that cluster.

Another algorithm called k-medoids chooses the final centroids from the actual data points, thereby allowing

for greater interpretability of the cluster centers than in k-means. The ªPartitioning Around Medoidsº (PAM)



algorithm finalizes the point as a new centroid from the existing data points with a minimum loss. Besides

k-means and k-medoid, there is the hierarchical clustering algorithm. In hierarchical clustering, each data

point is grouped into a cluster tree by treating all data points as a separate cluster. When all data points are

determined as individual clusters, the algorithm identifies two clusters that are closest together. Those two

clusters will be merged into one cluster. As a result of this iterative process, all clusters are merged.

Since peak periods are not representative of a whole group or cluster of periods, the methods introduced for

time series aggregation have the disadvantage of potentially cutting off so-called peak periods. An accurate

energy system design must be able to meet all requirements. There are different approaches for identifying and

mapping the extreme points. The append method adds the extreme periods as additional representative periods

to the other representative periods. In contrast, the additional-cluster-center method sets the peak period as an

additional new cluster center. The replace-representative-period method integrates the extreme value where the

peak period is assigned as the new representative of the cluster.

For the analysis, it is essential to set the correct number of representative data points the user gives. Depending

on the number of representative data points, the results can differ. Additionally, choosing the period length and

the number of time steps per representative period is essential for the time series aggregation. Different energy

systems behave individually depending on the preset of representative clusters. Usually, the aggregated time

series are modeled individually, where the connection and correlation between those periods are not modeled

accordingly. It can impact the integrated storage system, so it is suggested to choose more extended periods to

model the impact of storage.

3. System Analysis

Figure 2 represents the example energy system generated for this research. The considered optimization

problem represents an energy system where the coal capacities have been phased-out. By taking out the

coal-firing capacities and providing each production site with various potential technology options, the solver

can optimize the optimal portfolio configuration for the system and each production site.

A1 A2 Y Y Y Aε

Production site A

B1 B2 Y Y Y B

Production site B

C1 C2 Y Y Y Cη

Production site C

Heat storage

Heat demand A

Heat demand B

Heat demand C

Electricity

Natural Gas

Electricity

Biomass

Figure 2: Simplified district heating system. Colors indicating recent and potential technology options at the

sites.

As Figure 2 shows, the model is given with the possible fuel inputs, potential technology options, and the heat

demand which must be met for each time step. The model considers portfolio options under various scenarios

to find the most suitable and beneficial technology option for each site. The electrical grid is not given as a

demand but as a market where the generation units can either sell or buy. The district heating grid can be

divided into multiple sub-grids considering the geographical condition. Each generation site is assigned to a

specific sub-grid to avoid significant heat losses and bottlenecks. The possibility of transferring heat from one

sub-grid to nearby sub-grids is also modeled. Even though, it is physically possible to transport to the furthest

sub-gird, it is very unusual considering the grid efficiency. Even when primary capacity fails, the heat-reserve

boilers compensate for the capacity instead of transporting it from other sub-grids. The heat-reserve boilers are

not set as a variable in this thesis but as given plants with extremely high operating costs.



The objective for the optimization is to maximize the net present value (NPV), see Eq. (2). The net present value

measures the financial profitability of the portfolio. Equation (2) determines the difference between all revenues

and expenses over the economic life of the investment.

max NPV = −I + S + C · kAF (2)

In this equation, all expenses and revenues arising from the investment are discounted throughout the investment.

As part of the input assumptions, various model parameters have been pre-determined.

All technology options are modeled with a fuel equation with technology-specific coefficients ki and time-

depending variables (Fuel rate Ḟ , Electric power Ẇel, and heat rate Q̇th); and if necessary (combined technology)

with an additional Ẇel, Q̇th-function.

Ḟf =















k1 · Q̇th Heat pumps or heat-only boilers, f = {Electricity, Bioenergy, CH4}

(k1 + k2)
−1

(

Ẇel + Q̇th

)

Gas turbines w/ or w/o heat-recovery boiler, f = {CH4, H2}

k1

(

Ẇel + k2 · Q̇th

)

+ k3 · Y Combined heat and power plants, f = {CH4, H2} and Y = {0, 1}

(3)

Fundamental model parameters are given in Table 1. The complete model with all equations and specifications

can be obtained from the authors. Note that due to corporate confidentiality, actual values can not be given.

Table 1: Fundamental model parameters and maximum heat rate per unit of the technology options

Parameter Symbol Unit Value

Number of production sites N [±] 5

Economic lifetime t a 15

Future technology options (Abbreviation) Q̇max [MW]

Natural gas heat-only boiler (GHOB) 40

Combined cycle gas turbine (CCGT) 230

Gas turbine (GT) 120

Bioenergy heat-only boiler (BIOB) 100

River heat pump (HP) 50

Geothermal heat pump (GEOT) 50

E-Boiler (EB) 40

4. Results

4.1. Portfolio Optimization with time aggregation

As mentioned in the previous section, the total solution time increases with the additional complexity of the

optimization problem. However, it is essential to analyze various scenarios with different assumptions to

find the most robust portfolio for the future. With an average optimization duration of 5 to 6 hours for an

optimization period of 15 years, the effort to investigate and analyze multiple scenarios is too high. The time

series aggregation algorithm has been implemented to simplify this process and aim for similar results. For the

analysis, different types of algorithms were used to analyze the impact of the aggregation methods. For the

consistency of the result analysis, a similar scenario has been selected to compare different algorithms.

First, multiple combinations of representative periods and period lengths have been analyzed. Table 2 shows the

average configuration variance with different representative periods and period lengths. The variance represents

the percent difference compared to the original scenario result, optimized with hourly input data. The first

column, Cluster Period, represents the combination selected for the optimization. The first number indicates the

number of representative periods from the input data of 15 years and hourly resolution. The second number

indicates the length of each period, represented as hours in full resolution. For the analysis, 18 representative

periods and length variations have been optimized with the k-mean algorithm. The variance from the reference

scenario has been filtered after technology types. As assumed, the number of representative periods and the

length of the period drives the total solution time. The longer the period, the more optimized time steps, which

leads to a longer solution time. Table 2 also shows that each technology option behaves differently depending

on the variation of the cluster period. A significant variance can be seen for the gas heat-boiler option. The

gas boilers have been utilized in the full hourly resolution, especially for peak shaving. By aggregating the

time series, those continuous peaks of the heat demands have been relatively neglected, which makes the

investment in gas boilers unnecessary. The analysis of the hourly resolution result is that the operation periods



of gas boilers are limited, but it is still economical to have the gas boiler as peak demand cover when the

electricity generation is not beneficial for the operator.

Compared to the heat-only generation, the co-generation units show relatively low variance. Even though

the solver could invest in the GT, which is also an option, the preferred investment is the CCGT technology.

The CCGT has the lowest variance since the flexibility of such technology is higher and adaptable for almost

any input assumptions. In the hourly resolution result of the original scenario, bio boilers were not preferred

since the period where the bioenergy is more favorable compared to other technology options was significantly

low. This relativity is underestimated by aggregating the time series, which leads to the solver investing in

bioenergy-based heat generation units. Similar to the solution time, the impact of the number of periods and

period lengths for the P2H technology is undoubtedly visible. Since the P2H technology is strongly dependent

on the EEX price, which varies hourly in this energy system, the impact is significant. The more time steps are

considered in the energy system, the more the error of over-investing or under-investing in P2H technology will

decrease. As the analysis shows, the suitable representative periods are between 12 and 18 days concerning

the accuracy of the configuration and the optimization duration. For the length of the period, the length of

between 24 and 72-time steps is enough to expect a sufficient optimization result.

Table 2: Variance per technology and solve time for different representative periods and period lengths

Cluster GHOB CCGT GT BIOB HP GEOT EB Solve time

Period [%] [%] [%] [%] [%] [%] [%] [s]

4 24 −179.38 14.46 9.79 3.91 25 0 73 7

4 72 −142.55 4.95 56.68 0 25 0 73.17 8

4 168 −136.92 0 61.52 0 25 0 61.3 16

8 24 −178.73 15.62 39.22 35.52 25 0 72.5 9

8 72 −172.38 0.18 34.23 0 25.34 0 71.67 16

8 168 −165.68 0 62.37 19.67 25 0 63.6 30

12 24 −187.73 6.85 75 55.86 25 0 72.48 11

12 72 −178.11 0 60 21.52 25 0 65.12 24

12 168 −178.1 0 42.41 8.85 25 0 52.57 39

18 24 −182.1 0 58.8 20 0.65 0 27.93 15

18 72 −188.88 0 71.03 22.23 5.76 0 65.57 30

18 168 −175.25 0 54.73 24.32 25 0 50.25 67

24 24 −250.28 0 64.37 23.37 3.43 0 44.16 18

24 72 −192.95 0 69.45 25.05 5.05 0 66.92 44

24 168 −178.40 0 50.72 21.91 12.33 0 50 91

72 24 −158.05 0 48.21 0 1.46 0 19.83 53

72 72 −165.93 0 57.52 19 2.09 0 27.31 114

72 168 −172.96 0 42.84 7.04 5.782 0 32.12 397

The results also showed that the capacitive variance differs depending on the technology and fuel type, but it still

proves that the behaviors of the overall configuration are complementary. Interestingly, the natural gas-based

technologies were relatively over or underestimated, even up to 100% underestimation. The overestimation

and underestimation of different technologies also highly depended on the input scenarios, emphasizing the

importance of input assumptions. The time series aggregation fulfills its requirement to assess numerous

scenarios and various input assumptions. It is essential to acknowledge that optimization results for future

configuration planning should be assessed in comparison and not as a stand-alone result. Due to the highly

unpredictable and incalculable forecast data, the optimization serves the purpose of observing different behaviors

of the technology, which can support a robust portfolio configuration.

Figure 3 compares NPV and CAPEX results for different time series aggregation algorithms. The k-medoids

aggregation algorithm is excluded from this analysis due to the high aggregation time and computational load.

With the given input assumptions, the solver could not build and aggregate the time series of 15 years with the

k-medoids algorithms. However, the following section includes the k-medoids algorithm for shorter time series.

As expected, the averaging algorithm is the most distanced result from the reference scenario. The relativeness

of different input assumptions is neglected by averaging 140 256 time series into dramatically lower resolution,

making the result not comparable with the reference scenario.

Figure 4 shows the variance of each aggregated optimization result filtered by technology options. Like the

financial result, the k-medoids algorithm demonstrates each technology’s least capacitive difference. It is
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Figure 3: Net present value and capital expenditures for different time series aggregation methods

recognizable that the averaging method overestimates the capacities for each technology option and that the

hierarchical method underestimates the capacity of heat pump technologies. The hierarchical algorithm ranked

the heat pump technology lower than the other algorithms and assessed the gas turbine higher. The simplification

of the input assumptions by the hierarchical algorithm is stronger than the other algorithms. Technologies with

volatile dependencies can be underestimated in this algorithm, which makes it more difficult for technologies

such as heat pumps or E-boilers to set the suitable representative period due to more unexpected developments.

The capacitative overestimated technology options directly or indirectly depend on the most volatile input

assumption. Even though the input energy of a geothermal plant depends on the power price, the constant heat

source can level out the difference, elevating the value as a promising technology. The difficulty to optimize

and the most discrepancy are shown for the gas-fired heat-only-boilers dispatched for the peak shaving. The

number of representative periods is insufficient to express each peak demand, leading to higher variance in the

GHOB result.
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Figure 4: Variance comparison by cluster algorithm and capacity of technology

Overall, using the k-means or hierarchical algorithm as a clustering method is favorable for reducing the

optimization problem’s computational load. Keeping in mind that depending on the algorithm and the technology

option, the particular capacitative result might be overestimated or underestimated. To reduce the computational

load and shorten the optimization duration, the time series aggregation methods with appropriate periods can

give sufficient indications for each portfolio configuration.



4.2. Sensitivity Analysis

Multiple activities exist to decarbonize gas-based power plants to realize a continuous hydrogen supply in the

current gas grid. With enough supply for the required sectors, hydrogen will be the fastest way to decarbonize

the gas-fired processes in Germany. Considering the significant increase of renewables in power generation, the

potential of inland green hydrogen is considerable. This sensitivity analysis assumes that there will be enough

hydrogen from 2040 onwards for the energy sector in Germany. Furthermore, green hydrogen combustion is

counted as fossil-free fuel input, excluding the CO2 certificate fee. For this analysis, the gas price ends in 2040

and is replaced by the hydrogen price from 2040 onwards. It assumes that there will be no natural gas in the

grid from 2040, and the existing grid will be operated 100% with hydrogen. Besides the hydrogen price, all other

input assumptions are equal to the original scenarios.

Figures 5a and 5b show the fuel mix of the portfolio for the H2-integrated scenario and the original scenario.

The apparent difference is the investment in bio boiler in the hydrogen integrated scenario. The share of

gas/H2-plants decreased, and the additional bio boiler and P2H plant compensated for the gap. The significant

decrease in gas/H2-based heat generation is recognizable from 2040. Due to the amortization of a plant, the bio

boiler is invested from the beginning of the period. However, the high hydrogen price compensation can be seen

by the increased heat generation of P2H and bio boiler from 2040. Even though hydrogen combustion relieves

the CO2 certificate fee, the hydrogen price is still too high to compete against power-based or bio-energy-based

technologies.
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Figure 5: Scenario results showing fuel mix

Figure 5c shows the H2 sensitivity analysis results compared to the aggregated results. As a result of the

main portfolio optimization, the hierarchical algorithm was chosen for the sensitivity analysis. The results

represent a higher variance of bioenergy and P2H share of total installed capacities. The higher flexibility of

P2H technologies is preferable when the depths of the EEX price development are low. Increasing gas prices

and switch to expensive hydrogen prices encourages the model for more investment in P2H technologies, and

the increase in the CO2 price also encourages investment in bio boilers despite the higher investment costs.

Especially the discrepancy in bioenergy share is higher than in other fuel types. The main reason behind

this result is the transition from natural gas to hydrogen. The non-aggregated scenario considers the yearly

development and transition of fuel switch, making the natural gas capacities very attractive before the transition.

However, the aggregated scenario emphasizes the higher price of hydrogen in the later years, which reduces

the natural gas / H2-based assets and increases the alternatives.

5. Conclusion

Within this contribution, a simplified district heating system has been modeled as a case study with the Python-

based optimization framework aristopy. The objective was to optimize the future district heating portfolio

configuration and assess various impact parameters influencing the composition and operation of the portfolio.

Additionally, the work analyzes the impact of the time series aggregation methods on portfolio planning to

simplify and accelerate the comparison of different scenarios.

Potential technologies were analyzed to close the capacitative gap resulting from the coal phase-out. The existing

district heating systems and recently commissioned power plants have been modeled with the optimization

framework aristopy. Different technology options were implemented for each generation site for the future

scenario comparison, considering the geographical and technological feasibility. The model identifies the

main drivers for an advantageous portfolio configuration by comparing various scenarios with different input

assumptions.



This contribution also showed that the right time series aggregation method could reduce the computational

load and produce viable optimization results for portfolio planning. From the total optimization time of 3 to 8

hours for 15 years of considered time horizons, the time series aggregation could reduce the time to under 60

seconds with manageable optimization results. Comparing different clustering algorithms and representative

periods, the hierarchical algorithm showed the most promising optimization results with a significantly shorter

solution time. For clustering time series of 15 years, 12 to 18 representative periods with 24 period lengths were

sufficient to indicate the configuration well.

An improvement potential is the time determination of the investment or refurbishment. The decommissioning

process of existing coal-fired power plants is a long-term process, and decommissioning or refurbishing existing

gas units into H2-firing plants will also take time. By integrating the time factor as a variable for the investment, the

optimized time for the construction and commissioning phase can be estimated considering the transformation

plan of the portfolio. In addition to the time determination, various factors, such as government support schemes,

change with a fixed factor over time. These factors are primarily key factors derived from the regulatory

framework. Certain subsidies are given by the full-load operation hours, or efficiency goals reached every year.

By aggregating the input assumptions, it is impossible to consider such subsidy types and goals, which depend

on the generation unit’s operation. Such considerations can improve portfolio planning but require detailed

and accurate forecast data. The value of such optimization can be enhanced by integrating multi-objective or

multicriteria optimization of an energy system. With more ambitious climate goals, the regulations for the energy

sector will be stricter and more demanding. This means the government will require specific key indicators

from the energy utilities. Key indicators such as primary energy factor, yearly renewable share in the system, or

specific greenhouse gas emissions can influence the dispatch of each generation unit. The current aristopy

framework allows the user to adjust the objective function, but each optimization problem must have only one

objective function. By integrating multi-objective optimization, the user can plan a portfolio configuration that

satisfies different regulatory requirements and maximizes the financial value of the portfolio. The downside of

such optimization is the computational load. A multi-objective optimization comes with an exponentially higher

computational load and solution time due to the multidimensional variables. However, when comparing various

scenarios and the impact of the input assumptions, the additional computational load could be compensated

by various methods, such as time series aggregation. When multi-objective optimization with an appropriate

solution time and assessable granularity is possible, it can enormously enhance the planning of a portfolio

configuration.
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Nomenclature

Abbreviations

BIOB Bioenergy heat-only-boiler

CCGT Combined cycle gas turbine

CHP Combined heat and power

CPU Central processing unit

EB E-Boiler

EEX European Energy Exchange

GAMS General Algebraic Modeling System

GEOT Geothermal heat pump

GHOB Natural gas heat-only-boiler

GT Gas turbine

HP River heat pump

LP Linear programming

MILP Mixed-integer linear programming

MINLP Mixed-integer nonlinear programming

P2H Power-to-heat

RAM Random-access memory



Letter symbols

C Costs, e

CAPEX Capital expenditure, e

d Euclidean distance function, ±

Ḟ Fuel rate, MW

I Investment, e

k Present value of annuity factor, ±

ki Technology specific coefficient, ±

NPV Net present value, e

p Point p ,±

q Point q, ±

Q̇ Heat rate, MW

S Subsidy, e

t Economic lifetime, a

Ẇ Work rate, MW

Y Binary variable, ±

Subscripts and superscripts

el Electric

f Fuel type

max Maximum

th Thermal
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Abstract: 

The present study presents the dynamic modelling in Dymola software of a vessel waste heat recovery Organic 
Rankine Cycle-ORC operating with R1233zd(E) that functions as a topping cycle of a cascade prototype also 
involving an Ejector Vapor Compression Cycle-EVCC as a bottoming cycle developed in the framework of the 
ZHENIT project. The ORC is designed to have a nominal thermal input of about 95 kWth and is driven by 
Therminol VP1 oil at inlet and outlet temperatures of 150 ℃ and 130 ℃ while it includes two operating modes: 
1) electricity-only, in which a recuperator is used and the condensation temperature is low and 2) combined 
heat and power (CHP), in which the recuperator is bypassed and the condensation temperature is raised to 
produce hot water. At the system design point, the evaporation temperature is 120 ℃, the condensation 

temperature 30℃ and 50℃ for electricity-only mode and CHP mode respectively, the superheating degree at 

expander inlet 10 K and the subcooling degree at condenser outlet 5 K. The system dynamic behavior is 
investigated considering a pump and expander reduction speed from 100% to 80% of the nominal. According 
to the results, the system has a fast response to the aforementioned disturbances.   

Keywords: 

Combined heat and power; Dynamic modelling; ECOS Conference; Electricity production; Organic Rankine 
cycle; Waste heat recovery. 

1. Introduction 

1.1. Basics of dynamic modelling 

Organic Rankine Cycle (ORC) plays an important role in decarbonisation, especially in the field of waste heat 
recovery (WHR) in shipping, due to its effectiveness for the conversion of medium and high temperature waste 
heat into power [1]. ORC is an attractive WHR technology owing to its high reliability and simple design [2]. 
Because vessel engines operate extensively under variable loads, their waste heat has an intensely fluctuating 
profile (temperatures, flow rates), which poses technical challenges in the design and operation of ORC 
systems [3-4]. Therefore, dynamic modelling of ORC systems is necessary to predict their behavior and 
implement the essential control strategies for effective waste heat utilization, since dynamic models are able 
to trace the variation of the system operating parameters and detect critical points and outranges. In general, 
the dynamic behavior of a system including mechanical, electrical, fluid, thermal etc., can be described by a 
set of transient differential equations (ODE or PDE). The basic concepts that have to be known in dynamic 
modelling include system inertia, initial conditions, input stimulus variable and time constant [5].  

1.2. Organic Rankine Cycles’ dynamic operation 

Dynamic behavior of ORCs is of interest during their start-up and shut-down and while their operating 
conditions are varied to respond to fluctuating boundary conditions (heat source, heat sink) to ensure their 
safe and efficient operation. The main investigated factors include [6]: 

▪ the total system response time, overshoots, and identification of limitations and outranges 

▪ recognition of the start-up and shut-down operation mode 

▪ the part-load capability of the system 

A prototype of the ORC system which is presented in this study is going to be developed in the context of the 
ZHENIT project, focusing on vessel engine WHR at different temperature levels to provide various on-board 
services. The present work presents the preliminary dynamic modelling of the prototype based on two 
operating modes: 1) electricity-only 2) Combined heat and power (CHP). 



 
 

2. Methodology 

2.1. System description 

The prototype which is going to be developed within the ZHENIT project consists of a cascade ORC (topping 
cycle) integrated with an ejector-vapor compression cycle (bottoming cycle), utilizing heat sources of 
temperature levels ranging from 60 ⁰C (jacket cooling water) to 150 ⁰C (engine flue gas) for the production of 
electricity, heating and cooling. A micro-scale prototype (10 kWe) will be constructed and demonstrated at lab-
scale, along with other alternative proposed WHR solutions. 

In the present study, only the topping cycle (ORC) of the aforementioned cascade system is presented, which 
operates under two modes: electricity-only and CHP mode and is driven by Therminol VP1 oil at a temperature 
of 150℃. The two modes are simulated through Dymola software [7]. The layout of the system is illustrated in 
Figure. 1. 

 
Figure. 1. ORC layout (2 first operating modes) 

After a parametric study between three hydrofluoroolefins (HFOs), R1233zd(E) was proven to be the most 
suitable working fluid, considering its low environmental impact [low global warming potential (GWP) and 
ozone depletion potential (ODP)], following the regulations of Montreal [8] and Kyoto [9] protocol, as well as 
the F-gases regulations [10]. What is more, R1233zd(E) has no flammability, according to ASHRAE safety 
classification and relatively higher critical temperature, leading to higher cycle efficiency. The values of 
R1233zd(E) properties are mentioned in Table 1. 

Table 1. R1233zd(E) properties 

Working fluid Τcrit (°C) pcrit (bar) ODP GWP ASHRAE  
safety group 

R1233zd(E) (ORC) 165.5 35.7 0 1 A1 

2.2. System operating parameters and design point  

The design point of the system was determined through a steady-state modelling methodology that is not 
elaborated in the present study. The values of the design point parameters are shown in Table 2Error! 
Reference source not found.. In brief, the waste heat stream is Therminol VP1, which enters and exits the 
evaporator at 150 ⁰C and 130 ⁰C, respectively. The evaporation temperature (Tevap) for both modes was 
considered 120 ⁰C, while the condensation temperature (Tcnd) is 30 ⁰C in electricity-only mode (Mode 1) and 
50 ⁰C in CHP mode (Mode 2).  

The net electrical power output of the ORC (Pel,net) is defined as the gross electrical output of the expander 
(Pel,exp) minus the electrical power consumed by the pump (Pel,pump) and is given by the Eq. (1), considering 
also the expander-generator electromechanical efficiency (ηem,exp-G) and the pump motor efficiency (ηM,pump). 
The numeric subscripts (e.g. 2, 3) correspond to the points of the system layout in Figure. 1. 𝑃𝑒𝑙,𝑛𝑒𝑡 = 𝑃𝑒𝑙,𝑒𝑥𝑝 − 𝑃𝑒𝑙,𝑝𝑢𝑚𝑝 =  �̇�𝑤𝑓 ∙ (𝜂𝑒𝑚,𝑒𝑥𝑝−𝐺 ∙ (ℎ2 − ℎ3) − (ℎ6−ℎ5)𝜂𝑀,𝑝𝑢𝑚𝑝)                (1) 



 
 

Table 2. ORC prototype design-point parameters 
 Mode 1 (electricity-only) Mode 2 (CHP) 

Heat source mass flow rate (kg/s) 2.5 kg/s 
Heat source inlet temperature (℃) 150  
Heat source outlet temperature (℃) 130  
Expander isentropic efficiency 0.70 
ORC pump isentropic efficiency 0.65 
Expander-generator electromechanical efficiency 0.92 
ORC pump motor efficiency 0.95 
Superheating degree at expander inlet (K) 10  
Subcooling degree at condenser outlet (K) 5 
ORC working fluid R1233zd(E) 
ORC evaporation temperature (℃) 120  
ORC condensation temperature (℃) 30 50 
Cold stream temp. rise in recuperator (K) 20 - 
Electrical power output (kWe) 11.35 8.06 
Heating output (kWth) - 85.5 
ORC electrical efficiency (%) 12.84 10.01 

 
The heat input to the cycle (�̇�𝑒𝑣𝑎𝑝,𝑂𝑅𝐶), is calculated according to Eq. (2), where �̇�𝑤ℎ, ℎ𝑤ℎ,𝑖𝑛 and ℎ𝑤ℎ,𝑜𝑢𝑡 are the 
waste heat stream ‘s mass flow rate and enthalpies at the inlet and outlet of the evaporator respectively.  �̇�𝑒𝑣𝑎𝑝,𝑂𝑅𝐶 = �̇�𝑤𝑓(ℎ2 − ℎ1) = �̇�𝑤ℎ(ℎ𝑤ℎ,𝑖𝑛 − ℎ𝑤ℎ,𝑜𝑢𝑡)                (2) 

2.3. ORC dynamic modelling in component level 

To develop a robust and concurrently a relatively fast dynamic model it is imperative to choose the proper 
components, correct initial conditions and to consider appropriate simplifying assumptions for the overall 
model. For instance, there are various types, sizes and modelling approaches for the heat exchangers, pumps, 
expanders etc. Consequently, in this point the types and the approaches of the models that were used in the 
model are described briefly. 

2.3.1. Heat exchangers 

The system heat exchangers (evaporator, condenser, recuperator) were modelled using the finite volume 
method, according to the available models that are included in the Thermocycle library [11]. In this method, 
the flow length of the heat exchanger is discretized into n equal volumes (cells), in which the equations of mass 
and energy conservation are applied.  

The properties of the fluid for each volume can be calculated either at the mean states of the two nodes 
(“central scheme”), or it can be assumed that the properties of the fluid for each volume are equal to the 
properties of the fluid leaving the volume (“upwind scheme”). If the fluid flows only in one direction, the upwind 
scheme is more robust. The central scheme is more computationally intensive than the upwind scheme, but it 
deals better with discontinuities in the case of flow reversal. For the heat exchangers of the present study the 
upwind scheme was implemented. The properties of the fluid at the cell boundaries are represented by the 
symbol “*” in Figure. 2. The area of cell, volume of cell, temperature and enthalpy at each node are given by 
the following equations [Eq. (3), Eq. (4)] [12]: 𝐴𝑖 = 𝐴𝑛 ;                              𝑉𝑖 = 𝑉𝑛 ;                                               𝑖 = 1,2,3, … , 𝑛              (3) 𝑇𝑖 = 𝑇𝑖+1∗ + 𝑇𝑖∗2 ;                   ℎ𝑖 = ℎ𝑖+1∗ + ℎ𝑖∗2 ;                                      𝑖 = 1,2,3, … , 𝑛              (4) 

The mass balance and the energy balance for each side and cell of the heat exchanger are given by Eq. (5) 
and Eq. (6) respectively: 𝑑�̇�𝑖𝑑𝑡 =  �̇�𝑖∗ − �̇�𝑖−1∗

                     (5) 𝑑Ui𝑖𝑑𝑡 =  (�̇�𝑖−1∗ h𝑖−1∗ − �̇�𝑖∗h𝑖∗) + 𝑄𝑖̇                      (6) 



 
 

 
Figure. 2. Finite volume modelling approach of the heat exchangers [13] 

Furthermore, for the modelling of the heat exchangers the following assumptions are considered: 

▪ One-dimension fluid flow in the heat exchangers 

▪ Constant heat flow per area unit and linear allocation of specific enthalpy in every control volume 

▪ Negligible gravity forces in the fluid flow 

▪ Negligible pressure drops in the heat exchangers and the pipes  

2.3.2. Expander 

For the dynamic modelling of the system a volumetric screw expander is used. The dynamics of the expander 
and the pump are very fast compared to those of the heat exchangers and are modelled at steady-state. 
Neglecting the heat loss, a volumetric expander can be modelled by its isentropic efficiency and filling factor, 
given by Eq. (7) and Eq. (8) respectively: 𝜂𝑒𝑥𝑝,𝑖𝑠 =  �̇�𝑒𝑥𝑝�̇�𝑤𝑓(ℎ𝑒𝑥𝑝,𝑖𝑛−ℎ𝑒𝑥𝑝,𝑜𝑢𝑡,𝑖𝑠)                                  (7) 

𝑓𝑓 =  �̇�𝑤𝑓𝜌𝑒𝑥𝑝,𝑖𝑛𝑉𝑠𝑤𝑁𝑒𝑥𝑝                     (8) 

The work output of the expander is given by Eq. (9): �̇�𝑒𝑥𝑝 =  �̇�𝑤𝑓(ℎ𝑒𝑥𝑝,𝑖𝑛 − ℎ𝑒𝑥𝑝,𝑜𝑢𝑡)                     (9) 
Expander boundary conditions are pressure and enthalpy at the inlet and pressure at outlet. In addition, the 
inlet and outlet are considered adiabatic.  

Through the work of the expander, the net electrical power output and the waste heat energy as defined in Eq. 
(1) and Eq. (2) respectively, the ORC electrical efficiency is calculated and given by Eq. (10): 𝜂𝑒𝑙,𝑂𝑅𝐶 = 𝑃𝑒𝑙,𝑛𝑒𝑡�̇�𝑒𝑣𝑎𝑝,𝑂𝑅𝐶                (10) 

2.3.3. Pump 

Similarly, the dynamic response of the working fluid pump is very fast compared to that of the system heat 
exchangers. Hence, the pump is modelled by a steady-state lumped parameter model. In the present dynamic 
system, a centrifugal pump is used, whose role is to maintain the pressure and the mass flowrate of the working 
fluid. Usually for this type of pump the volume flow rate is a function of both the head and the rotational speed. 
However, in this model there is also the ability to define the mass flow as an input parameter. As a result, the 
pump power consumption and outlet temperature are calculated by the following equations [Eq. (11), Eq. (12)]: 𝑃𝑝𝑢𝑚𝑝 = �̇�𝑝𝑢𝑚𝑝(𝑝𝑜𝑢𝑡,𝑝𝑢𝑚𝑝−𝑝𝑖𝑛,𝑝𝑢𝑚𝑝)𝜌𝜂𝑖𝑠,𝑝𝑢𝑚𝑝                 (11) 𝑇𝑜𝑢𝑡,𝑝𝑢𝑚𝑝 = 𝑇𝑖𝑛,𝑝𝑢𝑚𝑝 + (1−𝜂𝑖𝑠,𝑝𝑢𝑚𝑝)𝑃𝑝𝑢𝑚𝑝�̇�𝑝𝑢𝑚𝑝𝐶𝑝𝑢𝑚𝑝                           (12) 

2.3.4. Tank 

A tank in an ORC system operates as a buffer storage for the working fluid to provide fluid or accumulate it 
during the transition phase of the system (start-up, part-load operation or shut-down). To calculate the working 



 
 

fluid properties, the mass balance [Eq. (13)] and energy balance [Eq. (14)] are applied in the tank, while the 
tank level is calculated by Eq. (15), where V0 is the initial total fluid volume in the tank. 𝑑�̇�𝑓𝑑𝑡 =  �̇�𝑓,𝑖𝑛 − �̇�𝑓,𝑜𝑢𝑡                  (13) 

d(E)𝑑𝑡 =  �̇�𝑖𝑛ℎ𝑖𝑛 − �̇�𝑜𝑢𝑡ℎ𝑜𝑢𝑡                  (14) 𝐻𝑡𝑎𝑛𝑘 = 𝑉𝑉0                   (15) 

2.4. ORC system modelling 

Based on the modelling of each individual component, the overall ORC system was modelled in Dymola 
through the Modelica language [14], as indicated in Figure. 4 for Mode 1 and in Figure. 3 for Mode 2.  

 

 

 

 

 

 

 

 

 

During the modelling, the pressure drops of the pipes are omitted. Additionally, the system begins in steady-
state (to avoid any discontinuities and consequent errors during the start-up) using initial conditions and then 
comes to a new steady-state after internal disturbances have been applied (heat transfer, mass flow etc). After 
that, a specific disturbance is imposed and the system results in a new steady-state. Two different scenarios 
regarding the type of the implemented disturbance are investigated, with alteration of the mass flow rate of the 
pump and change of the rotational speed of the expander. When the imposed disturbance ceases, the system 
returns to the initial steady-state. After a relevant investigation, it was inferred that a time period of 1000 s is 
well enough for the system to establish the steady-state. Thus, 1000 s is the time period that each disturbance 
lasts during the simulations. 

3. Results and discussion 

3.1. Initial conditions for the system 

As mentioned before, the initial conditions of the system are selected so that the system reaches initially the 
steady-state at the design point. The two following scenarios are investigated for each mode: 

Scenario 1: part-load operation of the system, reducing the pump mass flow rate at the 80 % of the nominal 
point and then bringing it back to the initial value 

Scenario 2: part-load operation of the system, reducing the rotational speed of the expander at the 80 % of 
the nominal point and then bringing it back to the initial value 

The initial conditions that have been defined for the system, after a relevant parametric analysis are presented 
in the Table 3. 

For the simulations of Scenario 1 for both modes the pump mass flow rate is 0.435 kg/s for the first 1000 s, 
then it is reduced at 0.385 kg/s for the next 1000 s and finally it increases again at its initial value for the last 
1000 s. 

Likewise, for the simulations of Scenario 2 for both modes the rotational speed of the expander is 2400 rpm 
for the first 1000 s, then it is reduced at 1950 rpm for the next 1000 s and eventually it increases again at its 
initial value for the last 1000 s. 

 

   Figure. 4. Dymola ORC system layout (mode1) Figure. 3. Dymola ORC system layout (mode2) 



 
 

Table 3. Initial input conditions of the system 
 Mode 1 (electricity-only) Mode 2 (CHP) 

Heat source mass flow rate (kg/s) 2.5  
Heat source inlet temperature (℃) 150  
Heat source outlet temperature (℃) 130  
Nominal working fluid mass flow rate (kg/s) 0.435 
Working fluid outlet temperature from the 
evaporator (℃) 

130 

Working fluid outlet temperature from the 
condenser (℃) 

25 45 

Recuperator cold stream temperature rise (K) 20 - 
Cooling water mass flow rate (kg/s) 3.94 3.94 
Cooling water temperature inlet in condenser (℃) 15 25 

 

Each simulation run is conducted for 3000 s with a time step of 6 s for each iteration and a tolerance of 0.0001 
for the convergence of each iteration. Also, a noticeable feature is that it needs almost 170 s and 63 s in real 
time for the systems of Mode 1 and Mode 2 respectively to converge during the simulation. 

3.2. Mode 1 results 

To begin with, an important characteristic of the system is the temperature of the working fluid at the evaporator 
outlet, as, along with the pressure, it can be used for determining the superheating degree. The variation of 
this parameter for the scenarios of Mode 1 is depicted in Figure. 5. As it is illustrated in this diagram, initially 
the evaporator outlet temperature is 130 ⁰C for both scenarios, corresponding to the design parameter (120 
⁰C and 10 ⁰C superheating). During the disturbance, in the first scenario the examined temperature is 
increased, because, although the heat recovered from the heat source remains approximately the same 
[slightly lower due to reduction of the evaporator heat transfer coefficient (U)], the working fluid mass flow rate 
decreases and thus more energy is absorbed per working fluid unit mass. Furthermore, the fluctuation of the 
working fluid pressure in the evaporator is shown in Figure. 6. At the design point, the evaporator pressure is 
15.7 bar, equal to the design evaporation pressure. On the contrary, when the disturbance occurs, in Scenario 
1 the evaporator pressure decreases, as less working fluid mass passes through the expander, which has the 
same rotational speed. Thus, less pressure is required at the inlet of the expander in order for the working fluid 
to enter the expander.  In the second scenario, in which the rotational speed of the expander is decreased, the 
evaporator outlet temperature is reduced. Inside the evaporator there is a constant volume of working fluid and 
while its density rises due to the pressure increase, there is more working fluid mass accumulated in the 
evaporator. The accumulated working fluid absorbs more thermal energy resulting in the reduction of the 
evaporator outlet temperature. Regarding the pressure, in Scenario 2 it increases, since the lower speed of 
the expander does not facilitate the passage of the working fluid, whose mass flow rate is imposed by the 
pump and remains constant. Hence, it needs to increase the pressure difference in the expander through 
higher pressure at its inlet. Furthermore, it is remarkable that in Scenario 2, although the pressure and 
subsequently the evaporation temperature rise, there is some liquid formed at the evaporator outlet reducing 
the temperature of the working fluid at the vapor saturation temperature (there is no superheating). 

It is notable that the hypothesis of constant heat flow along the heat exchanger, which is implemented during 
the modelling of the heat exchangers, is validated by the fact that the inlet and outlet temperatures of the heat 
source are 150 and 130 ⁰C, while the evaporation temperature is 120 ⁰C. Thus, at the evaporator inlet and 
outlet there is an alteration of the temperature difference of the same order of magnitude. The impact of this 
hypothesis on the results is the easier convergence of the total system and the smooth temperature increase 
along the heat exchanger. What is more, as it is also shown in the following figure, the system response during 
the implemented disturbances is rapid, as the system reaches a new steady state quite fast.  

 
Figure. 5. Evaporator outlet R1233zd(E) temperature for scenarios 1 & 2 (Mode 1) 



 
 

 
Figure. 6. Evaporator working fluid pressure for Mode 1 

In Figure. 7, the inlet and outlet temperatures of the cold stream of the recuperator are shown. At the design 
point the temperature rise of the cold stream is indeed 20 Κ equal to the design parameter, while during the 
imposed disturbance, the system reaches fast to a new steady state. In Scenario 1 the cold stream temperature 
rise in the recuperator increases, while in Scenario 2 the respective value decreases. The heat transfer in the 
recuperator is described by Eq. (16).: �̇� = �̇�𝑤𝑓𝑐𝑝𝛥𝑇       (16) 

As a result, when the mass flow rate of the working fluid declines in Scenario 1 and the temperature of the fluid 
at the expander inlet rises, the thermal heat rate is increased. In this way, the temperature difference of the 
cold stream is increased so as to counterbalance the reduction of the mass flow rate. On the contrary, in 
Scenario 2, in which the rotational speed of the expander and its inlet temperature decline, the outlet 
temperature of the expander is also reduced, resulting in lower heat rate transferred to the cold stream. Thus, 
because the mass flow rate remains constant, the cold stream temperature difference decreases. 

 
Figure. 7. Recuperator cold stream temperatures for scenarios 1 & 2 of Mode 1 

The following diagrams demonstrate the working fluid temperature at the condenser outlet (Figure. 8) and the 
condenser pressure (Figure. 9) for the system of Mode 1 and the scenarios 1 and 2 respectively. As it is 
illustrated in the relevant diagram, during the dynamic modelling the working fluid temperature at the condenser 
outlet and at the design point, as well as the condensation temperature, is approximately 37 ⁰C, namely 7 ⁰C 
higher than the respective design point value. Similarly, the condenser pressure at the design point is 1.96 
bar, higher than the design point condensation pressure. These significant differences are justified by the high 
complexity of the overall system and the fact that the design parameters of the heat exchangers, the expander 
and the pump have not been taken into account in the thermodynamic design of the system. In Scenario 1, 
the condenser outlet temperature of the working fluid and its pressure are reduced. This is due to the fact that 
the working fluid mass flow rate is decreased, while the cooling water mass flow rate and inlet temperature 
remain constant. Consequently, the working fluid is cooled in higher degree (lower outlet temperature and 
condenser pressure). In Scenario 2, the condenser outlet temperature and pressure remain stable, since the 
mass flow rate of the working fluid does not change and only the recuperator is affected by the reduced 
temperature at the expander outlet. 



 
 

 
Figure. 8. Condenser outlet R1233zd(E) temperature for scenarios 1 & 2 (Mode 1) 

 
Figure. 9. Condenser working fluid pressure for Mode 1 

As it is described in Figure. 10, the net electrical power output of the system for both scenarios at the design 
point is approximately 11280 W, almost equal as the design parameter of 11.35 kW (0.6 % lower). When the 
disturbance is imposed, in both scenarios the electrical power output is reduced because of the reduction of 
the working fluid mass flow rate (and lower expander inlet pressure and pressure difference as indicated 
before) and the rotational speed of the expander (lower evaporator outlet temperature and no superheating at 
expander inlet) respectively.   

 
Figure. 10. System electrical net power (Mode 1) 

It is worth pointing out that the heat source transfers 92.66 kW to the evaporator of the system at the design 
point. Therefore, the electrical efficiency of the system at the design point, according to Eq. (1), is 12.17 %, 
declining in 11.87 % and 11.40 %, due to the net electrical power output reduction, as long as the external 
disturbance lasts in Scenario 1 and 2 respectively. Moreover, as it is demonstrated from the diagrams of she 
system parameters for Mode 1, the system needs approximately 300 s in simulation time, to reach a new 
steady-state after an alteration in its parameters. 

 

 



 
 

3.3. Mode 2 results 

The temperature of the working fluid at the evaporator outlet for both scenarios of Mode 2 is demonstrated in 
Figure. 11, while the evaporator pressure for the correspondent cases is illustrated in Figure. 12. During the 
imposed disturbance, in the first scenario the examined temperature is increased, whereas in the second 
scenario the outlet temperature from the evaporator declines, following the trend of Mode 1 for similar reasons. 
At the design point the pressure is almost 15.7 bar, equal to the evaporation pressure. At the Scenario 1, the 
pressure of R1233zd(E) is reduced, as well as its mass flow rate, while lower expander rotational speed leads 
to the increase of the evaporator pressure in Scenario 2, for the same causes as in Mode 1.  

 
Figure. 11. Evaporator outlet R1233zd(E) temperature for scenarios 1 & 2 (Mode 2) 

 
Figure. 12. Evaporator working fluid pressure for Mode 2 

Moving to the condenser analysis, at the design point the working fluid outlet temperature (Figure. 13) is 
slightly lower than 50 ⁰C, which is the condensation temperature. In other words, R1233zd(E) exits the 
condenser lightly subcooled, being close to the saturation curve, but in the one-phase region along the whole 
simulation. During the disturbance, in Scenario 1 the temperature of the fluid after the condenser is lower for 
the same reason as it happens in the evaporator, while in Scenario 2, due to lower expander speed, the 
temperature at the expander outlet is lower, as mentioned above. Hence, because the cooling water 
parameters remain unchanged, the working fluid is cooled in a higher degree. 

 
Figure. 13. Condenser outlet R1233zd(E) temperature for scenarios 1 & 2 (Mode 2) 



 
 

Figure. 14 illustrates the condenser working fluid pressure, whose value at the design point is 2.93 bar just 
like the design parameter. During the disturbance, the pressure declines similarly to the working fluid 
temperature at the outlet of the condenser.   

 
Figure. 14. Condenser working fluid pressure for Mode 2 

Afterwards, in Figure. 15 the net electrical power output of the system is demonstrated. At the design point, 
the electrical net power is almost 7800 W, approximately 2.5 % lower than its design value. This deviation is 
owed to the fact that the design parameters of the system components have not been taken into account in 
the thermodynamic design, as well as because of the fact that R1233zd(E) was inserted in Dymola via 
CoolProp [15], which also contain some slight errors regarding its thermodynamic properties. In scenarios 1 
and 2, the net power is reduced due to similar causes as in Mode 1. 

 
Figure. 15. System electrical net power (Mode 2) 

It is notable that the heating output of the system of Mode 2 at the design point is 92.6 kW (higher than the 
design point value) decreasing in 89.44 kW and 87.03 kW in Scenario 1 and 2 respectively, while the heat 
source transfers 99.81 kW to the evaporator of the system at the design point. Therefore, the electrical 
efficiency of the system at the design point is 7.8 %, declining in 7.6 % and 7.4 % during the external 
disturbance in Scenario 1 and 2 respectively. The electrical efficiency arised from the dynamic modelling is 
lower than the design point ‘s one. The difference is owed to the same reasons as the deviation of the net 
electrical power. These are also the causes of the increased heating output of the system of Mode 2, which 
contribute to the reduced electrical efficiency. 

4. Conclusions 
The present study analysed the dynamic modelling of a vessel engine waste heat recovery Organic Rankine 
Cycle (ORC) system, which makes up the topping of a cascade ORC combined with an ejector vapor-cooling 
compression cycle (EVCC) and operates in two different modes: 1) electricity-only and 2) combined heat and 
power (CHP) via heat recovery by the ORC condenser. In the beginning, the basic concepts of dynamic 
modelling were mentioned briefly and the ORC system was described, as well as its main features and design 
point operating parameters. Furthermore, the modelling elements and methods at system component level 
were defined, whereas the total ORC system in Dymola and its simulations’ characteristics were highlighted. 
Eventually, after the presentation of the simulation results for the two modes and two different scenarios [1) 
reducing the pump mass flow rate at 80% of the nominal one and 2) decreasing the expander rotational speed 
at the 80% of the nominal one], it was demonstrated that the system, regarding most of its parameters’ values, 
during its steady-state at the design point parameters matches the values of the off design, resulting in net 
electrical power output up to 11.28 kW (Mode 1) with electrical efficiency of up to 12.17 % (Mode 1). What is 



 
 

more, the system ’s response to the disturbances ranges from 250 up to 300 s, whereas some slight deviations 
from the design point are owed to the fact that the design parameters of the system components have not 
been considered in its thermodynamic design. 
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Nomenclature 
Abbreviations 

WHR    Waste heat recovery 

ORC    Organic Rankine cycle 

LTES    Latent thermal energy storage 

ODE     Ordinary differential equations 

PDE      Partial differential equations 

CHP     Combined heat and power 

HFO     Hydrofluoroolefin 

GWP    Global warming potential 

ODP     Ozone depletion potential 

FMI Functional mock-up interface 

EVCC Ejector vapor cooling cycle 

 

Symbols: T temperature, ⁰C p pressure, bar 

HT high temperature 

n number 

A area, m2 

V volume, m3 h enthalpy, J/kg �̇�  mass flow rate, kg/s �̇� heat transfer rate, W 𝑈𝑖 internal energy, J �̇� work, W ff filling factor 

N rotational speed, rpm 

P power, W 

C specific heat capacity, J/(kgK) 

U heat transfer coefficient, W/(m2K)  

 
Greek symbols η efficiency 

ρ density, kg/m3 

ΔΤ temperature difference 

Subscripts and superscripts 𝑐𝑟𝑖𝑡 critical 𝑒𝑣𝑎𝑝 evaporation 𝑐𝑛𝑑 condensation 𝑤𝑓  working fluid 𝑒𝑚  electromechanical 𝑒𝑙  electrical 



 
 𝑒𝑥𝑝 expander 𝑝𝑢𝑚𝑝 pump 𝑀  motor 𝑤ℎ  waste heat 𝑖𝑛  inlet 𝑜𝑢𝑡 outlet 𝑖  index ℎ𝑠  heat source 𝑤  water 𝑠𝑤  swept volume  𝑖𝑠  isentropic 0  initial value 𝑒𝑣  evaporator 𝑐𝑜𝑛𝑑 condenser 
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Abstract: 

Topics such as climate change and global warming that the world has been experiencing are increasingly a 
cause for alarm and concern which means that several goals must be achieved to avoid irreversible damages 
to the environment that interfere with its stability. For that aim, it is crucial to reduce emissions by discontinuing 
the use of fossil fuels, as an energy source to produce electricity, and replacing it with renewable energies. 
For a 100% renewable energy transition it is necessary to ensure dispatchability, flexibility, safety, and 
reliability of the electrical distribution grid. The main goal of this study is to evaluate the potential of a small-
scale system using solar energy captured by Concentrated Solar Power (CSP) technology to produce 
electricity through an Organic Rankine Cycle (ORC). The System Advisor Model (SAM), one of the main tools 
for evaluating renewable energy projects, was used for system analysis. The CSP system implemented has 
gross installed power of 50kWe with 6 hours of Thermal Energy Storage (TES), whose main results are: 
production of 145529 kWh in the first year of operation, $559416.06 total investment cost and a Levelized Cost 
of Electricity (LCOE) of $0.3009/kWh. From the analysis of the results obtained, it can be seen the effect of 
economies of scale reflected in the LCOE value, which an expected consequence of scale reduction. 

Keywords: 

Concentrated Solar Power; Dispatchability; Organic Rankine Cycle; Renewables; Small-scale. 

1. Introduction 
The development of the humanity and society has brought, inherently, an energy dependence that is so 
naturally present in our daily life, almost like something previously acquired, that if for some reason there is a 
failure in the electricity distribution grid, there is no redundant system until that same failure is solved. This 
dependence coupled with the progressive increase in energy needs due, in part, to population growth and 
improvement in living standards, has led to an increase in the implementation of conventional electricity 
generation systems based on fossil fuels, resulting in increased greenhouse gas (GHG) emissions. 

Topics such as climate change and global warming have emerged more frequently, more prominent and 
alarming, as they can result in irreversible damage to the environment. The use of renewable energy cannot 
be seen as a mere investment, but rather as a civil obligation, which implies a change of mindset to achieve 
carbon neutrality, a zero balance between GHG emissions and carbon retention. Knowing that this is a global 
problem with increasing emphasis among various organizations, several targets have been imposed and 
sanctions are applied to those who do not comply with them. For that aim, the member states of the European 
Union (EU) have stipulated and agreed to carry out, through the Paris Agreement (2015), three main goals [1] 
: limit the global average temperature rise below 2ºC compared to pre-industrial levels and pursuing efforts to 
keep it below 1.5ºC; increase the capacity to adapt to the impacts of climate change and foster climate 
resilience; make financial flows consistent with a pathway towards climate resilient and low-carbon 
development. Among the goals presented, the first is the most important since it could prevent irreversible 
damage to the environment that could put the population at risk. 

In 2016, Portugal committed to ensuring carbon neutrality by the end of 2050 and developed the Roadmap for 
Carbon Neutrality (RNC2050) [1], which presents the main vectors of decarbonization and the path to follow 
for emission reduction, in conjunction with National Energy-Climate Plan (PNEC) [2], the main energy and 
climate policy instrument for the decade 2021-2030. 



  

As can be seen from Figure 1, Portugal showed a growth in GHG emissions from 1990 until 2005, when it 
reached a peak, with a significant decrease from then on, in line with the targets for carbon neutrality. In 2017, 
there was a sharp increase in emissions related to the forest fires that occurred that year. An analysis of the 
evolution without considering emissions from Land Use, Land-Use Change and Forestry (LULUCF) shows a 
global trend of reducing GHG emissions. 

 

Figure. 1.  Evolution of Portugal’s GHG emissions [3]. 

The electricity production sector, which will be target of analysis in this study, is one of the most potential for 
reducing emissions. The goal that Portugal has in this sector is clear, total decarbonization by 2050. The main 
drivers for decarbonisation in this sector are the transition from conventional electricity generation systems 
based on the use of fossil fuels to renewable energy systems, the discontinuation of use of coal by 2030 
(already achieved) and natural gas by 2040, the development of new technologies that enable energy storage 
and ensure greater intelligence and flexibility of electrical distribution grid [1]. 

Investing in carbon neutrality will result in savings importing fossil fuels with a reduction in dependence on 
foreign countries. This result is of extreme importance for Portugal economy, as the acquisition of these fuels 
from other countries represents one of the main expenses. On the other hand, it would somehow attenuate 
fluctuations in the price of energy as it would be produced nationally, reducing the dependence on the 
availability of fossil fuels and external requirements or impositions. 

In 2020, Portugal was the 11th country in the EU with the most energy dependence, with a value of 65.8%, 
while the European average was at 58%. The 8.4% decrease between 2020 and 2019 has three main causes: 
breakdown in energy consumption due to the COVID-19 pandemic; cessation of imports of coal for electricity 
production; increased production of energy from renewable sources at residential level [4]. The breakdown in 
consumption due to the pandemic leads the value of energy dependence in 2020 is not taken as a benchmark, 
since it is “artificially” low. The Figure 2 show the energy dependence in Portugal from 2000 until 2020, the 
latest data available. 

 

Figure. 2.  Evolution of Portugal’s energy dependence [4]. 

In recent years there have been large investments in photovoltaic (PV) and wind technology, but since their 
production is highly variable and depends on the availability of the resource, problems arise in terms of the 
dispatchability and stability of the electricity distribution network. As the goal is to ensure that 100% of the 
energy produced by 2050 comes from renewable resources, there will be a need to invest in other technologies 
that allow for some gap between the availability of the renewables and the production of electricity. 

Following the development and investment in non-dispatchable electricity production technologies such as 
photovoltaic and wind, arises the need to create means of storage that allow a gap between renewable 
resource availability and electricity production. CSP technology emerges as one of the potential solutions to 



  

ensure this gap. Its main advantage is the possibility of incorporating a TES system whose associated costs, 
as well as storage efficiency and environmental impact, make the technology favourable when compared to 
battery storage systems. Large-scale systems are well-known and mature but requires a very significant 
geographical area and a transport costs and losses due to a central electric production. Micro and mini-scale 
CSP – ORC systems integrated with TES can overcome the geographical limitation in a decentralized 
production. 

1.1. Solar energy as a renewable resource 

Solar energy is one of the most abundant renewable resources. Only 47% of the available solar energy reaches 
the Earth's surface (31% directly and the remaining 16% diffuse, through dust, water vapor and other 
molecules), with the remainder 53% of energy being divided into: 15% absorbed in the troposphere, 23% 
reflected by clouds, 7% reflected by the soil, 2% absorbed by the stratosphere and 6% of radiation diffused by 
the atmosphere, which does not reach the surface [5]. 

In Portugal, the implementation of renewable resources as a way of producing electricity has verified 3 main 
waves, each of which is represented by the development, growth and deployment of a given technology. The 
80s and 90s were represented by the exploitation of water energy as a strong bet on electricity production, 
however, from the 2000s there is an increase in the use of wind energy and more recently the solar resource 
with a great potential for exploration and development [6]. 

The electricity consumption in Portugal has, in the last 10 years, an average value of 50 TWh/year, but only 
2% of the total electricity production is made from solar energy [7], which reveals a fairly reduced value in 
relation to the potentiality it presents, however this technology is relatively recent when compared to the 
production systems from water and wind energy, which have a higher degree of maturity [8]. 

In assessing the potential of a zone for solar energy exploitation, radiation is the most important factor, being 
divided as: Direct Normal Irradiance (DNI), Diffuse Horizontal Irradiance (DHI) and Global Horizontal Irradiance 
(GHI). 

Among several parameters, the one that has the greatest influence on the decision on the potential of a region 
to implement a Concentrated Solar Power (CSP) system is the DNI, which are considered more interesting 
and economically more viable when the value of the average DNI is equal to or greater than 2000 kWh/m2.year 
[8,9]. Besides that, it is necessary to consider factors such as the level of nebulosity and dust since it decreases 
the fraction of available DNI. 

Portugal is one of the countries in Europe with the highest availability of solar radiation, which, despite having 
a large variability in the distribution of the DNI, presents an annual average value across the national territory 
of 1800 kWh/m2 [8], reaching 2200 kWh/m2 in certain regions, with a number of annual hours of sun from 2200 
to 3100 hours, which is much higher than the values of 1200 to 1700 hours presented by Germany [11], or 
1750 hours of European average [12]. This makes Portugal one of the European countries with the greatest 
potential for exploiting this resource for national energy production. According to the study conducted in [9], 
CSP technology presents, in Portugal, the greatest potential among all renewable energies, namely: hydraulic, 
geothermal, biomass, wind, photovoltaic and waves / tide. 

The DNI distribution in Europe and Portugal is presented in Figure 3.  

 

(a)                                                                               (b) 

Figure. 3.  DNI distribution in Europe (a) and Portugal (b) [11]. 



  

2. Concentrated Solar Power - CSP 
The principle of operation of the CSP technology, presented in Figure 4, is based on the generation of electricity 
through a heat machine involving the concentration of solar radiation. Unlike PV technology that makes use of 
GHI, CSP technology only takes advantage of the DNI fraction of the radiation that, through solar 
concentrators, causes it to focus on a receiver, heating a Heat Transfer Fluid (HTF), thereby transforming solar 
radiation into thermal energy. The concentration of radiation makes it possible for the HTF to reach quite high 
temperatures, and this thermal energy can be used to produce electricity through a heat machine, usually with 
a turbine associated with a generator. on the other hand, to be stored to create a gap between solar radiation 
and electricity production, the concept of dispatchability. 

The existence of Thermal Energy Storage (TES) allows thermal energy to be stored, creating a gap between 
solar radiation and electricity production, the concept of dispatchability. This makes it possible to create a more 
stable power distribution network, since most of the power generation systems are non-dispatchable, they 
produce and introduce electricity into the grid only when the primary resource is available. This inherent feature 
of CSP systems is one of its main advantages. 

 

Figure. 4.  Principle scheme of a CSP system [8]. 

2.1. CSP technologies 

The aim of the solar field is to concentrate solar radiation in a receiver, converting it into thermal energy. The 
concentration of radiation causes the absorbed radiative density to be higher than that on the Earth's surface, 
so that, high temperatures are reached to operate a heat machine. The CSP technologies can be classified 
according to Figure 5. Despite having the same goal, they have forms and characteristics that distinguish them 
and that cause their application to be differentiated. 

 

Figure. 5.  Classification of CSP technologies 

The aforementioned technologies are illustrated in Figure 6. A tracking system is implemented with the aim of 
making greater use of solar radiation, so that it constantly focuses the radiation on the receiver as the sun 
moves. Linear focus systems use single-axis tracking systems, while point focus systems are implemented 
with two-axis tracing systems. The orientation of the collectors is usually made in the longitudinal north-south 
direction with tracking east-west, as they ensure a greater amount of energy absorbed. 

 

(a)                                 (b)                          (c)                        (d) 

Figure. 6.  Configuration of CSP different technologies: Linear Fresnel Reflector (LFR) (a); Solar Power 
Tower (SPT) (b); Solar Parabolic Dish (SPD) (c); Parabolic Trough Collector (PTC) (d) [12]. 



  

3. Thermal Energy Storage - TES 
The production of electricity from renewable energies is not deterministic due to the variation of the natural 
resources’ availability, as well as variation in electricity consumption demand. Given the intermittent availability, 
variability and limitation of certain natural resources, the existence of storage means becomes crucial to 
compete with the dispatchability that fossil-based electricity production systems offer, which has led to the 
development of different forms of energy storage, making them efficient and sustainable [13]. In general, the 
TES allows, not only the temporary storage of thermal energy for subsequent use of that same energy, 
compensating the intermittency of the solar resource or ensuring the dispatchability of the system, but also 
gives it thermal inertia, ensuring a greater stability of operation. Some of the advantages of its use are: increase 
the capacity factor (CF), ratio between actual energy produced during a certain period and maximum 
theoretical production in the same period, by 20-25%, without TES, up to 60-85% with TES; reduce the 
operation of the power cycle at partial load; and adjust production for peak hours [14]. 

3.1. Application of TES to CSP systems 

The TES system can be classified, according to Figure 7, in Sensible Heat Storage, Latent Heat Storage and 
Chemical Energy Storage. The TES system can be characterized according to the following characteristics: 
capacity, charge and discharge power, efficiency, storage time, charge and discharge time and cost [13]. 

 

Figure. 7.  Types of TES [13]. 

The development and choice of the TES system to be implemented requires knowledge of the heat flows 
between HTF and TES during the charge process and between TES and the heat machine in the discharge 
process [13]. Most CSP systems feature two types of TES configurations: two tanks and a single tank. 

In the two-tank system the HTF is stored in two tanks with different temperatures, one of high temperature and 
another of low temperature, referred to as hot tank and cold tank, respectively. This type of TES can also be 
divided in direct, where the solar field HTF itself is used as a storage fluid, and indirect systems, where the 
HTF is different from the storage fluid, which requires the use of a heat exchanger that promotes energy 
exchange between the two fluids, as illustrated in Figure 8. 

 

(a)                                                              (b) 

Figure. 8.  Configuration of a two-tank direct (a) and two-tank indirect (b) storage system [15]. 

In single tank storage systems is typically used thermocline technology, presented in Figure 9. The storage 
medium can be the HTF itself or be a solid medium, such as rock or silica. In the first case, the hot HTF remains 
at the top of the tank while the cold is at the bottom, with a dividing line called the thermocline gradient. The 
distribution of temperatures is guaranteed by the difference in material density at different temperatures. In the 



  

second case, in the charging process, the hot solar field HTF enters the upper zone of the tank and goes out 
in the lower zone of low temperature, adding thermal energy to the solid medium, and the opposite happens 
in the discharge process [13]. This type of storage is suitable for small-scale applications as it allows a cost 
reduction compared to a two-tank system [16].  

 

Figure. 9.  Single-tank storage system [15]. 

4. Heat Transfer Fluid - HTF 
The HTF is one of the key components of a CSP system with direct influence on its performance and efficiency 
[17]. According to Benoit et al. [18], the HTF should be compatible with the materials used and the storage 
medium and be able to operate in the required temperature range, receive and transfer heat easily and 
circulate well in confined spaces. Given the high amounts of HTF required in the system, since it can be used 
as a receiver and storage medium, it is necessary to minimize its cost while increasing performance [17]. In 
addition to having direct influence on overall system efficiency, the choice of the HTF determines the type of 
TES and the power cycle to be implemented, as well as the performance it can achieve [19]. Table 1 lists the 
main properties to be considered when choosing the HTF and its influence on the system. 

Table 1.  Influence of the HTF properties on the CSP system, adapted from [14] 

Property Related to 
Solidification temperature Minimum operation temperature 

Thermal protection needs 
Thermal stability limit Maximum operation temperature 
Heat capacity TES capacity 
Viscosity HTF pumping 
Density TES volume 
Thermal conductivity Heat transfer 

Heat exchanger 
 

Improvement in the thermal properties of HTF is one of the most effective ways to improve the efficiency of 
CSP systems, as improvements in physical system have little potential since thermal losses are reduced [20]. 
The range of operating temperatures set by the HTF, and its thermal stability are the limiting factors in the 
overall system performance. The most used HTFs are water, gases, thermal oils, and molten salts. 

5. Analysis of a small scale CSP system through the System Advisor 
Model (SAM) 

CSP systems modelling is quite complex due to existing time fluctuations, resulting in transient effects on the 
system, unlike conventional power generation systems that operate much of the time at nominal conditions 
under a predominantly stationary regime [21]. 

The System Advisor Model (SAM) is a program developed by the National Renewable Energy Laboratory 
(NREL) from funding from the U.S. Department of Energy and is presented as: “free techno-economic software 
model that facilitates decision-making for people in the renewable energy industry”, namely, solar, water, wind, 
geothermal and biomass energy [22]. SAM is based on several series of the Transient System Simulation 
Program (TRNSYS) model that uses the program interface inputs as data to make the annual simulation with 
hourly system resolution. 

SAM is currently one of the most widely used software for the techno-economic analysis of CSP systems 
worldwide. One of the main benefits of using SAM, in addition to the high reliability of results, is the possibility 
of making probabilistic, stochastic, and parametric analyses, with special emphasis on the latter, since it allows 
to make the optimization of the systems based on the change of certain parameters. 



  

5.1. Implementation of the system in SAM 

For the simulation of a model in SAM it is necessary, firstly, to choose the systems model and then the 
economic model that is intended to be used to carry out the analysis.  

Due to the power cycle type being implemented and since it is the most mature technology and one of the 
most developed models in SAM, it was chosen the PTC system. Within the PTC option, the SAM have two 
distinct models: physical and empirical. The empirical model is based on correlations derived from data 
analysis obtained in systems already implemented, mainly from the Solar Energy Generating Systems (SEGS) 
in the United States of America, which makes the analysis of systems with distinct conditions more 
controversial and uncertain. On the other hand, the physical system uses concepts of heat transfer, 
thermodynamics, and fluid mechanics to characterize the system [23], so that, it was the model considered. 

The economic model chosen was the Levelized Cost of Electricity (LCOE) Calculator, suitable for preliminary 
analysis of project feasibility, that is calculated using the Fixed Charge Rate method.  

After base simulation, an optimization of the CSP system can be done. It involves choosing several parameters 
that result in a minimum LCOE value. If, on the one hand, the increase in the solar field area increases the 
electricity production, reducing the LCOE, on the other hand, in periods when the power cycle operates at 
maximum capacity and the TES is at maximum, the waste of energy increases, as well as the costs of 
installation, operation and maintenance. There is a turning point where the benefits of electricity production 
are overtaken by the remaining costs. 

The system’s layout to be implemented in SAM is presented in Figure 10. 

 

Figure. 10.  Configuration of a CSP with PTC technology and a two-tank indirect TES [24]. 

5.1.1. Location and Resource 

The SAM uses weather data from the National Solar Resource Data Base (NSRDB) developed by NREL.  

Based on the levels of radiation that are potentially most viable for the implementation of a CSP system 
presented earlier, average values of DNI above 2000 kWh/m2/year or 5.5 kWh/m2/day, the region of Faro was 
chosen for the analysis of the system, since it is in the south of Portugal that is the region with the highest 
potential to implement CSP systems, exceeding the values presented above. The main values taken from the 
database with applicability in CSP systems are: DNI, average temperature and average wind speed and the 
values referring to Faro are 5.56 kWh/m2/day, 18.5 ºC and 4.0 m/s, respectively. 

5.1.2. System Design 

The main system design parameters that determine the nominal capacity of the system are related with solar 
field, power cycle and TES, as presented in Table 2. Regarding the solar field, two crucial factor needs to be 
set: Solar Multiple (SM), design DNI. 

The SM consists of the multiple of the area of the solar field required to operate the power cycle at its nominal 
capacity, in other words, a SM=1 represents the opening area of collectors that, when exposed to the design 
DNI, generates the exact thermal energy needed to operate the power cycle at nominal capacity. 

The design DNI value is used to calculate the opening area of the solar collectors, which allows the power 
cycle to operate at the nominal capacity. Since the DNI varies over the course of the day and year, it is 
necessary to set a fixed value for the size of the solar field, knowing that its value depends on the geographical 
location and its value should be close, but lower, to the maximum value of annual DNI.  

 



  

Table 2.  Main system design parameters for SAM simulation [24]. 

Solar field 
Solar Multiple 2 
Design point DNI 800 W/m2 
HTF Pressurized water 
Solar field inlet/outlet HTF temperature 100-150ºC 

Power Cycle 
Design turbine gross output 50 kWe 

Estimated gross to net conversion factor 0.9 
Cycle thermal efficiency 0.15 

Thermal Energy Storage 
Hours of storage at design point 6 hours 
 

 5.1.3. Power cycle 

The CSP system that comes implemented in SAM by default is the conventional Rankine cycle. SAM allows 
to use a custom power cycle, called User-Defined Power Cycle (UDPC), that uses data from a certain range 
of operating conditions to make a regression model. The performance of an ORC was modelled using actual 
operating data. The UDPC requires, as independent variables, the HTF temperature, HTF mass flow, and 
ambient temperature and, as dependent variables, gross electrical power generated and the thermal power 
entering the cycle.  

5.1.4. Thermal Storage 

The TES sizing is made based on the number of hours of storage of thermal energy that allow the power cycle 
to operate at the defined nominal power. In small-scale systems, the use of the thermocline tank has great 
potential, as it reduces costs and has high performance. According to Rodriguez et al. [16], the use of 
thermocline can represent a 33% reduction in TES costs when compared with a two-tank system with the 
same thermal storage capacity. SAM only allows to set two tanks direct and indirect storage system 
configurations, so that it was not possible to use thermocline in the simulation. The main parameters for TES 
are summarized in Table 3. 

Table 3.  Main parameters for TES system implementation [24]. 

Parameter Value 
TES type Two-tank indirect storage system 
TES fluid Therminol VP-1 
Hours of storage at design point 6h 
TES thermal capacity 2 MWht 
TES volume 109.04 m3 
 

5.1.5. Financial Parameters 

The choice of the economic model, LCOE Calculator, leads to the need to introduce the relative installation 
costs as well as the fixed and variable operating costs. The relative installation costs were calculated through 
Power Purchase Agreement (PPA) economic model given that it allows to detail each of the system costs. The 
values used for installation costs are the values that SAM presents by default since they are an estimate of 
the NREL that best represents the typical costs of a CSP system. All standard values were kept except the 
cost of the power cycle which was adjusted to $1000/kWe to best represent the ORC under study. In Figure 
11 the cost to install the CSP system is presented, where it is possible to verify that the solar field and TES 
system are the main costs, with shares of 31,5% and 22,2%, respectively. 

 

Figure. 11.  CSP system installation costs [24]. 
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5.2. Results 

SAM offers several options that allow the analysis of the obtained data. The main results of the simulation are 
summarized in the Table 4 and a heat map is presented in the Figure 12. The implemented model has an 
annual electricity output of 145529 kWh for the gross installed power of 50 kWe, which reveals a relative output 
of 3234 kWh/kW. The capacity factor of 36.9% is representative of the dispatchability that the system offers. 
The economic indicator obtained is the LCOE with a value of $0.3009/kWh which, when compared to the 
benchmark costs in the literature, $0.10-$0.20/kWh for large scale systems [8], is evident the effect of 
economies of scale of CSP systems. 

Table 4.  Main results of SAM simulation [24]. 

 
The heat map shows the system’s electricity output over the first year of operation, which allows to identify the 
TES influence on the overall system performance. The period where the largest continuity of production occurs 
is between the 70th and 260th days of the year, between March and September, as expected. It is possible to 
verify the non-linear form as the system begins to operate in the early hours of the morning, which is in 
accordance with the relative movement of the sun during the year. Similarly, although the TES does not allow 
to see it, the system would also present a rounded shape in the afternoon. There are periods when the system 
presents negative power values, which is explained by the power required for the system to operate exceeds 
the power produced, such as the consumption of circulation pumps or tracking system. 

 

Figure. 12.  Heat map of the system’s electricity production in the first year of operation [24]. 

A comparison between the typical operation of the system on a winter day compared to a summer day is 
presented in Figure 13 and Figure 14, respectively. It is possible to verify that on winter days the system rarely 
operates at the design point as the available DNI is quite small and heavily affected by weather. All the energy 
that is captured in the solar field is used for power generation, there is no TES charging. On the other hand, in 
a typical summer day, a large amount of DNI is available which leads the system to a more stable operation 
at nominal capacity with great use of TES. The profile of the DNI on June 21 is perfect, which indicates that 
during that day the radiation does not face any obstacles to its passage, such as clouds. 



  

 

Figure. 13.  System operation on a typical winter day [24]. 

 

Figure. 14.  System operation on a typical summer day [24]. 

 



  

 

Figure 15 presents the monthly production of energy throughout the year, where it is possible to prove that 
most of the production takes place between March and September. That profile results from the climate 
discrepancy between the seasons of the year in Portugal. 

 

Figure. 15.  Monthly electricity production in the first year of operation [24]. 

6. Conclusion 
The shift in energy paradigm to reduce GHG emissions brings with it the need to replace the use of fossil fuels 
with renewable energies. In the power generation system, the transition to 100% renewable has some 
challenges to ensure the safety, reliability and dispatchability of the power grid. Following the development 
and investment in non-dispatchable electricity production technologies such as hydropower, wind, and PV, 
arises the need to create means of storage that allow a gap between renewable resource availability and 
electricity production. 

CSP technology emerges as one of the potential solutions to ensure this gap. Its main advantage is the 
possibility of incorporating a TES system whose associated costs, as well as storage efficiency and 
environmental impact, make the technology favourable when compared to battery storage systems. 

SAM is one of the leading tools for the techno-economic analysis of renewable energy systems, but its use for 
small-scale CSP systems analysis has proved challenging. Despite this, it was possible to implement a small-
scale CSP case study that enabled the integration of an ORC actual data. The main results are: annual 
electricity production (145529 kWh), system cost ($559416.06), capacity factor (36.9%) and LCOE 
($0.3009/kWh). 

Even though SAM has several options that allow to create models with different characteristics and functions, 
it was found that it is not fully adapted for systems with such a small scale. 
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Abstract: 
Waste heat recovery is one of the alternative energy sources that have been investigated by scientists in 
recent decades to address ongoing environmental problems, such as global warming. The organic Rankine 
cycle is a promising waste heat recovery technology to exploit industrial waste heat, even at low-temperature 
levels (<100oC), for electricity production. The proposed study presents and compares two innovative 
organic cycle designs feeding with the same available heat source. The first cycle includes a nearly 
isothermal expander, where a small fraction of the supplied waste heat is continuously provided to the 
expander, aiming to approach a quasi-isothermal process instead of an adiabatic one, avoiding the 
temperature decrease due to the expansion process. The result is an increase in the cycle’s thermal 
efficiency and greater power output production compared to the adiabatic expansion process. The second 
configuration is called the trilateral flash cycle, where the working fluid does not reach the saturated vapor 
state during heating at the heat recovery system, while it expands into the two-phase region of the fluid. The 
aforementioned cycles are investigated parametrically in terms of thermodynamics with a low-temperature 
heat source (80-100oC) for different organic working fluids, such as the R1234ze(E), R1234yf, R1233zd(E), 
and R134a. Parametric studies are carried out through Aspen Plus software, while a techno-economic 
comparison of the organic cycle designs is conducted based on Aspen Process Economic Analyzer and 
literature data. According to the final results, R1233zd(E) seems to be the most proper working fluid 
thermodynamically, while the organic Rankine cycle with nearly isothermal expansion achieves higher values 
of both electrical and exergy efficiencies, reaching the maximum values of 10.51%, and 52.27%, 
respectively. In terms of finance, both cycles achieve similar payback period values, reaching the value of 
1.56 years in the case of the trilateral flash cycle and assuming 8,000 operating hours per year. Finally, for 
the trilateral flash cycle, lower net present value levels of about 30% compared to the corresponding values 
for the other cycle, are determined despite its lower installation cost. 

 
Keywords: 
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1. Introduction 
In recent decades, the increasing energy demand, economic, and population growth, as well as the high 
penetration of fossil fuels into the energy sector have led to significant environmental problems, such as air 
pollution, and global warming. Thus, the international community and scientists worldwide have promoted 
the utilization of alternative energy sources, such as the recovery of waste heat. In the industrial sector, 
considerable amounts of heat in various temperature levels depending on the processes, are rejected to the 
ambient, which can be recovered and further exploited to produce electricity or heating [1]. One of the most 
commercially available low-grade waste heat recovery technologies is the Organic Rankine Cycle (ORC). 
This cycle has a similar structure to the water-steam Rankine cycle but employs organic fluids with low 
saturation temperature levels. Thus, ORC can exploit low-temperature heat sources, even below 100oC to 
produce electricity, while this kind of installation is highly reliable and easy to maintain [2]. 



Many researchers around the globe have focused on the performance of ORC modules. Indicatively, Eyerer 
et al. [3] analyzed experimentally the utilization of substances with low Global Warming Potential (GWP), 
such as R1233zd(E) and R1224yd(Z), instead of conventional fluids, such as R245fa. According to the final 
results, the maximum power output was achieved, when R245fa was used, which was 9%, and 12% higher 
than that of R1233zd(E), and R1224yd(Z), respectively. However, in the case of using the eco-friendly 
medium R1233zd(E), the thermal efficiency was enhanced by 2% compared to the other two fluid options. In 
the past few decades, the integration of the nearly isothermal expansion process in the ORC  has been 
investigated. During the expansion process, heat is transferred to the organic medium maintaining the 
temperature at a higher level, compared to the conventional adiabatic process. Thus, the power output and 
thermal efficiency are expected to be enhanced [4]. Indicatively, Ziviani et al. [5] studied an ORC unit with 
liquid-flooded expansion and internal regeneration for different working media. In that case, a secondary fluid 
was ejected at the expander inlet being in thermal equilibrium with the organic fluid, to limit the temperature 
reduction due to the expansion procedure. So, the net electricity production and cycle efficiency could be 
increased by 20%, reaching up to 50% of the Carnot efficiency. Moreover, Kosowski and Piwowarski [6] 
performed the thermodynamic analysis of both a conventional ORC and an ORC with the ideal isothermal 
process. The incorporation of the isothermal process led to an increased cycle efficiency of up to 12% when 
the organic fluid reached the saturated vapor state, and up to 7% when the organic fluid reached the 
superheated vapor state. 

In addition, another design has also gained attention and is called Trilateral Flash Cycle (TFC), which is a 
cycle similar to ORC. In TFC application, the working fluid reaches the saturated liquid state without 
evaporation and expands into the two-phase region. More specifically, Iqbal et al. [7] investigated in terms of 
energy a TFC system in comparison with a conventional ORC, considering a low-temperature heat source, 
up to 100oC. According to this study, TFC could produce at least 50% further useful electricity compared to 
the conventional ORC for the same heat source and heat sink conditions. Ajimotokan [8] analyzed 
energetically and exergetically four TFC configurations, i.e. the simple TFC, the recuperated TFC, the reheat 
TFC, and the regenerative TFC. The results indicated that the aforementioned cycles could achieve thermal 
efficiencies of 21.97%, 23.91%, 22.07%, and 22.9%, respectively if the highest temperature of the cycle was 
equal to 473 K, and n-pentane was utilized as the working medium. 

In parallel, many publications are concentrated on the comparison of different cycle designs. First, Zhar et al. 
[9] studied thermodynamically and economically three ORC configurations, i.e. the basic ORC, the reheat 
ORC, and the regenerative ORC, for different working fluids. According to the final outcomes, the 
regenerative ORC performed better energetically and exergetically, as the energy efficiency was enhanced 
by 13%, and the exergy destruction was reduced by 44%, contrasted to the basic ORC installation. From an 
economic point of view, all the configurations achieved similar payback periods and levelized cost of energy 
values. Furthermore, Kanno and Shikazono [10] carried out a thermodynamic comparison between a 
Rankine cycle, a TFC, and a supercritical cycle, taking into consideration different working media. Two 
different heat source cases were examined i.e. exhaust gas at a temperature level of about 400oC, and hot 
water at a temperature level of about 80oC. Assuming the 80oC hot water as the heat source, the maximum 
exergy efficiency was determined based on the sink temperature for the TFC unit, using hydro-fluorocarbon 
refrigerants. Finally, for the 400oC  exhaust gas case, the ethanol supercritical cycle achieved the highest 
sink-temperature-based exergy efficiency. 

According to the previous literature review, scientists are interested in the investigation of innovative organic 
cycle designs, such as the ORC with nearly isothermal expansion (ORC-NIE) or the TFC. Nevertheless, 
most of the aforementioned studies focus on a single design or compare these designs with other ones. 
There is a lack of research articles that compare these two configurations in terms of energy, exergy, and 
economics. So, the present work investigates the thermodynamic performance of both ORC-NIE and TFC, 
taking into account different working fluids. The heat source of both cycles is hot water with a temperature of 
up to 100oC. Additionally, the two cycles are analyzed financially. The thermodynamic simulations are carried 
out in Aspen Plus software, while the cost estimation analysis is based on Aspen Process Economic 
Analyzer, and data from the literature studies [11,12]. 

2. Organic cycle designs’ fundamentals 

2.1. Organic Rankine cycle with nearly isothermal expansion  
The proposed configuration includes the basic ORC devices, i.e. the pump, the heat recovery system, and 
the condenser. It is assumed that the organic fluid exits the heat recovery system as superheated steam, 
with a superheating level of 10 K. The subcooling level at the condenser is considered at 2 K. Additionally, 
the innovative element of this design, which is the incorporation of the nearly isothermal expansion process, 
has been decided to be modeled as a two-stage expansion, with intermediate additional heat input (Qheater). It 
is also assumed that the fluid exits the first stage at an intermediate pressure level, then is heated up 
reaching the same temperature level as the one of the superheated steam at the heat recovery system 
outlet, and, finally, expands up to the condenser saturation pressure in the second stage. The intermediate 
pressure level (Pmed) is defined taking into account the high (Phigh) and the low-pressure level (Plow) as [13]: 



𝑃𝑚𝑒𝑑 = √𝑃ℎ𝑖𝑔ℎ ∙ 𝑃𝑙𝑜𝑤 , (1) 

The ORC high pressure (Phigh) is determined by taking into consideration a temperature difference of 10 K 
between the heat source inlet temperature (Tw,in) and the fluid temperature at the outlet of the heat recovery 
system. The main outputs of the ORC-NIE, which are the net electricity production (Pel,net,ORC-NIE), the 
electrical efficiency (ηel,ORC-NIE), and the exergy efficiency (ηex,ORC-NIE), are described by the following 
expressions: 𝑃𝑒𝑙,𝑛𝑒𝑡,𝑂𝑅𝐶−𝑁𝐼𝐸 = 𝑃𝑒𝑙,𝑒𝑥𝑝,𝑂𝑅𝐶−𝑁𝐼𝐸 − 𝑃𝑒𝑙,𝑝𝑢𝑚𝑝,𝑂𝑅𝐶−𝑁𝐼𝐸 , (2) 𝜂𝑒𝑙,𝑂𝑅𝐶−𝑁𝐼𝐸 = 𝑃𝑒𝑙,𝑛𝑒𝑡,𝑂𝑅𝐶−𝑁𝐼𝐸𝑄𝐻𝑅𝑆,𝑂𝑅𝐶−𝑁𝐼𝐸+𝑄ℎ𝑒𝑎𝑡𝑒𝑟, (3) 

𝜂𝑒𝑥,𝑂𝑅𝐶−𝑁𝐼𝐸 = 𝑃𝑒𝑙,𝑛𝑒𝑡,𝑂𝑅𝐶−𝑁𝐼𝐸𝐸𝐻𝑅𝑆,𝑂𝑅𝐶−𝑁𝐼𝐸+𝐸ℎ𝑒𝑎𝑡𝑒𝑟, (4) 

The exergy rate (E) due to a heat rate (Q) at a temperature level of (T), considering the reference 
temperature (T0) of 25oC (298.15 K) can be defined as [14]: 𝐸 = 𝑄 ∙ (1 − 𝑇0𝑇 ), (5) 

The model of the ORC-NIE in Aspen Plus is depicted in Figure 1.  

 

 

Figure. 1.  Model of the ORC-NIE in Aspen Plus. 

2.2. Trilateral flash cycle  
The other examined design includes all the basic ORC devices, i.e. the pump, the heat recovery system, the 
expander, and the condenser. The main difference between the basic ORC module and the proposed one 
(TFC) is that the working medium exits the heat recovery system in the state of saturated liquid, without any 
evaporation or superheating. Subsequently, the fluid expands into the two-phase region of the substance. 
Additionally, the subcooling level at the condenser is considered at 2 K. The ORC high pressure (Phigh) is 
determined by taking into consideration a temperature difference of 10 K between the heat source inlet 
temperature (Tw,in) and the fluid temperature at the outlet of the heat recovery system. The main outputs of 
the TFC, which are the net electricity production (Pel,net,TFC), the electrical efficiency (ηel,TFC), and the exergy 
efficiency (ηex,TFC), are described by the following equations: 𝑃𝑒𝑙,𝑛𝑒𝑡,𝑇𝐹𝐶 = 𝑃𝑒𝑙,𝑒𝑥𝑝,𝑇𝐹𝐶 − 𝑃𝑒𝑙,𝑝𝑢𝑚𝑝,𝑇𝐹𝐶 , (6) 𝜂𝑒𝑙,𝑇𝐹𝐶 = 𝑃𝑒𝑙,𝑛𝑒𝑡,𝑇𝐹𝐶𝑄𝐻𝑅𝑆,𝑇𝐹𝐶 , (7) 

𝜂𝑒𝑥,𝑇𝐹𝐶 = 𝑃𝑒𝑙,𝑛𝑒𝑡,𝑇𝐹𝐶𝐸𝐻𝑅𝑆,𝑇𝐹𝐶 , (8)  

The model of the TFC in Aspen Plus is depicted in Figure 2. 



 

Figure. 2.  Model of the TFC in Aspen Plus. 

2.3. Techno-economic analysis 
First, the investment cost (IC) of each cycle is defined taking into account the values that come from Aspen 
Process Economic Analyzer, and the literature studies [11,12]. In addition, the annual cash flow (CF) is 
defined considering the annual inflows and outflows. The annual inflows are consisted of the revenues from 
electricity selling, while the annual outflows include the operation & maintenance costs (KO&M). Taking into 
account the annual electricity production in kWh (Yel), the operating hours per year (hours), and the 
electricity selling price in €/kWh (Kel), the annual cashflow is described by the following expression: 𝐶𝐹 = 𝑌𝑒𝑙 ∙ 𝐾𝑒𝑙 − 𝐾𝑂&𝑀 = 𝑃𝑒𝑙,𝑛𝑒𝑡 ∙ ℎ𝑜𝑢𝑟𝑠 ∙ 𝐾𝑒𝑙 − 𝐾𝑂&𝑀                                                             (9) 

Then, the major financial indexes are defined. First, the payback period (PBP) is calculated as: 𝑃𝐵𝑃 = 𝑙𝑛( 𝐶𝐹𝐶𝐹−𝐼𝐶∙𝑖)𝑙𝑛(1+𝑖)                                  (10) 

The net present value (NPV) is calculated as: 𝑁𝑃𝑉 = −𝐼𝐶 + 𝐶𝐹 ∙ (1+𝑖)𝑁−1𝑖∙(1+𝑖)𝑁                      (11) 

The aforementioned financial parameters are presented in Table 1.  

Table 1.  Parameters of financial analysis 
Parameters Values 
Electricity selling price (Kel) 0.2 €/kWh 
Project lifetime (N) 20 years 
Discount factor (i) 4% 
Operation & maintenance cost (KO&M) 2% of the investment cost 
 

2.4. Simulation methodology 
First, the aforementioned cycles are studied parametrically in terms of thermodynamics in steady-state 
conditions through the developed models in Aspen Plus. More specifically, three main parameters are 
examined, the heat source inlet temperature (Tw,in), which strongly affects the cycle’s high pressure (Phigh), 
the condenser saturation temperature (Tcond), which strongly affects the cycle’s low pressure (Plow), and the 
expander isentropic efficiency (ηis,exp). These values vary into a specific range to investigate their influence 
on the energetic and exergetic performance of the system. The heat source inlet temperature (Tw,in) ranges 
from 80 to 100oC, with a default value of 100oC, the condenser saturation temperature (Tcond), ranges from 
10 to 40 oC, with a default value of 30oC, and the expander isentropic efficiency (ηis,exp) ranges from 0.4 to 
0.8, with a default value of 0.7. Other parameters that remain constant during this analysis for both cycles 
are presented in Table 2. In parallel, the systems’ operation is also examined for four different working fluids, 
which are depicted in Table 3. REFPROP is utilized as a proper method for refrigerants’ properties [15]. 
Three of them (R1234ze(E), R1234yf, R1233zd(E)) are eco-friendly media with low GWP values, while 
R134a is a conventional refrigerant with a high level of GWP. All these fluids have zero Ozone Depletion 
Potential (ODP) and are selected as they have a critical temperature close to the examined heat source 
temperature levels. Then, the 2 designs are investigated financially. For this study, different values of 



operating hours per year are assumed. All the defined thermodynamic and financial indexes (ηen, ηex, PBP, 
NPV) are used to compare the aforementioned two cycles and specify the most techno-economically viable 
one when the two cycles are fed with the same heat source. Finally, it is important to mention that the two 
cycles are decided to be compared for similar heat input rates. That’s why, a constant temperature difference 
of 20K and a constant flow rate is considered for the hot water stream. 

Table 2.  Constant parameters of both cycles. 
Parameters Values 
Pump isentropic efficiency 0.7 
Pump driver efficiency 0.93 
Expander mechanical efficiency 0.95 
Heat source (hot water) volume flow rate 75.5 m3/h 
Heat source (hot water) pressure 3 bar 
Heat source (hot water) temperature difference 20 K 
 

Table 3.  Examined working fluids [14,16]. 
Working fluid Flammability & 

Toxicity 
Pcrit (bar) Tcrit (oC) ODP GWP 

R1234ze(E) No 36.35 109.26 0 7 
R1234yf No 33.82 94.70 0 4 
R1233zd(E) No 36.24 166.45 0 4.5 
R134a No 40.56 101.03 0 1320 
 

3. Results and discussion 

3.1. Thermodynamic analysis 
In this section, the results of the thermodynamic analysis are presented. More specifically, the influence of 
the three aforementioned parameters, i.e. the heat source inlet temperature the condenser saturation 
temperature, and the expander isentropic efficiency, on the electrical and exergy efficiency of both cycles for 
different organic working media, is examined.  

Figures 3 and 4 indicate that both electrical and exergy efficiencies increase with increasing heat source inlet 
temperature for both cycles and all working fluids. The maximum achieved electrical and exergy efficiencies 
of the ORC-NIE are equal to 7.7% and 38.32% respectively, while the same values for TFC are found at 
5.19%, and 25.82% respectively when the heat source inlet temperature is equal to 100oC and R1233zd(E) 
is used as the fluid. 

On the other hand, the electrical and exergy efficiencies have a decreasing rate depending on the condenser 
saturation temperature for both cycles and all fluids, as shown in Figures 5 and 6. The lower the condenser 
saturation temperature, the lower the cycle’s low pressure, so the cycle’s useful work increases. The 
maximum electrical efficiency of the ORC-NIE and the TFC is calculated at 10.51% and 7.46%, respectively, 
for a condenser saturation temperature of 10oC and R1233zd(E) as the working medium. At the same 
temperature and for the same fluid, the exergy performance reaches the value of 52.27%, for the case of 
ORC-NIE, and 37.11%, for the case of TFC. 

Moreover, the electrical and exergy efficiencies increase when the expander isentropic efficiency increases 
for both cycles and all the fluids, as it is illustrated in Figures 7 and 8. When the isentropic efficiency 
increases, the process is getting closer to the ideal isentropic one, leading to higher power output. The 
maximum determined electrical and exergy efficiencies of the ORC-NIE are equal to 8.79% and 43.72% 
respectively, while for TFC these values are defined at 6.08% and 30.26% respectively when the expander 
isentropic efficiency is equal to 0.8 and R1233zd(E) is the fluid used. 

Consequently, according to Figures 3-8, in all cases, the electrical and exergy efficiencies of the ORC-NIE 
are higher compared to the corresponding values of TFC, as the energy content of the fluid at the expander 
inlet is greater for the case of the ORC-NIE, leading to higher power output. Furthermore, the most efficient 
fluid in terms of energy and exergy performance is R1233zd(E) for both cycles. At this point, it is important to 
mention that the influence of the working fluid type on the expander isentropic efficiency is not taken into 
account. It is assumed that the entire range of isentropic efficiency from 0.4 to 0.8 can be achieved utilizing 
all the examined working media.  

The maximum achieved value of ORC-NIE electrical efficiency, which is equal to 10.51%, is similar to the 
corresponding optimized value calculated in the study [5]. For a heat source temperature of 100oC, the 
optimum efficiency was found at 9.6%. Moreover, according to one study [10], the TFC electrical efficiency 
reached the value of 7.4 %, when the heat source temperature was equal to 80oC. In the present study, the 
maximum defined level of TFC electrical efficiency is equal to 7.46%, which is close to the value in the 
literature. 



The main thermodynamic results for both cycles at the default scenario conditions (heat source inlet 
temperature, the condenser saturation temperature, and the expander isentropic efficiency equal to 100oC, 
30oC, and 0.7, respectively) and R1233zd(E) as the working fluid, including the main results of the heat 
exchangers, are presented in Table 4. The TFC condenser requires greater surface area as the condenser 
load is larger in this case compared to the case of ORC-NIE. Additionally, for the ORC-NIE a greater 
exchange area at the heat recovery system is needed to be installed, as in this case, three processes are 
taking place, which are the preheating, the evaporation, and the superheating of the working medium. On the 
other hand, TFC requires a heat recovery system with a smaller area, because the fluid reaches the state of 
saturated liquid. 

In addition, the Sankey diagrams for the default case of each cycle are illustrated in Figures 9 and 10. It is 
important to mention that the available heat source load has been defined taking into account the 
temperature difference between the heat source inlet temperature and the reference (ambient) temperature. 
According to the Sankey diagrams, the pump and the condenser loads of TFC are greater than the ones of 
ORC-NIE, leading to poorer exploitation of the available heat source. In addition, a temperature-specific 
entropy (T-s) chart for both cycles is depicted in Figure 11. According to this diagram, it is obvious that the 
enclosed surface of the ORC-NIE, which represents the cycle’s useful output, is larger compared to the case 
of TFC. Taking all of the above into consideration, the ORC-NIE is the most proper choice in terms of 
thermodynamics for low-grade heat sources. 

 

 

Figure. 3.  Electrical efficiency depending on the heat source inlet temperature for both cycles and different 
organic working fluids. 

 

Figure. 4.  Exergy efficiency depending on the heat source inlet temperature for both cycles and different 
organic working fluids. 



 

Figure. 5.  Electrical efficiency depending on the condenser saturation temperature for both cycles and 
different organic working fluids. 

 

Figure. 6.  Exergy efficiency depending on the condenser saturation temperature for both cycles and 
different organic working fluids. 

 

Figure. 7.  Electrical efficiency depending on the expander isentropic efficiency for both cycles and different 
organic working fluids. 



 

Figure. 8.  Exergy efficiency depending on the expander isentropic efficiency for both cycles and different 
organic working fluids. 

 

Table 4.  Main thermodynamic results of both cycles at the default scenario (R1233zd(E) as working fluid). 
Outputs Values for ORC-NIE Values for TFC 
Condenser area 210.2 m2 261.4 m2 
Condenser UA 178.7 kW/K 222.2 kW/K 
Heat recovery system area 143.7 m2 78.5 m2 
Heat recovery system UA 122.2 kW/K 66.7 kW/K 
Additional heater area 14.7 m2 - 
Additional heater UA 12.5 kW/K - 
Low pressure 1.55 bar 1.55 bar 
High pressure 6.58 bar 8.33 bar 
Refrigerant mass flow rate 6.7 kg/s 21.4 kg/s 
Total heat input 1686.2 kW 1690.5 kW 
Pump electricity consumption 4.15 kW 17.77 kW 
Expander electricity production 134.05 kW 105.53 kW 
Net electricity production 129.9 kW 87.76 kW 
Electrical efficiency 7.70% 5.19% 
Exergy efficiency 38.32% 25.82% 
 

 
Figure. 9. Sankey diagram for the default scenario (R1233zd(E) as working fluid) of the ORC-NIE. 

              
       

                  
        

                    
        

                   
           

          
    
       

            
      
       

     
                
       

                    
             

                      
         

          
     
       
    

         

            
             
         



 
 

Figure. 10. Sankey diagram for the default scenario (R1233zd(E) as working fluid) of the TFC. 

 

 
Figure. 11. Temperature-specific entropy (T-s) diagram for the default scenario (R1233zd(E) as working 
fluid) of the two examined cycles. 

 

3.2. Techno-economic analysis 
In this section, the results of the techno-economic study are presented, which have been calculated taking 
into account R1233zd(E) as working fluid and the thermodynamic results of the default scenario, from the 
previous section. As it is shown in Table 5, the investment cost of the ORC-NIE is greater compared to the 
corresponding value of the TFC. It is considered a reasonable result, as the higher electricity production 
requires a larger expander size. Additionally, the ORC-NIE requires heaters with larger heat-exchanging 
areas, as shown in Table 4. The greater size of these components strongly affects the investment cost, 
leading to a significant increase. Additionally, the ORC-NIE achieves greater values of NPV for all the 
examined operating hours. NPV is equal to 299 k€ in the case of 2,000 operating hours per year, and 2,417 
k€ for 8,000 operating hours. However, for the TFC, slightly lower values of PBP are calculated, which are 
determined from 1.56 years for 8,000 operating hours per year up to 7.68 years when the operating hours 
are equal to 2,000. Consequently, the TFC is more economically viable in terms of initial cost and achieves 
slightly lower PBP, but in terms of NPV, the ORC-NIE performs better financially. For the case of 8,000 

              
       

                  
      

                    
       

                   
             

          
    
        

            
      
       

     
                
        

                    
             

                      
         

          
     
       
    

         

            
             
         



operating hours per year, the main techno-economic results are presented in Table 5. The financial indexes 
for both cycles and different operating hours per year are shown in Figure 12. 

 

Table 5. Results of techno-economic analysis 
Costs Values for ORC-NIE Values for TFC 
Investment cost  320,300 € 202,000 € 
Investment cost per kWel 2,466 €/kWel 2,300 €/kWel 
Annual electricity production (8,000 operating hours) 1,039.1 MWh 702.1 MWh 
Annual cash flow (8,000 operating hours) 201.4 k€ 136.4 k€ 
Net present value (8,000 operating hours) 2,417 k€ 1,651 k€ 
Payback period (8,000 operating hours) 1.68 1.56 
 

 

 

Figure. 12.  Net present value and payback period for both cycles and different operating hours per year. 

4. Conclusions 
The present paper focuses on thermodynamic and techno-economic analysis and comparison of two organic 
cycle designs that are capable of operating at low-grade heat sources. For the comparison, the same 
available heat source conditions are assumed. The first one is similar to the ORC, but the expansion process 
approaches the isothermal conditions, and the second one is the TFC. The main conclusions are 
summarized below: 

▪ R1233zd(E) seems to be the most proper organic working medium for both cycles in terms of 
thermodynamics. 

▪ Both electrical and exergy efficiencies are enhanced with the increase of the heat source inlet 
temperature, and the expander isentropic efficiency while having a decreasing rate when the condenser 
saturation temperature increases. 

▪ For the ORC-NIE, higher levels of electrical and exergy efficiencies are determined. The maximum 
achieved values are 10.51%, and 52.27%, respectively. 

▪ For the case of TFC, lower investment costs and slightly lower payback period values are defined. The 
payback period can reach the value of 1.56 years when the annual operating hours are equal to 8,000. 

▪ The ORC-NIE performs better in terms of net present value levels. On the other hand, TFC achieves net 
present values which are about 30% lower compared to the corresponding values of ORC-NIE. 

 

The present work can be extended in the future, considering other organic cycle configurations, such as the 
recuperative ORC, and performing transient simulations. 
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Nomenclature 
CF   Cash Flow, € 

E     exergy rate, kW 

GWP  Global Warming Potential, - 

i   Discount factor, % 

IC   Investment Cost, € 

K   Cost, € 

N   Project lifetime, years 

NPV  Net Present Value, € 

ODP  Ozone Depletion Potential, - 

P   pressure, bar 

PBP  Payback Period, years 

Pel   electrical load, kW 

Q   heat rate, kW 

T   temperature, °C or K 

UA   Heat transfer coefficient, kW/K 

 

Greek symbols 
η   efficiency 

Subscripts and superscripts 
0   reference 

cond  condenser 

crit   critical 

el   electrical 

ex   exergy 

exp  expander 

heater  heater 

high  high 

HRS  heat recovery system 

in   inlet 

is   isentropic 

low  low 

med  intermediate 

net   net 

O&M  Operation and maintenance 

ORC-NIE Organic Rankine Cycle with nearly isothermal expansion 

pump  pump 

TFC  Trilateral Flash Cycle 

w   water 
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Abstract:

As a part of the transition of the energy system towards renewables, new technologies and combinations of technologies are emerging.

These include utilization of medium temperature industrial processes or availability of surplus heat from renewables. For these appli-

cations, organic Rankine cycles may be cost efficient solutions, if both expander work and condenser heat may be utilized as valuable

products. In this study, a solar powered organic Rankine cycle using a zeotropic mixture is investigated from a design perspective.

Both an Exergy and Exergoeconomic analysis were conducted. The investigated unit is capable of co-producing approximately 30 kW

electricity and 160 kW district heating with a exergetic efficiency of > 60 %. The unit is able to compete with existing renewable

power generating systems in terms of specific cost of electricity.

Keywords:

Exergy, Exergoeconomic Analysis, Organic Rankine Cycle, Zeotropic Mixtures, District Heating.

1. Introduction

The climate crisis is the defining crisis of our time, and the escalation has been substantial in the last decade. The global

threat is substantial and we as a society have the possibility of changing our current heading [1, 2]. In the last decade,

the focus on finding new solutions to slow down or reverse our impact on the climate has been growing. This is also due

to the heightened commitment from many governing bodies to pass laws and set goals that push the transition towards

a carbon-neutral society. The European Union has published the Strategic Energy Technology Plan (SET-plan) which

highlights 10 innovations and reaches areas that boost the progress to reach the goals set by the European Union [3].

The overall goal set by the European Union is to reduce the total emissions by 40 % between 1990 and 2030 [4]. In

Denmark, the ambitions have been set high and goals of reducing the total emission by 70 % by 2030 and achieving net

zero emissions by 2050 have been established by the Danish government. These goals will be achieved by increasing the

supply of renewable energies and through energy optimisation. This will be guaranteed by investing in programmes such

as the EUDP programme which focuses on research, development and demonstration (R&D) of new technologies related

to renewable energy [5±7].

Due to their flexibility, safety, and low maintenance, ORC’s appears to be a promising technology. They have favourable

characteristics to exploit waste heat or low-temperature heat sources stemming i.e. from power-to-X or pyrolysis plants

for conversion into work or electricity [8±10]. The combinations of heat source and ORC are many. However, in recent

years extensive research has been carried out investigating solar-powered ORC systems. The use of solar irradiation as the

driving force of the ORC shows great promise as a renewable energy technology due to the high compatibility between

the achievable temperature of the solar collector matches well with the working temperature of the ORC cycle [8, 11, 12].

The Parabolic Trough Collector (PTC) is the most mature solar concentrating technology and is typically chosen due to

their reasonable cost and relatively high efficiency. Furthermore, they perform well in lower solar resources and/or more

cloudy climates [11±13].

The investigation of working fluids for ORC systems is covered in great length in literature where many have applied

exergy analysis while fewer have performed an exergoeconomic analysis. The performance and economics of an ORC

system are tightly linked to the working fluid. A higher efficiency may be achieved by choosing the correct working

fluid, even with less expensive components [9, 14]. Many studies also consider the use of fluid mixtures as the working

fluid. The great interest in fluid mixtures for use in power cycles stems from the possibility to reduce the irreversibility

during a two-phase heat transfer process by utilizing the temperature glide of the working fluid mixture [14]. Rayegan

and Tao [15] developed a methodology specifically for the selection of working fluids for solar-driven ORC systems.

The method based the selection of working on several different parameters such as the molecular components of the

fluids, temperature-entropy diagram and effects on the thermal and exergy efficiency. Tchanche et al. [9] investigated

the performance of a low-temperature solar ORC based on thermodynamic criteria such as working pressure, mass and



volume flow of different working fluids. Isentropic working fluids proved favourable such as butane and n-pentane. R152a,

R600a, R600 and R290 also resulted in attractive performances. Habka and Ajib [16] investigated the performance of

zeotropic mixtures in a small solar-driven ORC for combined heat and power. They further compared the mixture with

pure fluids. The results showed that the mixture R409A outperformed the pure fluid R134a and R245fa, and could reduce

the production cost of the energy unit to 16.20%. In a similar study done by Wang and Zhao [17], a low-temperature solar-

driven ORC using both pure fluid and zeotropic mixtures is investigated. They also introduced an internal heat exchanger

(IHEX) to the ORC. The IHEX improves the overall efficiency of the cycle. They found that when superheating the

zeotropic mixtures and introducing the IHEX, a significant increase in thermal efficiencies can be gained. Garg et al. [18]

investigated hydrocarbons mixed with carbon dioxide for flammability suppression of the hydrocarbons in a medium-

temperature concentrated solar-powered ORC. Their study showed that extending the heat recovery in the IHEX into the

two-phase region resulted in higher efficiency and is advantageous. However, at the same time, an exergy analysis showed

that irreversibility in the IHEX was caused by the shifting of the pinch point towards the warm end of the IHEX. With a

mixture of propane and CO2 a real cycle efficiency of 15±18% was achieved at a source temperature of 573 K.

Ashouri et al. [19] performed an exergo-economic analysis and optimization of a double pressure ORC with a solar

collector and storage tank. Results show that system can reach the efficiency of 22.7%. The exergoeconomic analysis

revealed that the solar collector has the highest Ż + ĊD due to both high exergy destruction and high investment costs of

the collector. Following the collector, the storage tank, condenser, turbine, recuperator and evaporators had the highest

destruction. Le et al. [20] carried out similar thermodynamic and economic optimization of a subcritical ORC (Organic

Rankine Cycle) using a pure (n-pentane and R245fa) or a zeotropic mixture working fluid (mixtures of the two). In

the study, a maximization of exergy efficiency and minimization of the LCOE (Levelized Cost of Electricity) was found

which showed that the n-pentane-based ORC showed the highest maximized exergy efficiency of 53.2% and the lowest

minimized LCOE of 0.0863 $/kWh. Regarding ORCs using zeotropic working fluids, 0.05 and 0.1 R245fa mass frac-

tion mixtures present comparable economic features and thermodynamic performances to the system using n-pentane at

minimum LCOE.

In this study, a solar-powered ORC with a storage tank will be investigated. The sytem is designed to have a 200 kW
heat input which is converted into 30 kW of electricity and 160 kW of district heating. The system is constrained to

off-the-shelf components. The system will be evaluated based on thermodynamic performance, exergetic performance

and exergoeconomic performance. Furthermore, three different working fluids will be investigated, one pure fluid and

two mixtures. By conducting the various analysis, options for improvement of the design should be identified and ranked

in terms of priority. The analysis differentiates from available literature as it focusses on medium scale (e.g. 100-1000

kW thermal) ORC systems to be coupled to solar thermal collectors, with the aim to supply both electricity and district

heating. As the system is synthesized by off-the-shelf components, exergoeconomic analysis was used to differentiate

the value of various improvement possibilities. The design of the system is part of a EUDP-project abbreviated Fullspec,

which stands for full spectrum solar power.

2. Methods

This section covers the theory and working principles of the system and the methods used for performing an exergy

analysis and exergoeconomic analysis.

2.1. System Description

The system investigated in this study is illustrated in Fig 1. The system can be dived into three main loops: 1) Solar loop,

2) ORC loop and 3) District Heating loop. The solar loop consists of the PTC field and storage tank. In the solar loop,

a thermal oil is used as heat transfer fluid. In the analysis it is assumed that the thermal oil is heated to 250 ◦C in the

PTC field and transferred to a stratified storage tank. The thermal oil is then used as a heat source for the ORC loop by

transferring heat in the evaporator. The thermal oil used in the solar loop is Gobaltherm® Omnisol.

The ORC loop is a standard ORC configuration with an IHEX and a liquid receiver. Here the liquid working fluid from the

receiver is pressurized through the ORC pump. In the IHEX heat is recovered to preheat the working fluid from state 2 to

3. The working fluid is evaporated in the evaporator and then expanded through the expander resulting in the production

of electricity. Lastly, the working fluid condenses in the condenser, transferring heat to the DH water and hereby heating

it.

Three different working fluids are investigated. The different working fluids in three cases are 1) pure iso-pentane, 2)

iso-pentane/CO2 (0.99/0.01) and 3) iso-pentane/undecane/CO2 (0.89/0.10/0.01). Here all ratios are given regarding mass

basis. This numbering of cases will be used onwards. Case 1 might be viewed as the base case. The two mixtures

additionally investigated are due to a desire to 1) avoid vacuum with in the system when the system is offline, and 2)

maintain or increase performance compared to case 1.

2.2. Thermodynamic Model

The modelling of the system was done using Engineering Equation Solver (EES) [21] where all thermodynamic properties

were determined using REFPROP [22]. All parameters used for the modelling of the system is presented in Table 1.

The system was modelled in a steady state where mass and energy balances were applied to control volumes for each
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Figure 1: Schematic of the PTC powered ORC. The red dashed line mark the boundaries of the system investigated.

component using the general forms given in (1). Here, ṁ is the mass flow rate, Q̇ is the heat transfer rate across the

control volume boundary, Ẇ is energy transfer by work, and h is enthalpy. The subscripts i and o denotes inlet and outlet

streams, respectively.

0 = ∑
i

ṁi − ∑
o

ṁo and 0 = Q̇ − Ẇ + ∑
i

ṁihi − ∑
o

ṁoho (1)

Heat loss to the surroundings was neglected. However, the model did accounts for the pressure loss in the pipes and heat

exchanger. The pressure loss through the heat exchanger is based on values from obtained heat exchanger manufactures.

The pressure loss through the pipes is determined by the energy equation for pipe flows in (2) where the difference in

velocity and height is neglected.

∆p =
1

2
ρu2

(

f f
L

D
+ ∑ K

)

(2)

The power consumption of the pumps and gross power output of the expander are both determined using their respective

isentropic efficiency, ηpump and ηexp.

The net electrical power output of the system is defined as the gross electricity production where the required electricity

of the all pump are subtracted.

Ẇnet = ηgenẆexp − ẆORC,pump − ẆTO,pump − ẆDH,pump (3)

The work required by the thermal oil pump accounts for the pressure loss through evaporator and pipes back and forth to

the thermal storage.Similar, the worked required by the district heating pump accounts for the pressure loss through the

condenser and the pipes connecting to the district heating network. The district heating pump does not take into account

the loss through the overall district heating network.

The electric net efficiency of the system is defined as

ηnet,el =
Ẇnet

Q̇evap
(4)

The UA-value of each heat exchanger is determined based on a discretisation of the overall heat transfer in the heat

exchangers. For each control volume, the following is applied assuming the cold side of the heat exchanger:

Q̇n = ṁn,c (hn,o,c − hn,i,c) (5)

Q̇n = UAn∆Tlmtd,n (6)

The overall UA is then determined by

UA =
n

∑
j=1

UAj (7)

2.3. Exergy Analysis

To perform exergy analysis and exergoeconomic, the exergy destruction rate (ĖD,k) for each component k was determined,

using the theory described in [23].



Table 1: System parameters used in the present study

Parameter Value Parameter Value

Thermal Oil Loop ORC Loop

TO inlet temperature T31 250 ◦C Evaporator heat input Q̇evap 200 kW

TO outlet temperature T33 200 ◦C Expander inlet temperature T4 225 ◦C

TO inlet pressure p31 500 kPa Expander isentropic

efficiency

ηexp 225 ◦C

District Heating Loop Expander inlet pressure p4 3000 kPa

DH outlet temperature T43 70 ◦C Pinch temperature in IHEX

and condenser

∆Tpinch 5 K

DH inlet temperature T41 40 ◦C Expander generator efficiency ηgen 0.98

DH inlet pressure p41 500 kPa Condenser outlet quality x7 0

Overall

Pump isentropic efficiency ηpump 0.7

In this study, only the physical part of the exergy is accounted as no changes in chemical composition occurs due to the

implied steady state assumption, the system being a closed cycle and no splitting of streams with respect to the working

fluid. The physical exergy is determined from (8) where the difference in velocity and elevation has been neglected.

ePH = (h − h0)− T0(s − s0) (8)

For the exergy analysis, the fuel and product for each component were used to evaluate the performance of each individual

component and the entire system. The general definitions of fuel and product are given by Bejan, Tsatsaronis, and Moran

[23] and are presented in Table 2 for relevant components.

From the exergy rate of fuel and product, two exergy destruction ratios and the exergetic efficiency:

y∗D,k =
ĖD

ĖD,tot
and ϵk =

ĖP

ĖF
(9)

Here yD is the exergy destruction with a component with respect to the overall fuel input, y∗D is the exergy destruction

with a component with respect to the overall exergy destruction in the system and ϵ is the exergertic efficiency.

2.4. Exergoeconomic Analysis

The exergoeconomic analysis is, as the name implies, the combination of exergy analysis and the economics regarding

the system. Prices for components within the ORC for all three cases along with the price for solar collectors, storage and

district heating connection are based on offers collected from suppliers. Prices will not be presented due to confidentiality.

Furthermore, price for each component with the ORC are adjusted such that the sum of prices of components matches with

the actual retail price of the ORC unit. The actual retail price is based on a fixed percentage of profit desired for the sale

of a ORC-unit. Parameters used for the exergoeconomic analysis is presented in Table 4. The exergoeconomic analysis is

based upon the cost balances known from conventional economic analysis. In conventional economical analysis, the cost

balance will typically be formulated for an entire system, whereas in the exergoeconomic analysis, they will be formulated

for each component. The cost balance for the k’th component is given by

ĊP,k = ĊF,k + ŻCI
k + ŻOM

k (10)

where ĊP,k is the cost rate associated with the product, ĊF,k is the cost rate associated with the fuel, ŻCI
k is the cost rate

associated with the capital investment and ŻOM
k is the cost rate associated with operation and maintenance (O&M). The

capital investment and O&M were be combined to Żk = ŻCI
k + ŻOM

k . The cost balance states that the cost rate associated

Table 2: Fuel and product definitions for various components. Subscripts c and h refers to the hot and cold stream in a

heat exchanger

Parameter Pumps Expander Heat Exchanger

Product, ĖP Ėo − Ėi Ẇ Ėo,c − Ėi,c

Fuel, ĖF Ẇ Ėi − Ėo Ėi,h − Ėo,h



with the product must be equal to all expenditures used to generate the product. Similar to the definitions of fuel and

products presented in Table 2, definitions of the cost rate associated fuel and product is also created. Furthermore,

auxiliary equation are needed. Both are presented in Table 3. The cost rate associated with capital investment of the

component is determined based on the lifetime of the component and the yearly operational hours which yields in

ŻCI
k =

CIk

tOPYk
(11)

where Y is the expected lifetime of the component in years, tOP is the yearly operation of the system in seconds. Further-

more, the cost rate associated with O&M of each component is assumed to be 5% of the capital investment for the given

component and is then determined from the yearly operation.

ŻOM
k =

0.05CIk

tOP
(12)

2.5. Exergoeconomic Performance Parameters

Based on the thermoeconomic properties previously introduced, several performance parameters were defined. The three

employed performance parameters are 1) the cost of exergy destruction, ĊD,k, 2) the relative cost difference, rk and 3) the

exergoeconomic factor, fk.

The cost of exergy destruction does not directly show itself from the cost balance previously presented. However, from

the exergy balance and cost balance, one will be able to obtain the cost of exergy destruction of the k’th component, which

describes as

ĊD,k = cF,kĖD,k or ĊD,k = cP,kĖD,k (13)

As seen the cost of exergy destruction may be defined in two different ways. The first definition assumes that the rate

of product (ĖP,k) is fixed and that the unit cost of fuel (cF,k) is independent of the exergy destruction. The second

definition assumes that the rate of fuel (ĖF,k) is fixed and that the unit cost of the product(cP,k) is independent of the

exergy destruction. In general, the first definition gives a lower estimate and the second definition gives a higher estimate

with the actual value of ĊD,k being in-between.

The relative cost difference rk for the k’th component is defined by

rk =
cP,k − cF,k

cF,k
(14)

The relative cost difference displays the relative increase in average cost per exergy unit between product and fuel. The

relative cost difference also highlights whether the increase in the cost of the product stems from the price of fuel or the

price associated with capital investment and O&M for the component.

Lastly, the exergoeconomic factor is defined for k’th components as

fk =
Żk

Żk + cF,kĖD,k

(15)

The exergoeconomic factor expresses a ratio which enables one to highlight whether the increase in cost rate from fuel to

product stems from non-exergy-related cost or not. In the denominator of (15) Żk is associated with non-exergy-related

cost and cF,k

(

ĖD,k + ĖL,k

)

is associated exergy-related cost. A low value of the exergoeconomic factor for a component

indicates that the increase in cost is due to high exergy destruction within the component and vice versa. Often the value

of the exergoeconomic factor varies dependent of the component type. For compressors or turbines, the value is typically

between 0.35 and 0.75, heat exchanger typically have a value below 0.55 and pumps tend to have a value above 0.7.

Table 3: Cost of fuel and product definitions for various components. Subscripts c and h refers to the hot and cold stream

in a heat exchanger

Parameter Pumps Expander Heat Exchanger

Product, ĊP Ċo − Ċi Ċw Ċo,c − Ċi,c

Fuel, ĊF Ċw Ċi − Ċo Ċi,h − Ċo,h

Auxiliary equation None ci = co ci,h = co,h



2.6. Levelised Cost of Electricity

The levelised cost of electricity (LCOE) is a measurement that enables one to assess and compare alternative methods of

energy production. The LCOE of an energy-generating system should be seen as the average total investement and O&M

cost of the system per unit of total electricity generated over an assumed lifetime. Alternatively, the LCOE can be seen as

the average minimum price at which the electricity generated by the system is required to be sold to break even with the

total costs of building and operating the system over its lifetime [24]. The overall assumptions used for the calculation of

LCOE is presented in Table 4. The LCOE is determined by

LCOE =
∑

Y
y=1

CIy+O&My

(1+rr)
y

∑
Y
y=1

Wy

(1+rr)
y

(16)

where CI is the capital investment per year, O&M is the cost of the operational and maintenance per year, W is the

electricity production per year and rr is the discount rate. No fuel term is used as the solar input is assumed to be free of

charge. The value of O&M in year 1 is estimated as 5% of the investment cost of entire system, equal to the definition

used in the exergoeconomic analysis. After year 1 the cost of O&M increases with rOM percent per year. This yields in

O&My = O&M1 (1 + rOM)y
for y > 1 (17)

The yearly production of electricity is determined by

Wy = ẆnettOP for y = 1, 2 . . . Y (18)

3. Results and Discussion

A comparison between the different cases has been carried out and the main thermodynamic findings are presented in

Table 5. The overall electrical efficiency of the system is greatest for the third case, followed by case 1 with the second

highest. This relates to the output of the expander. As the inlet conditions of the expander are equal for all three cases,

outlet conditions determine the possible output of the expander. Here lower outlet pressure contributes to more power

output. This also means that one should strive to find working fluids that allow for a lower condensation pressure. On

the other hand, case 2 has the greatest overall efficiency due to a higher district heating output. However, as electrical

efficiency is valued highest, Case 3 is promising as the electrical efficiency of the system increases compared to case

1 while avoiding vacuum in a non-operational state. The gained efficiency does come at a price as the sizing of heat

exchangers is influenced by the choice of the working fluid. Compared to case 1, the UA-values of the condenser and

IHEX in case 3 are ≈ 38 % and ≈ 127 % greater, respectively. One of the reasons that increases in UA-values are observed

for mixtures is the temperature glide occurring in the condensation phase which affects the temperature differences. This

is quite evident when comparing the process in the condenser for cases 1 and 3. As seen Fig 2, a larger temperature

difference can be clearly seen the in the condenser (state 6-7) for case 1 to case 3 and even though Q̇cond is smaller than

in case, the UA-value needed is still greater. The temperature glide of the mixtures and the desired ∆Tpinch = 5[K] in the

condenser and IHEX further results in condensation starting in the IHEX. This means that two-phase flow will exit the

IHEX and enter the condenser. Especially in case 3, where a large portion of the process is in the two-phase region. These

conditions should be taken into account when building the system as it might lead to maldistribution in the condenser.

Table 4: Economical parameters used for the exergoeconomic analysis and determination of LCOE. All components are

assumed to have equal expected lifetime.

Parameter Value

Expected lifetime Y 20 years

Discount rate rr 5%

Yearly increase of O&M rOM 0.25%

Yearly operation tOP 6000 hours

Table 5: Thermodynamic performance parameters

Case
ηnet Ẇnet Q̇cond Q̇IHEX pcond UAcond UAevap UAIHEX

[-] [kW] [kW] [kW] [kPa] [kW K−1] [kW K−1] [kW K−1]

1 0.1295 25.90 172.3 123.8 395.6 11.71 5.204 9.592

2 0.1273 25.47 172.8 146.6 413.0 12.51 4.961 11.56

3 0.1418 28.37 169.7 187.1 345.0 16.84 5.905 21.90



3.1. Exergy Analysis

The results of the exergy analysis are presented in Table 6. There are four major components that stand for 98 % of all the

exergy destruction in the system and they are the heat exchanger and expander. This also shows that the pumps are almost

neglectable. Based on the analysis, the expander is in all three cases the component associated with the largest amount of

exergy destruction, followed by the evaporator, condenser, IHEX and pumps. The expander stands for 37 % to 43 % of

the overall exergy destruction. The high exergy destruction in all three is related to the relatively low isentropic efficiency

of the expander. The expander also has the lowest exergetic efficiency of major components. This combination of high

exergy destruction and low exergetic efficiency could suggest that the expander would be the first component to optimize

in order to reduce the exergy destruction.

The large amount of exergy destruction within the evaporator is mostly due to the specification of the system, where

thermal oil must return at 200 ◦C. This creates large temperature differences throughout the heat exchanger. A lower

outlet temperature could be considered with the goal of reducing exergy destruction as the evaporator is a heat exchanger

with the greatest amount of exergy destruction.

It is quite interesting to note that case 3 has the highest exergetic efficiency for all heat exchangers. This also highlights

the benefits of utilizing the temperature glide which allows lower temperature differences and therefore, lower exergy

destruction. The mixture of case 3 has a quite significant temperature glide, as seen from Fig 2. The effects of the

temperature glide are particularly clear in the condenser where both case 2 and 3 have lower exergy destruction and

higher exergetic efficiency compared to case 1. However, for case 2 the benefit of the mixture is only present in the

condenser as lower exergetic efficiencies are seen in the evaporator and IHEX compared to case 1.

When investigating the overall performance of the system, case 3 has the best performance of the three cases with a

system exergetic efficiency of 64.1 % and a total exergy destruction of 35 kW. Case 2 results in the lowest thermal

efficiency of the 3 cases. However, opting for case 2 to obey the no-vacuum criteria will only result in a 1.0 % decrease

in exergetic performance while opting for case 3 will result in a 4.4 % increase in exergetic performance. As expected a

small difference is observed in the overall performance, due to the two cases being almost identical.

3.2. Exergoeconomic Analysis

The main findings of the exergoeconomic analysis is presented in Table 7. The exergoeconomic parameters will be

evaluated based on the procedure suggested by [23]. Here the analysis starts by investigating the value of Ż + ĊD and

ranking the components based on their value. This couple with firstly evaluating the value of r and secondly, evaluating
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Figure 2: T,s-diagram for (a): Case 1, (b): Case 2 and (c): Case 3. It should be noted DH water and Thermal oil is used

for visualisation and entropy is only for the working fluid



the value of f .

The expander is in all three cases the component with the greatest value of Ż + ĊD and the value is more than 3 times

greater than that of other components. However, this is expected as the expander is the most expensive component of

all, coupled with having the highest exergy destruction. This indication suggests that the expander would be the first

component where design changes or choice of expander type should be considered. For the rest of the components, the

Table 6: Fuel, Product and Exergy destruction

Case ORC Pump IHEX Evaporator Expander Condenser TO Pump DH Pump

Fuel, ĖF [kW]

1 3.636 37.448 86.716 43.412 31.896 0.183 0.014

2 3.482 41.723 86.683 42.553 30.882 0.161 0.013

3 3.808 51.806 86.683 47.369 28.345 0.161 0.013

Product, ĖP [kW]

1 2.749 33.612 76.395 29.737 23.527 0.154 0.010

2 2.582 36.742 75.834 29.132 23.600 0.135 0.002

3 2.797 46.939 77.783 32.361 23.180 0.135 0.002

Destruction, ĖD [kW]

1 0.887 3.836 10.321 13.675 8.369 0.029 0.004

2 0.900 4.981 10.849 13.421 7.282 0.026 0.011

3 1.011 4.867 8.900 15.007 5.164 0.026 0.011

Exergetic Efficiency, ϵ [-]

1 0.756 0.898 0.881 0.685 0.738 0.840 0.729

2 0.741 0.881 0.875 0.685 0.764 0.840 0.172

3 0.735 0.906 0.897 0.683 0.818 0.840 0.172

Exergy Destruction Ratio, y∗D [-]

1 0.024 0.103 0.278 0.368 0.225 0.001 0.000

2 0.024 0.133 0.290 0.358 0.194 0.001 0.000

3 0.029 0.139 0.254 0.429 0.148 0.001 0.000

Total Exergy Destruction, ĖD,tot [kW] System Exergetic Efficiency, ϵtot [-]

1 37.122 0.614

2 37.469 0.608

3 34.985 0.641

Table 7: Exergoeconomic Perfomance Parameters

Case ORC Pump IHEX Evaporator Expander Condenser TO Pump DH Pump
(

Ż + ĊD

)

· 10−3 [DKK/s]

1 1.68 0.66 0.78 5.70 1.27 0.43 0.42

2 1.72 0.88 0.81 5.73 1.17 0.43 1.78

3 1.76 1.12 0.66 6.00 0.89 0.43 1.78

Relative Cost Difference, r [-]

1 1.99 0.17 0.15 1.30 0.39 10.11 132.27

2 2.08 0.20 0.15 1.30 0.37 11.20 557.03

3 2.01 0.20 0.12 1.21 0.30 11.55 599.53

Exergoeconomic Factor, f [-]

1 0.84 0.34 0.08 0.65 0.10 0.98 1.00

2 0.83 0.33 0.05 0.65 0.16 0.98 0.99

3 0.82 0.49 0.08 0.62 0.26 0.98 0.99



three cases differ with regards to the ranking of highest to the lowest value of Ż + ĊD.

When further investigating the relative cost difference, r, for the expander, a value above 1 can be observed. This indicates

that a majority of the increase in the cost of the product stems from the price of the capital investment and O&M, rather

than the price of the fuel. The same conclusion can be made for all pumps. Especially for thermal oil pump and district

heating pump, the value of r is very high. On the contrary, the increase in the cost of the product for all heat exchangers

stems from the price of the fuel rather than capital investment and O&M. The fact that all the more mechanically com-

plicated component have a higher value of r, is as expected due to the much higher price of components such as turbo

machinery and pump compared to heat exchangers. Furthermore, components which do add much thermodynamic value

to the system also then to have high values of r. This is seen from both the thermal oil and district heat pump. The pump

does not have to overcome high pressure differences and should mainly ensure flow, hereby having close to zero exergy

destruction associated with these components. Therefore, a high value of r is inevitable.

Last, the exergoeconomic factor, f , is investigated. This factor should ideally be 0.5, meaning that the cost is evenly

distributed between the cost of capital investment and O&M and the cost of exergy destruction. However, the value

tends to depend on the type of component. The exergoeconomic factor for the pumps and expander for all cases is above

0.5. Therefore, it could be cost-effective to decrease the capital investment of these components at the expense of their

efficiency. Especially, the values for the pumps as their values are quite close to 1. The value of the expander may be over

0.5 but as the value for an expander is between 0.35 and 0.75, a value of 0.65 is quite acceptable. Therefore, the expander

may not be the right component to optimize as few economical benefits would stem from it. As expected, it would be

beneficial to increase the capital investment for both the evaporator and condenser as most of the cost is associated with the

cost of exergy destruction. Especially, the evaporator which also relates to the high exergy destruction and the boundary

conditions set for the system. The value of f for the IHEX is greater compared to the evaporator and condenser. In case 1

and 2, a greater investment could be beneficial but the IHEX in case 3 is very close to the optimum of 0.5.

When comparing the exergy analysis and the exergoeconomic analysis, similar conclusions may be drawn for some

components, whereas conflicting conclusions can be drawn from others. The pumps in the system would not harm the

exergy efficiency of the system greatly if the pumps were downgraded to cheaper models with lower efficiencies due

to their low contribution to the overall exergy destruction. In most cases, both the exergy and exergoeconomic analysis

indicates that more could be invested in the heat exchangers which would reduced to exergy destruction and benefit the

system. Here the exception is the IHEX in case 3 as the exergoeconomic factor is 0.49. The expander is a component

that stands out in all cases as the exergy analysis would suggest improving it as it is the greatest contributor to the

exergy destruction of the system. However, it would not be cost effective to improve the expander as shown by the

exergoeconomic analysis.

3.3. Levelised Cost of Electricity

Lastly, LCOE may also be used to compare the three systems. The LCOE is presented in Table 8. Here the lowest value

of LCOE is found for case 3 with a value of 0.87 DKK/kWh and 1.69 DKK/kWh. Even though, the ORC-unit is more

expensive in case 3 compared to case 1 because of the larger heat exchangers needed, the increased performance of the

system results in a lower LCOE. Compared to another renewable technology photovoltaics (PV), the LCOE for case 3

is slightly above the LCOE for PV but within the price range of PV systems with battery storage when looking at the

ORC-unit isolated. However, when including the solar collectors and storage, the price slightly exceeds to LCOE of PV

with battery storage. However, the ORC benefits from producing district heating as well. Therefore, an additional source

of income will also be associated with the ORC system.

Table 8: LCOE for all three cases. LCOE are given for the ORC-unit isolated and including the solar field and storage

Parameter Case 1 Case 2 Case 3

LCOEORC [DKK/kWh] 0.89 0.92 0.87

LCOEORC+Solar

[DKK/kWh]

1.79 1.84 1.69

4. Conclusion

The current study investigates a 200 kW heat input solar driven ORC-unit based on thermodynamic, exergetic and ex-

ergoeconomic performance. The study has been investigating three different ORC working fluids, one pure fluid and 2

mixtures. The mixtures are chosen to ensure an offline pressure of 1 atm Iso-pentane is the pure fluid and the two mixture

are iso-pentane/CO2 (0.99/0.01) and iso-pentane/undecane/CO2 (0.89/0.1/0.01). The greatest electrical net efficiency of

the ORC was found for the last mixture at 14.18 % which is a 9.5 % improvement compared to the pure fluid. The first

mixture performed worst with an efficiency of 12.73 %. The improvement from pure fluid to second mixture does require

greater heat exchangers compared due the temperature glide of the mixture ensuring lower temperature differences. Sim-

ilar, results are seen from the exergy analysis. Here the second mixture has the smallest overall exergy destruction 34.96



kW and the highest exergetic efficiency of 64 % due to the utilization of the temperature glide. The expander was in all

three cases the component with the largest amount of exergy destruction.

The exergoeconomic factor of the exergoeconomic analysis highlighted the pumps in the system as the components where

capital investment should be greatly reduced as it would benefit the overall system economically. For all three cases,

the analysis suggested that a greater investment for both the condenser and evaporator could be made improving the

components and hereby being both exergetic and economically beneficial. The exergoeconomic analysis illustrated IHEX

and expander are two components that are close their optimal operational state with regard to capital investment and

thermodynamic efficiency. Even though, the expander is associated with the greatest amount of exergy destruction, no

economical benefits will be the result of improving the component.

With the current layout and specific choice of components, the ORC unit isolated will be able to produce electricity at

LCOE of 0.87 DKK/kWh which is within the range of PV systems with battery storage but the LCOE of 1.69 DKK/kWh

for combined system with the ORC unit, solar field and storage slightly exceeds that of PV systems with battery storage.

However, this is without accounting for the extra revenue generated by the district heat.

Nomenclature

Roman Letters

Ċ Cost rate [DKK/s]

c Average cost per unit of ex-

ergy [DKK/kJ]

D Diameter [m]

Ė Exergy flow rate [kW]

f Exergoeconomic factor [−]

f f Friction Factor [−]

h Specific enthalpy [kJ/kg]

K Minor Losses [−]

L Length [m]

ṁ Mass flow rate [kg/s]

p Pressure [kPa]

Q̇ Heat transfer rate [kW]

r Relative Cost Difference [−]

rr Discount rate [−]

Ṡ Entropy flow rate [kJ/(Ks)]

T Temperature [◦C]

t Time [s]

u Velocity [m/s]

Ẇ Power [kW]

Y Lifetime [year]

y∗ Exergy desctruction ratio [−]

Ż Non-exergy related cost rate

[DKK/s]

Greek Letters

η Efficiency [−]

ν Kinematic viscosity [m2/s]

ρ Density [kg/m3]

Subscripts

k Component

0 Reference state

[1;43] State points

c Cold Side

D Destruction

F Fuel

gen generation

h Hot Side

i inlet

L Loss

o Outlet

P Product

pinch Pinch point

s Isentropic

tot Total system

y Year

Superscripts

CI Capital Investment

OM Operation & Maintenace

OP Operational

PH Physical

Acronyms

DH District heating

IHEX Internal heat exchanger

LCOE Levelized cost of electricity

O&M Operation and Maintenance

ORC Organic Rankine Cycle

PTC Parabolic Trough Collector

TO Thermal Oil
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Abstract: 

Global warming has increased the use of renewable energy in energy systems. In this regard, the present 
work presents an innovative polygeneration system to produce power, ammonia, and process steam using 
solar, biomass, wind, and geothermal energies. By using a solar-syngas hybrid boiler, steam has been created 
in two high-pressure (HP) and low-pressure (LP) levels, and the HP steam is used for the gasification process. 
Syngas produced from biomass gasification process produces ammonia with the nitrogen obtained from an 
air separation unit by going through water gas shifting and carbon capture processes. Power consumption in 
the mentioned sections is produced by wind turbines. A Brayton cycle with ammonia and hydrogen hybrid fuel 
has been used to produce power and heat. The integration of supercritical CO2 and organic Rankine cycles 
with the hot flue gas output from the Brayton cycle has reduced heat losses and increased power generation. 
The presented renewable system has been analysed from the point of view of energy, exergy, 
exergeoeconomic, and exergoenvironmental (4E) methods. The overall results indicate that the total energy 
and exergy efficiencies are 31.33% and 38.53%, respectively. Also, the cost rate and environmental impacts 
of the whole system are calculated as 3222.35 $/h and 53.16 Pts/h, respectively. Meanwhile, the levelized cost 
and environmental impacts of electricity are equal to 0.18 $/kWh and 0.003 Pts/kWh, and the presented system 
is capable of producing 297.86 ton/day of ammonia. 

Keywords: 

Ammonia synthesis; Solar and biomass; Wind energy; Geothermal; Polygeneration. 

1. Introduction 
In the field of energy, there are various crises that indicate the importance of using renewable resources as a 
sustainable solution for energy production. These crises include rising prices of fossil fuels, decreasing levels 
of oil production, increasing air pollution, and the effects of desertification and global warming. In addition to 
the existing crises in the field of energy, energy production is also facing environmental crises. The use of 
fossil fuels leads to an increase in greenhouse gases and climate change, which has serious effects on life 
globally. Also, the use of fossil fuels causes air pollution and an increase in respiratory-related diseases. 
Biofuel production has been considered as a sustainable solution for energy production due to its biological 
properties. Biofuel is obtained from renewable sources such as plants, agricultural waste, and other organic 
materials and reduces greenhouse gases and air pollution [1]. In 2020, more than 80% of the installed power 
capacity worldwide was supplied by renewable sources [2]. This percentage will likely increase due to the 
increasing growth of the renewable industry. 



One of the famous examples of biofuels is ammonia. Ammonia is one of the most widely used chemicals in 
the world. Ammonia synthesis from natural gas reforming [3], or ammonia production with syngas is one of its 
production methods [4]. Recently, the idea of creating an alternative fuel for fossil fuels has arisen, hydrogen 
can be converted into ammonia and then ammonia can be used as a fuel [5]. In addition, producing ammonia 
and replacing it with fossil fuels has advantages, including reducing air pollution and generating energy [6]. 
Furthermore, considering that hydrogen is not easily accessible and its storage is not necessarily easy, 
producing ammonia from hydrogen as an alternative approach has many advantages. In this regard, Aziz et 
al [7]. showed in their research that ammonia can be used in internal combustion engines, combustion for gas 
turbines, and direct ammonia fuel cells due to its high efficiency. Also, Lamb et al [8]. proposed hydrogen 
storage by ammonia production as a suitable way to transport and store it. Tinoco Caicedo et al [9]. conducted 
a study using biofuels in tri-generation systems to meet the energy demands of an instant coffee plant located 
in Guayaquil, Ecuador. The results show an increase in exergy efficiency from 51.9% to 84.5%  

The use of renewable energies such as wind, solar, geothermal, and biomass is highly justifiable due to the 
countless benefits they have in the fields of energy, economy, health, and the environment [10]. Although each 
of the renewable energies individually creates many possibilities for us, the integration of these energies can 
significantly improve efficiency and reduce energy production costs [11]. Mousavi Rabati et al [12]. have 
proposed an integrated multi-generation system based on renewable energy sources such as solar and 
biomass for the production of power, heat, freshwater, and hydrogen. Their analysis results show that for 
Municipal Solid Waste (MSW) fuel, the overall energy and exergy efficiencies of the multi-generation system 
are 39% and 32.01%, respectively. The flexibility of renewable energy systems allows us to have the most 
efficient energy production systems in any condition. Borhanazad et al [13]. showed the potential of using wind, 
solar, and water energy well for two states in Malaysia to provide electricity. In these two states, due to the 
high potential of solar radiation, they can produce 3182 kW and 6317 kW through 18 and 22 sites, respectively. 
During their research in Europe and Latin America, Bersalli et al [14]. observed the positive impact of using 
renewable energy sources on reducing the economic costs of energy production. Khani et al [15]. 
demonstrated a multi-technology solar-based energy production system, which integrates gas and steam 
turbine cycles, organic Rankine cycle (ORC), and carbon dioxide capture, Humidification-dehumidification 
(HDH), showing that electricity production can be increased from 37.3% (in winter) to 59.41% (in summer) by 
integrating solar energy. 

There are different solutions for integrating energy systems, for example, cogeneration and polygeneration 
systems can be used [16]. The Brayton cycle is one of the processes in cogeneration, in which electricity and 
heat are produced using a fuel such as ammonia. The goal of using renewable fuels is to reduce the 
environmental impact of using fossil fuels [17]. Also, the Supercritical CO2 (S-CO2) cycle is a power generation 
technology in which supercritical carbon dioxide is used as the working fluid in a closed-loop system. The 
supercritical carbon dioxide cycle offers several advantages over traditional steam-based cycles in energy 
systems, such as higher efficiency, lower footprint, lower capital costs, and lower greenhouse gas emissions 
[18]. The economic and environmental characteristics of a multi-generation system are very important. Multi-
generation production systems can be used in various industries, such as freshwater production [16]. Diyoke 
and Ngwaka [19], integrated a gasifier, a syngas electric motor, connected to an absorption refrigeration 
system, and a wind turbine generator. They observed that the overall energy efficiency and exergy efficiency 
were 0.48 and 0.25, respectively, and major exergy destruction of about 95% for this system in this system, 
wastes are first collected and separated, and then sent to processes for energy production [20]. 

Despite extensive research in the field of renewable energy systems, the dependence of these systems on 
fossil fuels is still felt to create stability. Therefore, presenting a system that is entirely based on renewable 
energies requires further research. In this regard, the present work focuses on utilizing solar, biomass, and 
wind energies to produce ammonia as an alternative fuel for energy systems. The ammonia produced as a 
biofuel is then used in the Brayton cycle to generate sustainable power. The integration of S-CO2 cycles and 
ORC in this system has increased power production and improved the efficiency of the studied system. Finally, 
by conducting energy, exergy, economic, and environmental analyses for the studied system, the feasibility of 
operating such a system has been examined in more detail. A series of innovations carried out in the present 
work are as follows: 

▪ Ammonia production has been done using the integration of solar, wind, and biomass energies. 

▪ The gas turbine cycle with a combined fuel of ammonia and hydrogen has been analyzed. 

▪ The integration of S-CO2 and ORC with the Brayton cycle based on ammonia has been investigated. 

▪ Machine learning has been used to analyze and model parts in the processing unit. 

 

 

 

 



2. System description 
In this work, a polygeneration system based on solar, wind, geothermal, and biomass renewable energy is 
proposed to produce ammonia, power, and heat (process steam). This system has been analyzed for the city 
of Tehran in Iran. Tehran is located at 51° 6' to 51° 38' east longitude and 35° 34' to 35° 51' north latitude. The 
solar irradiance in Tehran is about 1800 to 2200 kilowatt-hours per square meter per year. The average wind 
speed in this city is around 4.5 meters per second [21], and the geothermal source in Tehran can provide heat 
up to 110 degrees Celsius for the energy systems. Also, the biomass used in the system is municipal solid 
waste (MSW), and its annual production in Tehran is around two million tons on average. The designed system 
consists of sections for ammonia synthesis, CO2 capture, water gas shift (WGS), gasification process, ORC 
(R123), S-CO2 cycle, and Brighton cycle. Their explanations are given below. Based on Figure (1), which 
illustrates the schematic of the designed system, it can be stated that after the water makeup, steam is 
produced at two pressure levels, LP and HP, from a hybrid solar-syngas boiler using syngas as fuel. The 
produced LP steam is used as a process steam, while the HP steam is fed into the gasification reactor for the 
production of synthesis gas using the air-steam gasification agent. The chemical reaction that occurs in the 
gasifier is as follows: 𝐶𝐶𝐺𝐺𝛼𝛼𝐶𝐶𝛽𝛽𝑁𝑁𝑧𝑧 +𝑤𝑤𝐺𝐺2𝐶𝐶 + 𝑚𝑚(𝐶𝐶2 +  3.76𝑁𝑁2) → 𝑥𝑥1𝐺𝐺2 + 𝑥𝑥2𝐶𝐶𝐶𝐶 + 𝑥𝑥3𝐶𝐶𝐶𝐶2 + 𝑥𝑥4𝐺𝐺2𝐶𝐶 + 𝑥𝑥5𝐶𝐶𝐺𝐺4, (1) 

In the boiler, water is initially preheated by the heat of the syngas outlet from the gasifier and the heat resulting 
from its combustion in the boiler, and exits the system from the stream (4) and by solar energy, it loses its 
latent energy and enters the boiler and the LP steam leaves the stream (8). In the same way, another part 
enters and leaves the boiler with a higher pressure (HP) to enter the gasifier and produce syngas. The use of 
solar energy has been used as an aid to produce steam in the boiler. The second section of the syngas stream, 
which is the stream (21), enters the WGS stage to convert the CO in the syngas to CO2. Its reaction is reported 
in relation (2): 𝐶𝐶𝐶𝐶 + 𝐺𝐺2𝐶𝐶 ⟷ 𝐶𝐶𝐶𝐶2 + 𝐺𝐺2, (2) 

The final synthetic gas, devoid of CO, is directed into a CO2 capture process. Using an air separator unit (ASU), 
nitrogen is added to the exhaust gas from the CO2 capture to produce ammonia with higher and more suitable 
efficiency, and gas rich in nitrogen and hydrogen enters the ammonia synthesis stage. In this section, the 
ammonia reaction takes place through two converters with a conversion efficiency of 25%, operating at a 
temperature and pressure of 350 ℃ and 30 bar, respectively [4, 22]. The ammonia reaction is as follows: 𝑁𝑁2 + 3𝐺𝐺2 ↔ 2𝑁𝑁𝐺𝐺3, (3) 

The produced ammonia with a purity of 99% is removed from the separator, and a part of it is stored while the 
other part is used to maximize the use of the system designed for burning in the Brayton cycle, which is coupled 
with a PEM electrolyzer (PEMEC) to provide hydrogen for the combustion chamber. Hydrogen is added to 
ammonia to increase the fuel's calorific value. It is also noteworthy that the power required for the operation of 
the PEMEC and ASU in the CO2 capture section is supplied by renewable wind energy through wind turbines. 
The wind turbine used is LTW77 and has a capacity of 1MW [23]. The required heat for the S-CO2 cycle and 
ORC is supplied from the exhaust temperature of the gas turbine, which is high to reduce losses, recover heat, 
and generate power. The working fluid used in the Rankine cycle is R123, which utilizes geothermal energy to 
change the phase of the output water stream (55). Assumptions used in the proposed system: 

▪ The system has been studied in a steady state, and kinetic and potential energies in all flows have been 
neglected. 

▪ There is enough time to carry out the gasification reaction, so this equilibrium process is carried out 

▪ Gasification pressure is considered constant. 

▪ The production of tar and char in gasification has been disregarded. 

▪ Heat losses in all heat exchangers have been disregarded. 

▪ The temperature and working pressure of WGS reactors are 450 ℃ and 14.4 bar, respectively, and their 
fractional conversion is 88.2 [22]. 

▪ Ambient temperature and pressure are considered to be 25 ℃ and 1.01 bar, respectively. 

▪ The collectors used are PTC and their model is ET100 [24]. 

▪ The temperature and pressure are assumed to be constant in the PEMEC, equal to 80 ℃ and 1 bar, 
respectively [25]. 

▪ The production of nitrogen oxides, sulfur, chlorides, etc. in the syngas products has been disregarded. 



 

 

 

Figure. 1. Schematic of polygeneration system based on solar, wind, geothermal, and biomass renewable energy to produce ammonia, power, and 
heat



3. Governing equations 
To calculate the heat and power exchanged by an energy system in a steady state, the mass and energy 
balances can be calculated based on the first law of thermodynamics, and the equations are as follows [26]: 𝑄𝑄 −𝑊𝑊 = −∑ 𝑚𝑚𝑠𝑠𝑠𝑠𝑛𝑛𝑛𝑛𝑖𝑖=1 �ℎ +

𝑉𝑉22 + 𝑘𝑘𝑔𝑔�𝑠𝑠𝑠𝑠𝑛𝑛 − ∑ 𝑚𝑚𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖=1 �ℎ +
𝑉𝑉22 + 𝑘𝑘𝑔𝑔�𝑖𝑖𝑛𝑛, (4) 

∑ 𝑚𝑚𝑠𝑠𝑠𝑠𝑛𝑛𝑛𝑛𝑖𝑖=1 = ∑ 𝑚𝑚𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖=1 , (5) 

In equation (4), Q is the heat transfer rate, W is the power transfer rate, and min and mout are the input and 
output mass flow rates. Also, each input and output flow has parameters g gravity, h specific enthalpy, v 
velocity, and z height. It should be noted that in flows where the potential and kinetic energy values are 
negligible, these terms are disregarded. However, for inflows such as the inflow and outflow of wind turbines 
where the kinetic energy is important, this term is included. By using the conventional principle of state and 
knowing two independent thermodynamic variables, it is possible to calculate other thermodynamic variables. 
Writing the energy and mass balance for all equipment is not enough because these equations consider the 
system in a closed state and only check the input and output flows to this system. If necessary, to investigate 
mass transfer, heat transfer, and other important parameters in equipment, additional equations must be 
involved for each piece of equipment. For example, in PTC, energy transfer is not the only issue and the 
required collector surface is also important, so it is necessary to use heat transfer equations to calculate it. 
Also, in a gasification reactor, it is necessary to balance the molar flow rates based on equilibrium constants 
to calculate the molar coefficients on the reactant side. For process systems such as ASU and ammonia 
production, writing the energy and mass balance and modeling these systems is very complicated. The 
equipment in these systems all have equations related to energy and mass balance, and each piece of 
equipment can also be divided into several sub-systems. As there are feedback currents in these systems, 
modeling them, like other components of the system, will be very time-consuming and complex. Therefore, 
machine learning or faster alternative methods are suggested for these systems. In the present work on the 
gasification system, ASU, and ammonia production, machine learning has been used, and the equations 
governing these systems have been extracted. The equations are extracted by simulating or modeling each 
of the mentioned systems in software. For ASU, it was simulated in Aspen Plus software according to the 
reference [27]. For ammonia production, it was simulated in Aspen Hysys software based on the reference 
[22]. For gasification, modeling was performed using MATLAB software based on the article by Sirinivas et al 
[28]. After that, the validation was done and the data bank was formed by repeated calculations to extract 
comprehensive relationships by Python software. For analyzing and investigating other equipment such as 
PEMEC, equations from the reference [25] have been utilized. For wind turbines, references [23, 29] were 
employed. For PTC, references [24, 30] were used, and for gasification, reference [28] was employed. In the 
current work, exergy analysis, exergoeconomic analysis, and exergoenvironmental analysis have been utilized 
for a more precise investigation and better evaluation of the system. The analysis of entropy production, 
irreversibility, and measurement of energy system deviations in ideal operational conditions can be easily 
achieved by employing the second law of thermodynamics to more accurately investigate and evaluate the 
energy systems. Equation (6) shows the exergy balance [31]: 𝐸𝐸𝑥𝑥𝑄𝑄 + ∑ 𝑚𝑚𝑖𝑖𝑒𝑒𝑥𝑥𝑖𝑖𝑖𝑖 = ∑ 𝑚𝑚𝑛𝑛𝑒𝑒𝑥𝑥𝑛𝑛𝑛𝑛 + 𝐸𝐸𝑥𝑥𝑆𝑆 + 𝐸𝐸𝑥𝑥𝐷𝐷, (6) 

Where ExQ, Exw, ExD, exi, and exe correspond to the exergy caused by heat transfer, exergy caused by power 
transfer, exergy destruction, and exergy caused by mass flow rates of the inlet and outlet streams, respectively. 
Other necessary equations for this analysis are mentioned in reference [31]. 

Exergoeconomic and exergoenvironmental analyzes have been reviewed to check the economic and 
environmental performance of the system, and its balance is as follows [32]: 𝐶𝐶𝑄𝑄 + ∑ (𝑐𝑐.𝐸𝐸𝑥𝑥)𝑠𝑠𝑠𝑠𝑛𝑛𝑖𝑖𝑛𝑛 + 𝑍𝑍𝑠𝑠 = 𝐶𝐶𝑆𝑆 + ∑ (𝑐𝑐.𝐸𝐸𝑥𝑥)𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠𝑛𝑛 , (7) 𝐵𝐵𝑄𝑄 + ∑ (𝑙𝑙.𝐸𝐸𝑥𝑥)𝑠𝑠𝑠𝑠𝑛𝑛𝑖𝑖𝑛𝑛 + 𝑌𝑌𝑠𝑠 = 𝐵𝐵𝑆𝑆 + ∑ (𝑙𝑙.𝐸𝐸𝑥𝑥)𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠𝑛𝑛 , (8) 

Zk, b, c, and Yk respectively represent the investment cost of each piece of equipment, environmental impacts 
of the flow, flow cost, and environmental impacts of each piece of equipment over its lifetime. Other necessary 
equations have been mentioned in reference [32]. The constants used in this study are: an interest rate of 
10%, a maintenance factor of 1.06, and a 20-year lifespan for the power plant and operating hours considered 
are 3500 hours for PTC, 6000 hours for wind, and 8000 hours for other equipment [32]. In addition, references 
[12, 32] have been used for capital investment cost and equipment weights in economic and environmental 
calculations. Environmental analysis using LCA. LCA, as a technique, searches, evaluates, and examines the 
environmental impacts of a product or equipment from manufacturing, transportation, use, disposal, and 
important environmental impact aspects are analyzed. 



 

Figure. 2. Life cycle Assessment stages [33] 

4. Results 
Figure (3) shows the results of the energy analysis of the proposed system in a block form. In this figure, it is 
possible to observe the relationship between the different parts of the proposed system and the exchanged 
energies within the system. 

 

Figure. 3. The block diagram of the proposed system. 

For a more detailed analysis of the proposed system, energy, exergy, economic and environmental analyzes 
have been performed on the system and its results have been discussed. The highest exergy efficiency is 
related to the expander equipment for power generation from syngas. The lowest exergy efficiency is related 
to the wind turbine farm. The highest investment costs in the studied system are related to the solar farm with 
a cost of 0.46 $/s and the wind farm with a cost of 0.22 $/s, respectively. The highest environmental impacts 
have been caused by the S-CO2 turbine, and it is necessary to modify this equipment to reduce the 
environmental impacts. According to Table (1) which shows the 4E results on the proposed system, it can be 
stated that the Net power generation, Total exergy destruction, Overall polygeneration exergy efficiency, Total 
cost rate of polygeneration system, and Total environmental impact rate of polygeneration system are 17.93 



(MW), 553.31 (MW), 38.53 (%), 3222.35 ($/h), and 53.16 (Pts/kWh), respectively. The pie diagrams in Figures 
(1a), (1b), (1c) represent exergy destruction, cost destruction, and environmental impact destruction of the 
system, respectively. It is clear that the ASU is more destructive in terms of exergy destruction, cost 
destruction, and environmental impact compared to other parts of the system. One reason for this is that the 
system involves deep cooling processes which require high energy consumption. Therefore, the exergy 
destruction, cost destruction, and environmental impact of this unit are very high, and corrective measures 
need to be taken to improve the system. The ammonia production unit has high exergy destruction after ASU 
due to high energy consumption and high losses. It is necessary to recover these losses in the system to 
reduce exergy destruction. In the gasification unit, because many chemical reactions occur and the production 
of entropy is high, its exergy destruction is also significant. The use of solar energy for the boiler has reduced 
the environmental impact of the equipment, but on the other hand, it has increased the cost of destruction of 
this equipment. The reason for the significant amount of exergy destruction, cost, and environmental impact 
in the Brayton cycle is the presence of chemical reactions and the release of a large amount of energy in the 
combustion chamber. Improvements must be made in the direction of improving this system. Wind turbines 
have a noticeable level of exergy destruction, but it is well observed that in Figures (1b) and (1c), the 
destruction cost and destruction environmental impact of this unit is minimized as much as possible. This 
shows that wind farm can be very effective in reducing costs and environmental impacts. 

Table 1.  overall result of 4E analysis of the proposed system. 

Parameters value 

Net power generation (MW) 17.93 

Net ammonia flow rate production (ton/day) 297.86 

Mass flow rate of LP steam generation (kg/s) 5 

Mass flow rate of oxygen generation (ton/day) 52.30 

Overall polygeneration energy efficiency (%) 31.33 

Total exergy destruction (MW) 553.31 

Overall polygeneration exergy efficiency (%) 38.53 

Total cost rate of polygeneration system ($/h) 3222.35 

Total environmental impact rate of polygeneration system (Pts/h) 53.16 

Levelized cost of electricity ($/kWh) 0.18 

Levelized environmental impact of electricity (Pts/kWh) 0.003 

MSW mass flow rate consumption (kg/s) 9.38 

Geothermal mass flow rate consumption (kg/s) 1.67 

Number of wind turbines (model: LTW77) 35 

Area of PTC (model: ET-100) in the solar field (Hectares) 13.12 
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Figure. 4.  (a) Exergy Destruction, (b) cost destruction, and (c) environmental impact destruction 
Contributions of all parts in the proposed polygeneration system 

5. Validation 
The thermodynamic validation of the proposed system, which includes the Brayton cycle, S-CO2 cycle, ORC, 
ammonia production, PEMEC, PTC, wind turbine, and gasification sections, has been verified by credible 
articles. It should be noted that the cases of PEMEC and gasification have been validated in the work of 
Mousavi Rabeti et al [12]. and PTC has also been validated in the research conducted by Khoshgoftar Manesh 
et al [30]., who are among the authors of this study. It has been refrained from including them due to limitations 
in this section. In addition, the cases of the S-CO2 cycle, ORC, Brayton cycle, and wind turbine have been 
validated by modeling in MATLAB software, and their results have been validated with the articles of [23, 34-
36]. Ammonia production has been simulated in Hysis software and validated with the article by Ishaq et al 
[22]. The performed validations have been compared with articles and their results have the least errors, so 
the performed validation is correct. The average validation error has been reported to be below 5%. 

6. Conclusions 
This article has presented a new polygeneration system with the driver of solar-biomass-wind-geothermal 
energy to produce power, heat (steam), and ammonia for the city of Tehran in Iran. MSW gasification has been 
used for ammonia synthesis. A part of produced ammonia along with hydrogen has also been used as biofuel 
to produce electricity in Brayton, supercritical CO2, and organic Rankine cycles. Modeling of the proposed 
system has been done using energy, exergy, exergeoeconomic, and exergoenvironmental (4E) analyses. The 
general results of polygeneration system modeling show that this system has an average energy and exergy 
efficiency of 31.33% and 38.53%. The results of the economic and environmental analysis show that the overall 
cost rate and environmental impacts rate of the entire system are 3222.35 $/h and 53.16 Pts/h, respectively. 
Other main results are as follows: 

▪ Production of ammonia and process steam is equal to 297.86 ton/day and 5 kg/s, respectively. 

▪ Using biomass and solar energy to produce products in the proposed system is more than other energies. 

▪ The most destruction of exergy, destruction of costs, and destruction of environmental impacts is related to 
the air separation unit. 

▪ The highest investment cost is related to the solar and wind field sectors. 

In the end, this system can be integrated with other energy systems, such as a variety of thermal desalination 
systems, in order to have more flexibility in producing products while having low environmental impacts. 
Conducting more investigations including dynamic analysis and optimization can better evaluate the 
performance of such a system. 
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Abstract: 

The much-needed energy transition brings special focus on fuel cell micro-combined Heat and Power 
(mCHP) systems for residential uses, one of which is a Solid Oxide Fuel Cell (SOFC), fed by natural 
gas, designed to provide continuously 1.5 kWel with an associated amazingly high expected Low heating 
Value (LHV) electrical efficiency of 60%. Fortunately, this power output can be modulated as desired 
down to 500 Wel. With this machine, heat can also be recovered to partially contribute to the heat 
demand of the household. One main advantage of this appliance is that the heat recovery system is 
designed to be purely optional and it can be shut down, removed or added as desired, even if the 
machine is running. The machine is driven and completely monitored by the manufacturer remotely.  
This system has been installed in a laboratory environment and has been specifically instrumented in 
order to evaluate its performance at thermal loads (according to the electrical output power controlled 
remotely by the manufacturer). In this paper, focus is brought on the resulting thermal output and 
efficiencies, both thermal and electrical, which have also been modelled with great goodness of fit. With 
several electrical power outputs between the 500-1500 Wel range, this study shows total High Heating 
Value (HHV) total efficiencies up to 88-89% at minimal return temperatures (around 20°C) in the heat 
recovery circuit. Maximum LHV electrical efficiency has been found to be equal to 57% at nominal 
output power (regardless of the thermal loads), which is close to the manufacturer’s target of 60%. 

Keywords: 

Experimental, Fuel cell, Micro-CHP, Efficiency, Model, Part-load 

1. Introduction 

In its latest Sixth Assessment Report in 2022, the Intergovernmental Panel on Climate Change (IPCC) 
has reported a maximum carbon budget of 890 GtCO2 that humanity can emit from January 1st 2020 in 
order for global warming to likely remain under the +2°C widely acknowledged limit compared to 
preindustrial temperature levels [1]. Even at residential scales, this much-needed decarbonation brings 
focus on cleaner power sources such as fuel cells combined heat and power (CHP) systems [2, 3, 4].  

One system, already commercialized and tested in inhabited dwellings in field-test applications [5], is a 
Solid Oxide Fuel Cell (SOFC) fed by natural gas, designed to provide 1.5 kWel of nominal output power 
with an amazingly high announced Low heating Value (LHV) electrical efficiency of 60%, along with a 
heat recovery of 0.6 kWth representing a LHV thermal efficiency up to 25%. The output power can be 
modulated down remotely (by the manufacturer, upon the owner’s request) as wanted in the 0.5 - 1.5 
Wel range, affecting those announced efficiencies, but it is not advised to completely shut it down. 
Indeed, the thermal cycles that would be induced would imply too intense temperature gradients, which 
are known to contribute to degradation by opening micro-cracks and delaminations (failure mode for 
which materials fracture into layers) [6]. It is known that start-up and shut-down procedures require 
appropriate control to ensure fuel cell durability [7] and it is believed that in this case, this is the reason 
why start-up operations have been reported in the user manual to last up to 30 hours. 

The purpose of this paper is to report the laboratory test campaigns that have been conducted in the 
facilities of the University of Liege on this SOFC system. This study aims to verify the electrical and 
thermal efficiencies announced at nominal output power, as well as to investigate how part-load 
operations affect them, which have not been extensively studied in literature with commercialized 
mCHP fuel cells. In addition, a wide range of operating temperatures for the heat recovery system of 
the SOFC have been tested and reported in this paper. The novelty of this work also lies in the 
performance models that have been computed from the experimental results and that can be easily 
integrated in building simulation tools. 

mailto:nicolas.paulus@uliege.be
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2. Description of the system and the test bench 

Discarding its chimney, the system has approximately the same size as a dishwasher, as it can be seen 
in Figure 1. Its internal schematics has not been disclosed but has been discussed in a previous 
publication [5], based on observations of the system and cogeneration SOFC literature. Amongst other 
particularities, the reforming process of the inlet natural gas (into hydrogen) is not only internal, i.e. 
directly onto the stack, at the anode (allowed with high operating temperatures occurring with that fuel 
cell technology [8]), but it also uses an external steam reformer upstream of the stack (called ‘pre-
former’ [5]). 

 
Figure 1. Tested mCHP SOFC in ULiege laboratory facilities 

The test bench, presented in Figure 2, has been described in a previous publication [9]. It has been 
designed to control the heat recovery flow rate, through a variable speed circulator, and the operating 
temperatures, through a high-capacity cooling heat exchanger bypassed by a thermostatic three-way 
valve [9].  

 Figure 2. Schematics of the SOFC test bench described in this paper 
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2.1 Measurement devices 

The test bench has also been designed to offer redundancy of the sensors required to compute 
electrical and thermal efficiencies: gas, electrical and heat meters (consisting of flow rate meters and 
temperature probes) have indeed all been doubled with field-test monitoring sensors connected to a 
Wireless M-bus (Meter-bus) data-logger [10]. It is worth mentioning that the same Wireless M-bus 
sensors have been implemented in a parallel field-test study on the same mCHP SOFC [5]. Therefore, 
the purpose of adding the same sensors as in the field-test study was to correlate the measurements 
and subsequently validate the field-test measurements. Main sensors used in the test bench for 
efficiency computation are shown in Figure 3 and Figure 4. Their references, accuracy and resolution 
have been reported in Table 1.  

Figure 3. Metering sensors used on the test bench: a) electrical power, electrical energy meter, c) gas 
meters, d) heat recovery meter (that computes supply and return temperatures as well as the flow rate). 

Table 1. Specifications of the main sensors used to compute efficiency laboratory results 

Sensors Reference Resolution Accuracy 

Recovery heat rate (and flow rate) 
Qalcosonic E1 Qn2,5 
qi=0.025m³/h | L=130mm 

1 Wth* 
1 L/h* 

<5% Accuracy Class 2 [11] 

Paired [12] depart and return temperature 
(PT500)*** 

Qalcosonic E1 Qn2,5 
qi=0.025m³/h | L=130mm 

0,1 K* 
<0,04 K at 293 K [13] 
<0,04 K at 333 K [13] 

Recovery heat volumetric water meter*** DHV1300 0.1 L <2% (datasheet) 

Paired [12] depart and return temperature***  ‘type T’ thermocouples Analog signal ±1 K [14] 

Electrical power  A2000 1 Wel <0.5% (datasheet) 

Electrical energy counter Iskrameco MT174 10 Wh* < 1% Accuracy Class 1 [15] 

Gas volume counter BK-G4T DN25 Qmax 6 m³/h 10 L* <0.5% (datasheet) 

* Data logger included               ** Assumed from Class B [13], highest tolerance figure for most common PT500 
*** For redundancy of the heat rate calculation 

The field-test electricity meter is a Iskraemeco MT174, shown in Figure 3(b). It computes two indexes 
of electrical energy (for production and consumption). Electrical power is not directly provided and must 

(a)                                                               (b) 

(c)                                                           (d)                                             (e) 
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be established by taking the derivative of the energy index. The electrical power meter, which is shown 
in Figure 3(a), is an A2000 bidirectional electrical power meter that shows both the net electrical power 
consumed and generated. 

It is important to mention that the generated power exported to the grid is reduced by the power 
consumed by the operation of the SOFC itself. In electrical production mode (which occurs for all the 
test conducted in the laboratory), no electrical consumption is measured: the system provides for its 
own auxiliaries, except for the circulator of the (optional) heat recovery circuit, that is external to the 
SOFC and could be sized and chosen independently.  

The field-test heat meter sensor is a Qalcosonic E1, shown in Figure 3(d). It is preferably placed on the 
return line (as close as possible to the heating appliance to reduce the impact of thermal losses). It is 
composed of flow rate ultrasonic sensor combined with two PT-500 temperature probes to implement 
power calculations according to the first thermodynamics principle. One of those probes is included in 
the main body part of the sensor (where the flow rate measurement occurs) whereas the other probe 
has to be mounted in separate valve body (to place on the depart line as close as possible to the heating 
appliance). A commented photograph of this separate temperature probe assembly is presented in 
Figure 4(a). 

The Qalcosonic sensor also provides the flow rate and temperature it measures. It also computes an 
energy index (by integration of the power measurement). 

The heat meter is correlated to a specific combination of independent water flow rate and temperature 
measurements. On the one hand, ‘type-T’ thermocouples are placed in specifically manufactured 
immersion sleeves, as shown in Figure 4(b). Those are located at the recovery circuit return and depart 
(close to the PT-500 probes of the Qualcosonic E1 heat meter). The thermocouples are insulated after 
installation to ensure that the collected data to avoid the influence of radiation or convection with other 
sources. On the other hand, the water flow rate of the heat recovering circuit is also measured thanks 
to a DHV 1300 water meter, shown in Figure 3(e). It computes the volume of water that is passing 
through the sensor (thanks to the displacement of a rotating piston). It provides 10 pulses every litre so 
a frequency meter can be implemented to generate an analog signal. A specific calibration process 
allows for converting its frequency signal into the desired flow rate measurement.  

Both gas metering diaphragm sensors reported in the test bench are BKG4T (temperature 
compensation implemented). They are shown in Figure 3(c). 

Figure 4. Temperature measurements required to establish the heat recovery rate: a) separate PT-500 
probe assembly required for the Qualcosonic E1 heat meter, b) thermocouple elbow immersion sleeve 
associated with the DHV1300 water meter. 

2.2 Testing procedure 

As explained, one purpose of the laboratory test campaigns is to evaluate the heat recovery 
performance according to the electrical power output of the SOFC (set remotely by the manufacturer 
and measured in the test bench). The heat recovery performance is studied related to the working 
temperature levels (it suffices to only control and measure the return temperature) and related to the 
heat recovery flow rate (also controlled and measured).  

It has been chosen to discretize the net electrical output range into three: nominal (maximum) power 
(1500 W), minimal power (500 W) and an intermediate power setting (1000 W).  

Valve that allows 
for unmounting 
the temperature 
probe (PT500) 

Body of the assembly. 
Mechanical stop is 
included to ensure 
proper probe depth  

Temperature probe 
(PT500) 

(a)                                                                   (b) 
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The flow rate range is also discretized into three. The chosen discretized flow rates are about 230 L/h, 
about 160 L/h and about 90 L/h. They correspond to the three positions of the chosen manual variable-
speed circulator (‘Yonos Para 15/6’ by Wilo) and therefore cover its whole operating range. 

The minimal return temperature that could be obtained depends on the auxiliary heat exchanger 
efficiency (and the temperature of the water mains which it is supplied from). At the time of the test 
campaign (September 2021), it was not possible to go lower than about 18°C. Maximum temperature 
of the return line is obtained by bypassing the auxiliary heat exchanger completely and depends on the 
thermal losses of all the heat recovery circuit to the air of the room (that can be considered at a constant 
temperature and humidity). At the time of the test campaigns, it was difficult to obtain return temperature 
higher than 47°C (corresponding to about 50°C of depart/supply temperature), especially for low output 
power setting (and therefore low heat recovery capacity). Beyond those extremes, it was then chosen 
to conduct the tests with 8 additional intermediate temperature levels: each temperature step is about 
3 or 4 K. 

For each tested operating conditions, one has waited at least 15 minutes to ensure for the system to 
be considered at steady-state. 

2.3 Equivalent energy contained in the consumed gas 

It is worth mentioning that all the laboratory tests were conducted in three separate days over two weeks 
in September 2021, allowing the electrical power output to be changed in between. 

Natural gas consumed on the test bench comes from the grid. Its HHV has been provided hourly by the 
gas provider and the daily average values have been reported in Table 2.  

Table 2. Average HHV and LHV figures on the day of the test sequence 

AC Electrical power output of the test 
sequences 

HHV  

(given by the gas provider) 

LHV 

(assuming HHV/LHV ratio of 1.1085 [16]) 

1500 Wel 11,5762 kWh/m³ 10,4431 kWh/m³ 

1000 Wel 11,5885 kWh/m³ 10,4542 kWh/m³ 

500 Wel 11,6133 kWh/m³ 10,4766 kWh/m³ 

It must be stated that the HHV figures of Table 2 have been measured by the gas provider in reference 
conditions (1 atm and 0°C), which are different from the gas delivery conditions. Therefore, the metered 
gas volume must be corrected to be applied to those HHV or LHV figures, following the method 
described in a previous publication [17]. Since the atmospheric pressure was not measured at the 
laboratory facility, it has been computed considering an assumed pressure at sea level of 101325 Pa 
and an ambient temperature of 15°C (see reference [17] for explanatory details). 

The uncertainty levels of the HHV-LHV figures of Table 2 have not been given by the gas provider. 
Therefore, since the laboratory facility is receiving type ‘H’ natural gas (‘rich’ gas, as opposed to ‘lean’ 
gas, called type ‘L’ gas), the uncertainty level of those heating values can be assumed equal to ±234 
Wh/m³, i.e. the same uncertainty level considered in the already referenced field-test study [5] for the 
site that also receives type ‘H’ gas.  

3. Results 

It is worth mentioning that the measured output power fluctuated in a range of only ± 3 W around the 
power output setting set remotely by the manufacturer (i.e. ± 0.6% in the worst case), not affected by 
the working temperature of the heat recovery system (nor its flow rate). Similarly, the gas consumption 
was observed to be very stable according to the output power setting and therefore not to depend on 
neither the temperature nor the flow rate of the heat recovery system. Indeed, it was observed to vary 
at worst in the ± 0.5% range. Those fluctuating ranges are even in the same order as the accuracy of 
the corresponding sensors, as shown in Table 1. Therefore, it has been established that electrical 
efficiency (not considering the power consumption of the circulator of the heat recovery system) also 
only depends on the output power setting (and is not affected by the state of the heat recovery system). 
Since the state of the heat recovery system affects the temperature of the flue gases, which heat up 
the incoming air required for the fuel cell reaction through the double-walled chimney (Figure 2), it could 
have indeed been imagined that it might have affected the electrical efficiency of the stack. However, it 
is not the case and one can assume that the internal heat management of the system is robust enough 
so the state of the heat recovery circuit only impacts the thermal efficiency of the system. 
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Indeed, only the thermal efficiency has significantly varied in all the laboratory test campaigns. So, the 
system’s thermal efficiency dependency related to working temperature and flow rate of the heat 
recovery circuit is presented in Figure 5, Figure 6 and Figure 7, according to the electrical power output 
setting (respectively 1500 Wel, 1000 Wel and 500 Wel).  

 
Figure 5. LHV thermal efficiency of the SOFC related to working temperature (and water flow rate) at 
1500 W of power output. LHV electrical efficiency has been found constant and equal to about 57%. 

 
Figure 6. LHV thermal efficiency of the SOFC related to working temperature (and water flow rate) at 
1000 W of power output. LHV electrical efficiency has been found constant and equal to about 55%. 

It is clear that the flow rate, in the tested range, has no significant influence on thermal efficiency. On 
the contrary, the efficiency decrease according to increased working temperatures is always noticeable 
and quite linear. It even increases (exponentially) as the electrical output power setting is lowered. 
Indeed, over similar tested working temperature ranges (of about 30°C each time), at 1500 W, the 
decrease in thermal efficiency is about 26 percentage points; at 1000 W, it is about 28 percentage 
points and at 500 W, it is about 35 percentage points. This exponential trend can be explained by the 
exponential relation between thermal efficiency and electrical output power, observable in Figure 8, 
which highlights efficiency results according to the power output setting. It also compares directly the 
results gathered in this particular experimental study with the one previously published by the 
manufacturer [18] (all obtained at a return temperature of 30°C). It is worth mentioning that those 
previous results have been presented in 2011 and might be relevant for a previous version of the 
system. 

As shown in Figure 8, total LHV efficiency is always about or above 80%. Figure 8 also shows that the 
laboratory efficiency variations between nominal electrical output power and 1000 W of output power is 
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not significant. On the other hand, working at minimal power brings significant total efficiency decrease 
(explained by the 17 percentage points decrease in electrical efficiency, which is not balanced by the 
slightly higher thermal efficiency). It is quite trivial that partial load functioning leads to lower electrical 
and total efficiencies (mainly due to higher heat losses than at design operating conditions because the 
internal temperature must be kept constant [19]). Therefore, it is also quite normal that, as electrical 
efficiency increases, thermal efficiency decreases. This has been verified in literature for many CHP 
systems [20], as demonstrated with Figure 11, for which the experimental results of the BlueGen system 
reported in Figure 8 have been added for comparison. 

 
Figure 7. LHV thermal efficiency of the SOFC related to working temperature (and water flow rate) at 
500 W of power output. LHV electrical efficiency has been found constant and equal to about 40%. 

 

Figure 8. LHV efficiency results obtained in this laboratory study superposed on reproduced ones 
previously published by the manufacturer [18] (all obtained with a return temperature of 30°C). System’s 
version in the results published by the manufacturer has not been disclosed, neither as the way 
efficiencies have been measured or computed (which might explain the few differences).  

4. Performance models 

Based on those results, the system has been modelled in two main steps with the Matlab software, 
starting with the thermal efficiency and finishing with the electrical efficiency.  

As stated, the thermal efficiency of the system does not depend on the water flow rate of the heat 
recovery circuit. Therefore, the only influencing parameters for the thermal efficiency are the electrical 
output power �̇�𝑒𝑙  and the working temperature of the heat recovery circuit (which influence has been 
studied through its return temperature 𝑇𝑅). The resulting LHV thermal efficiency model (with its 
tremendous goodness of fit) is presented in Figure 9. It consists of a polynomial regression of the 
second order on both axes of all the results presented in Figure 5, Figure 6 and Figure 7, independently 
of the water flow rate of the heat recovery circuit. Between electrical power output �̇�𝑒𝑙 of 500 and 1500 
Wel, this LHV thermal efficiency η𝑡ℎ,𝑚𝑜𝑑𝑒𝑙 model is defined by Equation (1), whose parameters are 

             *Reference : [16] 
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provided in Table 3. Equation (1) has been nondimensionalized in Equation (2). Equation (2) is therefore 
expressed in terms of load factor 𝜆, i.e. the nondimensionalized ratio between the electrical output 
power and the nominal power, equal to 1500 Wel in this case (𝜆 = �̇�𝑒𝑙 1500Wel⁄ ).  η𝑡ℎ,𝑚𝑜𝑑𝑒𝑙(%) = 𝑓(�̇�𝑒𝑙 , 𝑇𝑅) = 𝑝00 + 𝑝10�̇�𝑒𝑙 +  𝑝01𝑇𝑅 + 𝑝20�̇�𝑒𝑙2 + 𝑝11�̇�𝑒𝑙𝑇𝑅 + 𝑝02𝑇𝑅2 (1) η𝑡ℎ,𝑚𝑜𝑑𝑒𝑙(%) = 𝑓(𝜆, 𝑇𝑅) = 𝑝00 + 1500𝑝10𝜆 + 𝑝01𝑇𝑅 + 1500²𝑝20𝜆2 +  1500𝑝11𝜆𝑇𝑅 + 𝑝02𝑇𝑅2 (2) 

Table 3. Parameters of the LHV thermal efficiency model of the SOFC of Equation (1) and Equation 
(2), valid between electrical power output �̇�𝑒𝑙 of 500 Wel and 1500 Wel 

Thermal LHV efficiency model parameters 𝑝00 𝑝10 𝑝01 𝑝20 𝑝11 𝑝02 

Values 97.52 -0.03938 -1.699 9.855e-6 4.257e-4 3.249e-3 

It must be stressed that this thermal efficiency model is valid on the tested heat recovery water flow 
rate. It is likely that higher heat recovery flow rate will not affect the model (because efficiency of the 
thermal exchange within the system seems to have reached its maximum asymptote). However, 
extremely low heat recovery flow rate will trivially reduce the efficiency of the exchange within the 
machine. It would therefore be considered as good practice to ensure at least 90 L/h of water flow rate 
in the recovery heat circuit (or to ensure that lower flow rates will not affect the thermal efficiency of this 
system). The model is likely to be valid in real applications since 90 L/h of water flow rate has been 
obtained at the ‘lowest position’ of the variable speed circulator used in the test bench (see Figure 2). 
Lower water flow rates could only occur with unlikely great pressure losses on the heat recovery circuit. 

It is worth mentioning that goodness of fit can indeed be studied easily with the Matlab software thanks 
to RMSE and R-square values. The following explanations have been provided by the Matlab Software 
support regarding those fitting variables : 

▪ R-square: This statistic measures how successful the fit is in explaining the variation of the data. 
Put another way, R-square is the square of the correlation between the response values and the 
predicted response values. R-square can take on any value between 0 and 1, with a value closer 
to 1 indicating that a greater proportion of variance is accounted for by the model. 

▪ RMSE: This statistic is an estimate of the standard deviation of the random component in the data. 
RMSE value closer to 0 indicates a fit that is more useful for prediction. 

 

Figure 9. Model of the laboratory BlueGen LHV thermal efficiency according to return temperature of 
the heat recovery circuit and electrical output power 

Modelling the LHV electrical efficiency is simpler as it does not depend on the return temperature of the 
heat recovery circuit (nor on its flow rate, as it was already the case with the thermal efficiency). 

Again, the Matlab software has been used on all the results presented in Figure 5, Figure 6 and Figure 
7. The resulting model is defined by the exponential Equation (3), which has been nondimensionalized 
in Equation (4). Equation (4) is therefore expressed in terms of load factor 𝜆, i.e. the ratio between the 
electrical output power and the nominal power, equal to 1500 Wel in this case (𝜆 = �̇�𝑒𝑙 1500Wel⁄ ). Model 
parameters and goodness of fit indicators are given in Table 4. 
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 η𝑒𝑙,𝑚𝑜𝑑𝑒𝑙(%) = 𝑓(�̇�𝑒𝑙) = 𝑎 × �̇�𝑒𝑙𝑏 +  𝑐 (3) η𝑒𝑙,𝑚𝑜𝑑𝑒𝑙(%) = 𝑓(𝜆) = 𝑎 × 1500𝜆𝑏 +  𝑐 (4) 

Table 4. Parameters and goodness of fit indicators of the LHV electrical efficiency model of the SOFC 
of Equation (3) and Equation (4)  

Electrical LHV efficiency model parameters 𝑎 𝑏 𝑐 RMSE R-Square 

Values -7.491e8 -2.82 57.64 0.1687 0.9996 

5. Discussion 

5.1 Comparison with previously published results  

LHV electrical efficiency at nominal power is about 3 percentage points behind the manufacturer target 
(one has obtained 57% experimentally and not 60% as stated in the Introduction) and this could be 
explained by the intrinsic statistical difference between production units and/or simply by the natural 
ageing of the stack (as shown in Figure 10). At lower electrical power (1000 W and 500 W), the 
laboratory electrical efficiency results seem to be relevant with the 2011 results of Figure 8 [18]. On the 
other hand, it seems that heat recovery has been significantly improved since the earlier manufacturer’s 
publication in 2011, probably achieved with the use of an internal recovery heat exchanger of larger 
size.  

By deduction of Figure 5, the 25% LHV thermal efficiency announced by the manufacturer (as stated in 
the Introduction) is relevant with a return temperature of 40°C, which is sufficient in some DHW 
production applications as well as if the SOFC was directly connected to high-temperature terminal 
units (in older dwellings, for example). This SOFC mCHP performance has been compared with other 
well-known cogeneration technologies in Figure 11 [20]. It confirms that fuel cells (especially SOFC’s) 
allow for achieving much higher electrical efficiencies than other technologies. 

Figure 10. Statistical analysis of production systems back in 2011 [18] expressed in terms of LHV 
electrical efficiency decay over time at nominal output power (1500 Wel). System’s version in the results 
published by the manufacturer has not been disclosed. Reproduced from reference with the addition of 
this study’s laboratory results. 

5.2 External weather conditions 

At the time, it was decided not to monitor the external temperature and humidity during the test 
campaigns. Looking at the outcomes published in this paper, there are no unexpected results that are 
significant enough to be related to any weather variation that has occurred during the test campaigns. 
Therefore, with such a SOFC system, with tremendously high internal temperatures around 800°C [21], 
it could be considered that moderate external temperature and humidity variations (typical of Western 
Europe’s climate) have no significant influence on the efficiencies of the system. It is worth mentioning 
that there were also neither any significant influence of external weather conditions that could have 
been inferred from the field-test study previously published about that particular SOFC system [5]. 
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Figure 11. Market study on reported efficiencies for three different groups of micro-CHPs: Internal 
Combustion Engines (ICE), Fuel Cell based micro-CHPs and CHP based on Stirling principle. The 
efficiencies are put in perspective with a line (lower dotted one) representing the reference conventional 
power that the micro-CHPs must beat (i.e. the average grid efficiency for electrical generation and the 
gas condensing boiler for heat production). Average efficiency of the grid electrical mix is considered to 
be at 40 % HHV (as comparison, the one of UK in 2013 was about 38.6% LHV, i.e. 34.8% HHV [22]). 
Reference thermal efficiency of condensing gas boiler is considered to be at 90% HHV (as comparison, 
yearly HHV efficiency figure of field-tested gas condensing boiler have been reported in the 82-89% 
range [23] whereas the Walloon energy regulator in Belgium has stated, based upon field-test studies, 
that reference state-of-the-art gas condensing boilers have efficiencies of 90% LHV, i.e. 81.2 % HHV 
[24]). The maximum physically possible upper limit corresponding to total HHV efficiency of 100% is 
represented by the upper dotted line. Reproduced and adapted from reference [20]. The experimental 
results of this SOFC system at 30°C of return temperature reported in Figure 8 according to the output 
power setting have been added considering a 1.1085 HHV to LHV ratio [16]. The efficiency results over 
the upper line (total efficiency results over 100% HHV) are most likely due to measurement uncertainty, 
especially regarding how the HHV is accounted for [17]. 

5.3 Water consumption (and evacuation) 

As explained in the field-test study previously published about that particular SOFC [5], the system 
consumes water (discontinuously, a few times a day) from the mains in order to (filter and) store water 
that could later on help provide steam for methane reforming purposes. Even though a water meter was 
placed on the test bench (at the water mains connection), in such steady-state tests, the water 
consumption can hardly be related to the operating conditions as water withdrawals are only executed 
periodically (a few times a day). Indeed, generally, no water consumption was observable while 
conducting the test procedure for one particular set of operating conditions. For example, water 
withdrawal occurred a couple hours later, while the test campaign was finished or while conducting the 
test for other operating conditions. 

However, from 20th September 2021 to 16th February 2022, the SOFC was turned on in the laboratory 
facilities and has provided (continuously, mostly at its nominal power output) 5048 kWhel of electrical 
energy and 1434 kWhth of heat. During that time, the system consumed 6274 L of water from the grid. 
This accounts for a water consumption of 1.24 L/kWhel. This figure can be considered as in the upper 
range related to this SOFC system because, in the laboratory facilities, the heat recovery circuit was 
turned off most of the time (except during the three days of the actual test campaigns). Therefore, the 
return temperature was generally not cooled down and water in the flue gases was less likely to 
condensate and be fed back to the internal tank, which would have reduced the water consumption 
from the mains [5].  

As shown in Figure 2, the system has two water outlets to the sewers (that have not been instrumented 
as water evacuations are quite sporadic). The first outlet evacuates brine water from a reverse osmosis 
filter [25] that cleans the water supply (from the mains) and feeds an internal tank (with cleaned water 
required for steam reforming processes of the inlet fuel, that is subsequently processed by the fuel cell 
stack) [5]. With such a two-chamber filter (separated with a filtering membrane), the water impurities 
concentration in the periodical inlet water volume becomes too high compared to the pressure used for 
the reverse osmosis. Thus, the remaining inlet water (with high levels of impurities) has to be thrown 
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away for another periodical grid fresh water inlet to take place (and to be submitted to the reverse 
osmosis filter). The more water is consumed from the grid, the more brine water will be evacuated.  

As mentioned here above, flue gases are ideally cooled down by the optional heat recovery circuit and 
the condensates, which are not required to be processed in the reverse osmosis filter, are recovered 
and fed to the internal water tank [5]. However, this latter might be full so a second water outlet to 
evacuate its potential excess has been implemented [5]. 

Thus, enabling the heat recovery circuit and allowing for more processed water recovery (from the flue 
gases) will increase the probability of water excess in the internal tank (and water evacuation from the 
second outlet), but it will more importantly reduce water consumption from the grid and the resulting 
brine water evacuation (from the first outlet). 

6. Conclusion 

Electrical and thermal performance (efficiencies) models of the studied SOFC mCHP system are 
demonstrating great goodness of fit. Its electrical power output is tremendously stable and corresponds 
quite accurately to the output power setting as well as to the performance announced by the 
manufacturer (especially considering ageing). Along with the stable gas consumption, this leads to very 
stable electrical efficiencies. The electrical efficiency (and power output) is not altered at all by changes 
in working temperature of the heat recovery circuit (nor by potential change in heat recovery flow rate). 
In the tested range (corresponding to the range of a variable speed regular space heating circulator), 
thermal efficiency is almost not altered by the heat recovery flow rate. 

Thermal efficiency is affected by the working temperature of the heat recovery circuit quite linearly and 
it decreases as working temperature increases. The slope of that linear decrease increases 
exponentially as electrical power output decreases. Indeed, at nominal electrical power output (1500 
W), the thermal efficiency increase between about 50°C and 20°C of return temperature is about 26 
percentage points. And, over a similar temperature range at minimal electrical output power (500 W), 
the thermal efficiency decrease reaches 35 percentage points. At nominal electrical power output (1500 
W), highest LHV thermal efficiency is about 42% whereas it increases up to about 55% at minimal 
electrical power output (500 W). 

The efficiency results at 1000 W of electrical power output are really close to the one obtained at 1500 
W of electrical power output (for both electrical and total efficiency). However, lowering the electrical 
power output down to 500 W mainly reduces the electrical efficiency, which is not balanced by the 
increase of the thermal efficiency, meaning that the total efficiency still decreases compared to higher 
power output settings. Total LHV efficiency is indeed about 78% at 500 W of electrical power output 
whereas it comes close to 90 % at 1000 W and 1500 W of electrical power output. 

The LHV thermal efficiency of 25% at nominal electrical output power of 1500 W announced by the 
manufacturer seems to correspond to a return of 40°C, which is relevant for many residential DHW 
applications. This corresponds to about 600 W of heat recovered. Residential DHW represents thus a 
suitable way of recovering the heat provided with the system. As explained, lowering the return 
temperature (without significantly reduce the heat recovery flow rate below the operating range of the 
variable speed circulator that has been used) would even increase the amount of heat recovered (and 
the thermal efficiency of the system) but at temperature lower than 40°C, it would no longer be 
convenient for DHW production. 

Compared with CHP literature, this SOFC technology demonstrates quite high electrical efficiencies 
and satisfactory thermal efficiencies. In fact, no commercialized CHP system exhibiting higher electrical 
efficiencies than this system have been found by the authors of this paper. 

Nomenclature 
mCHP Micro-Combined Heat and Power 

DHW Domestic Hot Water 

HHV (LHW) High (Low) Heating Value 

SOFC Solid Oxide Fuel Cell 
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Abstract: 

Heat pumps are one of the key technologies to reduce CO2-emissions and reach a net zero building stock. 
However, heat pumps still induce CO2-emissions, which split up into direct and indirect emissions. Direct 
emissions result from leakages on site and indirect emissions mainly relate to the power consumption. In 
particular, the refrigerant choice influences both direct emissions due to its global warming potential, and 
indirect emissions due to the efficiency of the heat pump. Thus, the refrigerant choice is crucial to minimize 
the overall emissions of heat pumps. When selecting a proper refrigerant, several evaluation methods exist 
in the state of the art. In this work, we analyze the influence of the evaluation method on optimal fluid 
selection. Four methods are employed: Efficiency-based method using the seasonal coefficient of 
performance (SCOP), Total Equivalent Warming Impact (TEWI), Life Cycle Climate Performance (LCCP), 
and Life Cycle Assessment (LCA). The study includes ten refrigerants. For method comparison, the study 
includes refrigerants with either a high GWP or an ODP greater zero also to account for the sensitivity with 
respect to the evaluation method. The investigation shows only minor differences between the studied 
refrigerants when comparing the results of SCOP, TEWI and LCCP. The refrigerant ranking is not influenced 
by the assessment method. Main reason is the high share of the indirect emissions and thus, the 
dependency on SCOP. Using the LCA, the main difference occurs for refrigerants with an ODP. Using 
current regulations (zero ODP, GWP < 150), we conclude, SCOP comparison is a sufficient evaluation 
criterion when selecting refrigerants.  

Keywords: 

Fluid selection; TEWI; LCCP; LCA; low-GWP refrigerants. 

1. Introduction 
In the context of climate change, global greenhouse gas (GHG) emissions have to be reduced in all sectors. 
In the building sector, the provision of heating and cooling in the building sector is responsible for 
approximately 19 % of global CO2-emissions [1]. To achieve the goal of a CO2-neutral building stock, heat 
pumps are considered a key technology to replace conventional technologies. Typically, heat pumps use 
electricity to upgrade ambient heat and thus provide useful heat for heating purposes. Thereby, the 
emissions of heat pumps are divided into indirect and direct emissions [2]. Indirect emissions are related to 
the energy demand to operate the system. Most heat pumps use mechanical energy to lift the temperature 
level and match heat supply and demand. In Germany, the necessary energy is mostly provided by power 
plants that emit CO2 and thus, leads to emissions not at the place of the heat pump but at the power plant. 
For a user-specific heating demand, the emissions depend on electric power demand and thus, on the cycle 
efficiency of the heat pump. Direct emission originates to refrigerant leakages on site. All currently used 
refrigerant have a non-zero global warming potential (GWP). Therefore, their leakage supports the 
greenhouse effect. The main contributor to direct emissions is the used refrigerant, its charge, and its 
respective GWP. To reduce the overall emissions of heat pumps, direct and indirect emissions need to be 
reduced.  

Besides the GWP, the overall cycle efficiency depends on the choice of refrigerant [3]. Thus, selecting a 
proper working fluid is crucial regarding low emissions. The refrigerants, however, are subject to increasingly 
strict political regulations that lead to maximum allowed limits for the GWP, refrigerant charges, and include 
bans on specified characteristics of refrigerants [4]. In search for possible alternatives that satisfy the political 
restrictions, the current research focuses on natural refrigerants and hydrofluoroolefins (HFO) since both 
have near zero GWP values [5–8]. However, selecting the optimal refrigerant is complex and depends on 
many boundary conditions. Thus, evaluation criteria exist comparing and evaluating refrigerants. In addition 



to conventional energetic assessment metrics like seasonal coefficient of performance (SCOP), multiple 
evaluation methods estimate the environmental impact at different levels of complexity: The Total Equivalent 
Warming Impact (TEWI) [9], the Life Cycle Climate Performance (LCCP) [10] and the Life Cycle 
Assessment (LCA) [11]. However, to the authors’ knowledge it is unknown how different ecologic evaluation 
methods influence the results regarding the refrigerant selection and whether the high complexity of the 
evaluation is necessary within the selection process. Thus, this work aims to analyze the influence of the 
evaluation method on the optimal refrigerant selection. In the evaluation, the SCOP, the TEWI, LCCP, and 
LCA are evaluated for ten refrigerants. The refrigerants are mainly low-GWP refrigerants, e.g. 
propane (R290). Additionally, conventional refrigerants such as R410A, R134a and R404A are included as 
well as R22, which has an ozone depletion potential (ODP) to include multiple environmental aspects and 
derive general conclusions.  

The paper is structured as follows: Sections 2 describes and discusses the simulation model. We investigate 
three refrigerant cycle flowsheets since the flowsheet strongly influences the energetic performance of 
refrigerants. Additionally, the calculation methods of the assessment criteria are presented. Section 3 shows 
the results and highlights the differences of each evaluation method. Section 4 discusses the impact of the 
evaluation method on refrigerant selection and Section 5 draws the overall conclusions and give a 
suggestion for future work. 

  

2. Method  
This section describes the overall method and assessment criteria. Section 2.1 presents the heat pump 
modeling approach. Section 2.2 shows the evaluation of the energetic assessment criteria of the seasonal 
coefficient of performance. Sections 2.3 to 2.5 describe the evaluation of the ecologic criteria TEWI, LCCP 
and LCA. Finally, section 2.6 shows the selected parameter and the case study. 

 

2.1. Heat pump modeling approach 

In the present investigation, we evaluate three heat pump cycle configurations. For each cycle configuration 
a thermodynamically consistent modeling approach is used. A short description of the selected approach is 
presented. A detailed description is given in [12]. The modeling approach follows an optimization procedure 
using the Python scipy package [13]. Equation (1) shows its formulation. max𝑥 𝐶𝑂𝑃(�⃗�) 𝑠. 𝑡.   𝑔(�⃗�, �⃗�)  ≥ 0          �⃗�min ≤ �⃗� ≤ �⃗�max 

(1) 

In the optimization, the coefficient of performance (COP) is maximized by adjusting the process 
parameters �⃗� . The process parameters depend on the individual cycle configuration and are presented 
below. For each process parameter, the optimization considers box-bounds. Additionally, the optimization is 
subject to inequality constraints 𝑔(�⃗�, �⃗�). The inequality constraints depend on the process parameters �⃗� and 
on the temperatures of heat sink and source. The constraints ensure a physical and technical feasible 
operation and include (1) wet compressor prohibition, (2) subcritical operation and (3) minimal approach 
temperatures for all heat exchangers to satisfy the 2nd law of thermodynamics. The heat exchanger 
modeling uses a minimum approach temperature Δ𝑇min =  2 K. The expansion valves are assumed 
isenthalpic. Losses due to friction in the pipes, pressure losses, and heat losses to the surroundings are 
neglected.  

For the compressor, a loss-based compressor model of a reciprocating compressor is used to evaluate 
refrigerant and operating point dependent isentropic and volumetric compressor efficiencies [14]. The model 
includes multiple loss mechanisms within a compressor and combines them to a single definition of the 
compressor efficiency. Thereby, losses due to friction of the piston, flow losses at the compressor valves, 
electrical losses of the inverter, and heat losses to the environment are included. Additionally, the model 
scales all effects for a predefined heat flow rate in the condenser. In this work, we consider a 10 kW heat 
pump for a residential building at the design point -10 °C ambient air temperature and a sink temperature of 
55 °C. Thus, the size of the calculated heat pump does not vary between fluids, and a general comparison is 
possible. A fluid-dependent and operating point-dependent calculation is crucial since the compressor is the 
component with the highest irreversibilities in the cycle, and an inaccurate calculation can lead to significant 
differences between the fluids [15]. 

To account for the influence of the cycle configuration, the study includes three different flowsheets. All 
models are implemented in Python and use REFPROP version 10.0 [16] to calculate the fluid properties of 
all refrigerants. Figure 1 shows the flowsheets. 



 
 

(a) 

 
(b) 
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Figure 1: Selected heat pump cycle configurations for the case study. 

The simple flowsheet (Figure 1a) consists of the four basic components. During the cycle calculation, the 
optimizer adjusts four optimization variables that specify the simple cycle. Equation (2) shows the 
optimization variables for the simple cycle. �⃗�simple = �⃗�ihx = [𝑝eva;  𝑝con;  Δ𝑇SH;  Δ𝑇SC]𝑇 (2) 

Thereby, the amount of superheating at the compressor inlet Δ𝑇SH , the amount of subcooling at the 
condenser outlet Δ𝑇SC, the evaporation pressure 𝑝eva and the condensation pressure 𝑝con are optimized. For 
each parameter set, the cycle efficiency COP is evaluated by equation (3). 𝐶𝑂𝑃simple = �̇�con𝑃el  = ℎ2 − ℎ3ℎ2 − ℎ1 (3) 

The second flowsheet uses an internal heat exchanger (Figure 1b). The amount of superheating is shifted 
from the evaporator to the internal heat exchanger, recuperating heat from the high-pressure side. Thus, the 
evaporator outlet is saturated vapor. Within the used modeling approach, the internal heat exchanger 
provides heat for the necessary amount of superheating only and the calculation of the efficiency COP in the 
ihx-cycle is similar to the simple cycle stated in equation (3). 

The third cycle uses vapor injection to increase the overall cycle performance (Figure 1c). For the vapor 
injection (vi), a two-stage compression model is used. After the first stage, a partial mass flow rate �̇�inj 
(state 5) is injected into the compressor. The injected mass flow rate arises from the expansion of a partial 
mass flow after the condenser to an intermediate pressure level and the heat transfer within the economizer 
(state 5). Due to the vapor injection, the cycle includes two additional degrees of freedom: (1) The 
intermediate pressure 𝑝int of states 4 and 5 and (2) the injection ratio y, which is the ratio of injected vapor �̇�inj, and total mass flow rate in the condenser �̇�con.  𝑦 = �̇�inj�̇�con (4) �⃗�vi = [𝑝eva;  𝑝con;  Δ𝑇SH;  Δ𝑇SC;  𝑝int;  𝑦]𝑇 (5) 

The injected mass flow rate at state 5 is assumed saturated vapor. Due to the two-step compression and 
vapor injection into the compression chamber, the cycle efficiency calculation is more complex than the 
simple heat pump cycle. Equation (6) shows the definition of the COP for the vi cycle. 𝐶𝑂𝑃vi = ℎ2 − ℎ3(1 − 𝑦) ⋅ Δℎcom,step,1 + Δℎcom,step,2 (6) 

Thereby, Δℎcom,step 𝑖  is the specific enthalpy difference due to the compression in step i. Since the mass flow 
within the evaporator and thus, the first compression step only includes a partial mass flow rate. 

 

2.2. Seasonal coefficient of performance 

To evaluate the annual energy consumption of a single-family house, we evaluate the seasonal coefficient of 
performance (SCOP). In this work, a weighting approach is used that divides a whole test reference 
year (TRY) into representative clusters. Here, we use the k-medoids clustering method [17] and a TRY of the 
city Aachen in Germany provided by the German Weather Service. A building energy model from the AixLib 
Modelica library calculates the heating demand of a defined operating point [18]. The building has a heating 



demand of 9.7 kW at nominal ambient air temperature. Equation (7) shows the resulting formula of the 
SCOP. 𝑆𝐶𝑂𝑃 = ∑ �̇�heating,𝑖 ⋅ 𝜔𝑖𝑖∑ �̇�heating,𝑗𝐶𝑂𝑃𝑗 ⋅ 𝜔𝑗𝑗  (7) 

Here, the indices i and j indicate the selected cluster, 𝜔𝑖 is the weight of the cluster in hours, �̇�heating,𝑖 is 
heating demand of the building and thus, the condenser heat flow rate of the heat pump and COP is the 
evaluated COP for the defined flowsheet at the operating point of the cluster. 

The temperatures of the source and sink, describing the operating point of the heat pump, are derived from 
the ambient air temperature given by cluster i. Additionally, a heat curve of a radiator system is coupled, 
using a nominal design temperature of 55/45 (supply temperature in °C / return temperature in °C), which is 
a common heating system in the German building stock. Thus, the heat pump operates at different working 
and load conditions. 

The annual electricity demand 𝑊el,annual can be calculated using equation (8). 𝑊el,annual  =  ∑ �̇�heating,𝑗𝐶𝑂𝑃𝑗 ⋅ 𝜔𝑗𝑗  (8) 

 

2.3. Total Equivalent Warming Impact 

In addition to the energy evaluation, selected refrigerants and flowsheets are evaluated with regards to their 
environmental impact. Different approaches exist in the literature for this purpose. A comparatively simple 
estimation allows the calculation of the Total Equivalent Warming Impact (TEWI). The GWP evaluates 
refrigerants in terms of their direct emissions to the environment. This value indicates the global warming 
potential of the refrigerant, but does not take into account the actual amount of refrigerant released into the 
environment in case of leakage. In addition to the GHG emissions from refrigerant leakage, the TEWI also 
takes into account the GHG emissions from the electricity used to operate the heat pump. Thus, the TEWI 
considers direct and indirect emissions [9]: 

 𝑇𝐸𝑊𝐼 = 𝐺𝑊𝑃 ⋅ 𝑚ref ⋅ (𝐿annual ⋅ 𝑛 + 𝐸𝑂𝐿) + (𝑊el,annual ⋅ 𝐸𝑀GWP ⋅ 𝑛) (9) 

 

Where 𝐿annual is the annual refrigerant leakage, 𝑚ref is the refrigerant mass, n is the system lifetime, EOL is 
the end of life refrigerant leakage, 𝑊el,annual is the annual electricity demand, and 𝐸𝑀GWP is the CO2-emission 
factor of the electricity grid. The TEWI provides an approximation of the actual CO2-emissions caused by a 
heat pump. However, this assessment method only covers the use phase and neglects further climate-
relevant life cycle phases.  

 

2.4. Life Cycle Climate Performance 

To include further life cycle phase, an extension to the TEWI is the Life Cycle Climate Performance (LCCP). 
Compared to the TEWI, the LCCP includes further sources of equivalent GHG emissions. Like the TEWI, this 
is composed of direct (equation (11)) and indirect emissions (equation (12)) [19, 20]. 𝐿𝐶𝐶𝑃 = 𝐿𝐶𝐶𝑃DE + 𝐿𝐶𝐶𝑃IE (10) 𝐿𝐶𝐶𝑃DE = 𝑚ref ⋅ (𝑛 ⋅ 𝐿annual + 𝐸𝑂𝐿) ⋅ (𝐺𝑊𝑃 + 𝐴𝑑𝑝. 𝐺𝑊𝑃) (11) 

𝐿𝐶𝐶𝑃IE = 𝑛 ⋅ 𝑊el,annual ⋅ 𝐸𝑀GWP + ∑(𝑚new,𝑖 ⋅ 𝑀𝑀𝑖)𝑛
𝑖=1 + ∑(𝑚rec,𝑗 ⋅ 𝑅𝑀𝑗)𝑚

𝑗=1  +𝑚ref ⋅ (1 + 𝑛 ⋅ 𝐿annual) ⋅ 𝑅𝐹𝑀 + 𝑚ref ⋅ (1 − 𝐸𝑂𝐿) ⋅ 𝑅𝐹𝐷 

(12) 

Here the additional variables stand for: 

• Adp.GWP: GWP of the atmospheric decomposition products 
• 𝑚new: mass of the new material of the heat pump unit 
• 𝑚rec: mass of recycled material of the heat pump unit 
• MM: emissions per kg of virgin material of the heat pump unit 
• RM: emissions per kg of recycled material of the heat pump unit 
• RFM: emissions from the production of the refrigerant 
• RFD: Emissions from disposal of the refrigerant 



The metric follows the so-called cradle-to-grave approach so that GHG emissions are captured regarding the 
entire life cycle. In addition to the GHG emissions captured by the TEWI, GHG emissions from energy 
contained in product materials and for refrigerant production, and disposal are also included. The additional 
parameters introduced in the LCCP supplement the TEWI, but account for only a small proportion in the 
overall analysis. However, TEWI and LCCP use equivalent GHG emissions and do not account for further 
assessment criteria that might be of importance to avoid misleading the fluid choice. 

 

2.5. Life Cycle Assessment 

The Life Cycle Assessment (LCA) includes all life cycle stages of a heat pump and introduces several 
assessment metrics. To utilize this method, first the overall goal of the assessment must be defined. In this 
case, the goal is the environmental evaluation of heat pumps and refrigerants in a single-family house in 
Germany. The LCA aims to investigate the influence of the refrigerant on environmental impact caused 
during the life cycle of a heat pump. Thereby, the environmental impact is divided into different 
environmental categories. 

This work investigates the life cycle of an air-to-water heat pump (cf. section 2.1 and 2.6). The investigation 
focuses on the production of refrigerants and heat pump, the operation of the heat pump and the disposal 
(including a possible recycling). The function of the air-to-water heat pump is to provide space heating and 
domestic hot water over an observation period of 20 years, matching the heat pump's lifetime (cf. Table 3). 

This study comprises four main environmental impact categories: global warming (GW), ozone 
depletion (OD), Photochemical Ozone Formation (POF) and Acidification (A). Overall, their normalized 
values (normalized by the maximum of each category) are weighted (cf. Table 1) and summed to one single 
LCA-value. 

Table 1: Weighting factors for each environmental impact within the LCA. 

Environmental impact Weights in % 

Global Warming (GW) 40 

Ozone Depletion (OD) 30 

Photochemical Ozone Formation (POF) 15 

Acidification (A) 15 

Since this work aims to compare multiple evaluation methods using the same overall technology, in this case 
the heat pump, these are the main environmental impact categories. In case different technologies should be 
compared, however, further impact categories are necessary to provide a full LCA and, thus, a proper 
ecologic comparison. 

 

2.6 Case study 

Within the present case study, we consider ten refrigerants of different fluid groups (hydrocarbons, 
hydrofluoroolefins, hydrofluorocarbons and chlorofluorocarbons) to account for several effects when 
evaluating the ecologic parameters. Table 2 presents the selected refrigerants and their fluid properties. 

Table 2: Properties of the investigated refrigerants [16, 21]. 

Refrigerants Safety GWP Adp. GWP ODP 𝑻𝐜𝐫𝐢𝐭 in °C 𝚫𝑻𝐠in K 

R436A A3 3 0 0 115.89 7.2 

R32 A2L 675 0 0 78.11 0 

R1270 A3 2 0 0 91.06 0 

R290 A3 3 0 0 96.74 0 

R22 A1 1760 0 0.055 96.15 0 

R410A A1 1920 0 0 71.34 0.1 

R454C A2L 146 0 0 85.67 7.5 

R134a A1 1300 1.6 0 101.06 0 

R404A A1 3940 0 0 72.12 0.4 

R1234yf A2L 4 3.3 0 94.70 0 

 

In addition to the refrigerant properties, further parameters for the ecologic assessment are necessary. Thus, 
Table 3 provides an overview of the constant parameters.  



Table 3: Parameters for ecologic assessment. [2] 

Parameter Value 

Temperature difference of source 5 K 

Lifetime of heat pump (n) 20 a 

Annual leakage rate (𝐿annual) 2 % 

Refrigerant mass (𝑚ref) 2.5 kg 

End of life leakage (EOL) 20 % 

Heat pump mass (simple cycle) 150 kg 

 

Due to missing data within the literature, the emissions due to the disposal of the refrigerants (RFD) are 
neglected, which is a similar approach to Wan et al. [20] and Yang et al. [2]. For the emissions due to 
refrigerant production (RFM), values of Hwang et al. [10] are used. 

The heat pump itself has an assumed constant mass of 150 kg for all refrigerants. However, additional mass 
is added for the ihx and the vi cycle due to additional piping and further components (e.g. internal heat 
exchanger). The mass of the basic configuration (simple cycle) of the heat pump is split into four main 
materials: steel, aluminum, copper, and plastic. Table 4 shows their share of the total heat pump mass in the 
basic configuration, their recycling material percentage, and their emissions during production. The 
additional mass for the more complex cycle configurations consists of copper (piping) and steel (heat 
exchanger) only. 

Table 4: Share of materials with in the heat pump and their individual emissions during production [2, 10]. 

Material 
Share of 

heat pump in % 
Recycling 

percentage in % 
Emissions virgin 

materials in kgCO2-eq/kg 
Emissions recycled 

materials in kgCO2-eq/kg 

Steel 46 29 1.8 0.54 

Aluminum  12 67 12.6 0.63 

Copper 16 40 3.0 2.46 

Plastic 23 7 2.8 0.12 

 

Lastly, equation (13) defines the specific grid emissions for the main investigation. The curve was derived by 
using the specific emissions of the German grid of the last ten years and predict the general trend for the 
next 20 years. 𝐸𝑀grid = 405 ⋅ 0.9542𝑦𝑒𝑎𝑟 in gCO2/kWhel (13) 

In the equation, year represents the current lifetime of the heat pump starting with one. Besides 
equation (13), two constant values are used for section 3.5 to analyze the sensitivity of the results in 
section 3.2 to 3.4. Here, zero emissions and 50 g/kWh are selected to account for a grid that has no 
emissions at all and a grid that uses only solar generated power. 

 

3. Results 
The following section presents the results of the conducted case study (cf. section 2.6). Section 3.1 shows 
the results of the energetic assessment for all three investigated flowsheets. Afterwards, sections 3.2 to 3.4 
show the results for the ecologic assessments using the energetic assessment of the ihx flowsheet. Finally, a 
sensitivity analysis is conducted to evaluate the influence of specific parameters on the ecologic assessment 
results. 

 

3.1. SCOP 

Figure 2 shows the results of the energetic assessment using the seasonal coefficient of 
performance (SCOP) of all three mentioned flowsheets using the boundary conditions stated in section 2.6.  

For the simple cycle (grey bars), the pure fluid R32 shows the highest efficiencies with 3.82, whereas 
R1234yf shows the lowest efficiencies with 3.29. Besides R1234yf, the pure refrigerants show significantly 
higher efficiencies than the investigated mixtures. For the flowsheet with vapor injection (vi – blue bars) the 
absolute values for the efficiencies increase. Overall, the efficiencies increase by a mean value of 
approximately 6 %. The improvements mainly result from reduced throttling losses since only a partial mass 
flow rate must overcome the whole pressure difference. Additionally, the mean temperature in the condenser 
is reduced, leading to reduced losses due to heat transfer in the condenser. 



 
Figure 2: SCOP evaluation for the selected refrigerants within all three investigated cycle configurations. 
The refrigerants are sorted by their highest value in the ihx cycle. 

In the vi cycle, the mixtures (e.g., R454C) show higher improvements (approx. 8 %) compared to the pure 
fluids (4 %). Nevertheless, the overall refrigerant ranking does not vary. Thus, R32 still shows the highest 
efficiency in the vapor injection cycle. 

The ihx cycle (red bars) lead to the overall highest SCOP value. Additionally, the ranking of the refrigerants 
changes. Compared to the simple and vi flowsheet, R436A shows the highest efficiency of 4.04. Overall, the 
improvements range from approx. 16 % (R436A) to 5 % (R22) with much higher values for the zeotropic 
mixtures (e.g., R454C and R436A). Main reason for the higher improvements of zeotropic mixtures is the 
temperature glide (cf. Table 2) in combination with an internal heat exchanger. In the simple and vi 
flowsheet, the pinch point in the evaporator is located at the refrigerant outlet due to the amount of super 
heating necessary for a safe heat pump operation. Thus, the temperature glide of the zeotropic mixtures 
leads to a decrease in the mean temperature during heat transfer, increasing heat transfer losses and thus, 
lowering the efficiency. In the ihx flowsheet, however, the amount of superheating is shifted into the internal 
heat exchanger. Thus, the pinch point shifts to the evaporator inlet resulting in higher evaporation pressures 
and overall, higher efficiencies. For zeotropic mixtures, the increase in pressure can exceed the 
improvements of pure refrigerants due to the temperature glide, especially if the temperature glide matches 
the temperature difference of the heat source. Therefore, the observed improvements are higher for 
zeotropic mixtures following findings within the literature [12]. 

Since the highest differences occur when using the ihx cycle due to the utilization of the temperature glide of 
zeotropic mixtures, SCOP values of the ihx cycle are used in the following ecologic assessments to exploit 
the full potential of fluid choice. Additionally, the refrigerants will be sorted by their energetic ranking in the 
ihx cycle, starting with R436A with the highest SCOP and ending with R1234yf with the lowest. 

 

3.2. TEWI 
Figure 3 shows the results for the TEWI evaluation of the mentioned refrigerants separated by their cause. 
For the operational evaluation, the results of the SCOP using the ihx cycle are selected. 

Similar to the energetic evaluation, R436A shows the best performance and leads to the lowest emissions 
with overall 18.950 kgCO2eq emissions during the heat pump’s lifetime. Additionally, the main contributor to 
the TEWI are the emissions related to the energy demand and thus, are proportional to the SCOP (cf. 
section 3.1). For the low-GWP (<150) refrigerants, the share of the emissions due to energy demand is 99 % 
and higher, proving that the direct emissions are negligible. For refrigerant with high GWP (e.g. R404A with a 
GWP of 3.940), the share is 75 %. Due to the high influence of the emissions due to the energy demand and 
thus, the influence of the indirect emissions due to the power generation in Germany, the additional 
categories do not lead to changes in the refrigerant ranking regarding the optimal refrigerant choice. 
Considering the ban on high-GWP refrigerants, the TEWI evaluation shows similar results compared to the 
assessment of the energetic efficiency SCOP. Thus, the SCOP is sufficient when selecting a refrigerant 
compared to the TEWI evaluation in case low-GWP refrigerants are studied that satisfy current regulations. 



 
Figure 3: TEWI values for the investigated refrigerants. The value is split into each share regarding the 
emissions related to energy demand, leakage and recovery losses. The refrigerants are sorted by their 
SCOP value within the ihx cycle. 

 

3.3. LCCP 

Figure 4 shows the results of the LCCP evaluation. The results are divided into their individual categories 
and compared to the TEWI (cf. section 3.2). 

 
Figure 4: LCCP values for the investigated refrigerants. The bars show the share of the TEWI and the 
additional factors within the LCCP analysis. The refrigerants are sorted by their SCOP value within the ihx 
cycle. 

Compared to the TEWI, the LCCP accounts for the CO2-equivalent emissions of the lifecycle cradle to grave. 
However, the main differences between the TEWI assessment (grey bars) and the LCCP occurs for R22 
since the production of R22 and the chemical reactions required have a high energy consumption as well as 
byproducts with high GWP values. The production of the materials of the heat pump shows only a minor 
influence on the LCCP of a heat pump with a defined refrigerant. Additionally, the composition and weight of 
a heat pump do not vary between the refrigerants in the current modeling approach leading to identical 
values. However, the differences in materials due to a refrigerant change and possible bigger components 
(e.g., larger heat transfer area) is negligible since the influence of the materials of a 150 kg heat pump is 
already below 1 % of the total emissions. Therefore, a significant influence regarding the CO2-emissions is 
unlikely. 

Overall, the LCCP results are similar to the TEWI and SCOP results especially for the low-GWP refrigerants. 
Thus, the more complex evaluation method is not required during a low-GWP refrigerant comparison. 
Additionally, the figure shows the results for the ihx cycle only. However, the total ecologic assessment 
conducted for this paper included the evaluation of all three flowsheets. The comparison of the selected 



flowsheets leads to the conclusion that the emissions due to additional components within the heat pump are 
negligible, if improvements in the energy efficiency occur. Thus, more complex flowsheet are always 
beneficial from a CO2-emission related point of view as long as the SCOP improves.  

Besides the CO2-emissions, the construction and operation of a heat pump influences further environmental 
impact categories. Thus, the following section presents the results of the LCA, which accounts for multiple 
environmental impacts. 

 

3.4. LCA 

Figure 5 shows the results of the LCA analysis. The LCA value of a refrigerant is the sum of all normalized 
values in the individual environmental impact category multiplied with the weights in Table 1. 

 
Figure 5: LCA values for the investigated refrigerants. GW: global warming, A: acidification, OD: ozone 

depletion, POF: photochemical ozone formation. 

The most apparent difference compared to the previous results is the huge discrepancy between R22 and 
the other refrigerants due to the ozone depletion bar (OD – red). Since all other refrigerants have an ODP of 
zero the differences are to be expected and within the current regulation. Regarding the other impacts, no 
huge differences occur between the refrigerants. R436A still shows the lowest overall environmental impact 
and thus, is still favorable. The photochemical ozone formation (POF) and the acidification (A) of the 
refrigerants are mainly related to the power generation. Thus, the influence of the SCOP increases further. 

To demonstrate the overall influence of the SCOP and the dependency of the environmental assessment 
criteria, Figure 6 shows the normalized environmental functions (TEWI, LCCP, LCA) and the SCOP. 
Additionally, linear functions are included within the figure to show the overall trend. 

 
Figure 6: Correlation between the SCOP and the ecologic assessment parameters TEWI, LCCP and LCA. 
The ecologic parameters are normalized using the maximum value of the present investigation. 



The figure shows that the ecologic assessment criteria strongly depend on the SCOP and follow a linear 
curve. The highest differences occur for R22 in the LCA assessment since R22 has an ODP, which is not 
assessed within the SCOP and the energy demand related emissions. Nevertheless, all three linear 
regression curves offer a good fit for low-GWP and zero ODP refrigerants. Hence, using the SCOP offers an 
accurate assessment criterion when selecting a refrigerant under current regulations (ODP = 0 and GWP 
< 150). 

Table 5 summarizes the results of a refrigerant selection in dependency of the investigated targets. The best 
performing refrigerant does not vary when the target function is adjusted. However, the ranking of the other 
refrigerants is offset.  

 

Table 5: Overview of the refrigerant ranking in dependency of the target function. 

 SCOP TEWI LCCP LCA 

Ranking Ref. Δ𝑆𝐶𝑂𝑃 Ref. Δ𝑇𝐸𝑊𝐼 Ref. Δ𝐿𝐶𝐶𝑃 Ref. Δ𝐿𝐶𝐴 

1 R436A 0 % R436A 0 % R436A 0 % R436A 0 % 

2 R32 -0,4 % R1270 1,2 % R1270 1,2 % R1270 1,2 % 

3 R1270 -1,2 % R290 2,2 % R290 2,2 % R290 2,2 % 

4 R290 -2,2 % R32 5,5 % R32 5,6 % R32 3,0 % 

5 R22 -3,6 % R454C 6,9 % R454C 7,0 % R454C 6,4 % 

6 R410A -4,7 % R22 13,5 % R1234yf 16,3 % R410A 14,7 % 

7 R454C -5,5 % R1234yf 16,3 % R22 18,2 % R1234yf 16,3 % 

8 R134a -8,2 % R410A 24,4 % R410A 24,1 % R134a 16,6 % 

9 R404A -11,8 % R134a 24,4 % R134a 24,1 % R404A 32,0 % 

10 R1234yf -14,0 % R404A 50,7 % R404A 50,1 % R22 68,3 % 

 

Since the energy demand related emissions strongly depend on the emissions during the power generation, 
the influence of the emissions factor is evaluated in the following section. 

 

3.5. Influence of the power related emissions 

 

The results of the ecologic assessment show that the environmental impact of a heat pump is mainly 
influenced by the energy demand. Thus, in the following the influence of the specific emissions related to the 
power generation is evaluated. Since the energy demand dominates the emissions due to the production 
and disposal of the heat pump for the German grid emissions (with average values of approx. 290 g/kWh – 
cf. equation (13)), Figure 7 shows the influence of lower specific emissions on the LCCP. 

 
Figure 7: LCCP values for all investigated refrigerants using different specific grid emissions. The 
refrigerants are sorted by their SCOP value within the ihx cycle. 



The grey bars show the results mentioned in section 3.3. When using a lower power with a lower specific 
emission ratio which results from the usage of only solar power (red bars – 50 g/kWh), the lifecycle related 
emissions decrease significantly due to the high influence of the energy related emissions. For most 
refrigerants, the decrease is similar to the reduction in grid related emissions (approx. 80 %). However, the 
best performing refrigerant does not change since R436A has a single digit GWP value (3) and the 
emissions related to material productions are similar for all refrigerants. Thus, the ranking does not change 
and, the SCOP has significant influence on the ranking due to the low GWP of most refrigerants. 

Reducing the emissions to a net zero (blue) bars, the dependency on the SCOP is lost since no emissions 
occur due to the energy demand. Thus, the GWP is the main influencing parameter. However, current 
regulations demand low-GWP refrigerants leading to quite low emission rates. Due to the low energy related 
emissions, the impact on the environmental impact category of climate change is close to zero whereby 
other environmental impact categories become more dominant – e.g., material and water usage. Thus, for a 
zero-emission grid, ecologic assessment criteria based on CO2 emissions only are insufficient. Nevertheless, 
there is no country currently with a net zero power grid. Therefore, the authors suggest that the SCOP is a 
sufficient evaluation category when selecting low-GWP refrigerants for a heat pump application. 

 

4. Discussion 
The investigations in section 3 show that a correlation between the environmental impact of a heat pump and 
its individual SCOP exists. Thus, the authors conclude that the SCOP is a sufficient evaluation criterion when 
comparing different refrigerants and heat pump systems for residential applications using current regulations 
regarding a low-GWP (<150) and a zero ODP. Since most electric grids over the globe have emissions 
higher than 100 gCO2/kWh, which also will not change significantly within the upcoming decade, the 
described trend will be similar soon. Additionally, the effect increases for electric grids that have higher 
significantly emission rates than the mentioned 100 gCO2/kWh, reducing the influence of leakages and 
production even further. Even for lower values (cf. section 3.5), the energy related emissions are more 
significant still compared to production and leakage related emissions. On top of that, a zero-emission 
electric grid does not imply that the systems efficiency (SCOP) can be neglected since lower efficiencies lead 
to higher power demand and thus, bigger infrastructure, which once again leads to emissions and the usage 
of other resources. 

Besides the impact on global warming, there are further environmental impact categories of a heat pump, 
e.g., the mention resource usage. Within the conducted LCA, four out of 16 commonly used environmental 
categories were used and weighted individually. The results strongly depend on the selected weighting 
factors and thus, should be investigated further. Additionally, future studies should include further categories 
to assess the whole impact on the environment. Nevertheless, the selected categories show the strong 
impact of the SCOP.  

In this regard, future investigations should include the analysis of more complex flowsheets that improve the 
cycle efficiency. The present study shows that the impact of the additionally components due to the more 
complex flowsheet is negligible as long as the cycle efficiency increases. However, additional target 
functions such as costs must be included in future analysis to assess the energy efficiency, environmental 
impact, and the economic aspects for a feasible transition towards a net-zero building sector.  

Overall, the refrigerant R436A, which is a zeotropic mixture of propane (R290) and isobutane (R600a) shows 
the best ecologic performance when using a flowsheet with an internal heat exchanger. Additionally, the 
hydrocarbons R290 and R1270 lead to high efficiencies and thus, low environmental impacts. Furthermore, 
hydrofluoroolefins (HFO) show lower efficiencies than the hydrocarbons leading to a bigger environmental 
impact. Additionally, most HFOs lead to the formation of trifluoroacetic acid (TFA) when leaked into the 
atmosphere. The impact of TFA on the overall lifecycle performance was neglected within the study due to 
insufficient data. Thus, the actual ecologic performance of HFO will decrease when TFA formation is 
included in the lifecycle. Thus, the authors conclude that hydrocarbons pave the way towards long-term 
environmentally friendly solutions in residential heat pumps. Due to their high flammability (A3), however, 
additional safety measures must be implemented that might worsen the overall ecologic performance. The 
influence of the additional factors should be investigated in future studies. 

 

5. Conclusions 
In the present paper, the influence of the evaluation method with focus on ecologic assessment criteria on 
the selection of a refrigerant for heat pump systems is investigated. We apply four evaluation methods 
(SCOP, TEWI, LCCP and LCA) and study ten refrigerants, ranging from high to low-GWP refrigerants. The 
investigation shows that the main influence on the ecologic performance of a heat pump in a residential 
building in Germany is the energy demand and the related emissions. Thus, the SCOP is the key metric that 
is sufficient for the ecologic assessment. The key findings of the investigations are: 



1. Since TEWI and LCCP assess CO2-equivalent emissions only, they strongly depend on the energy 
demand related emissions and thus, the SCOP.  

2. When using low-GWP and zero ODP refrigerants, the SCOP is a sufficient assessment criterion 
when selection a refrigerant for a heat pump application. 

3. Adjustments in the cycle configuration or the selected flowsheet that improve the SCOP are 
recommended since the overall emissions of the heat pump can be reduced. This effect is valid for 
specific power grid emissions of 50 gCO2/kWh and higher. 

4. The hydrocarbon zeotropic mixture R436A shows the overall best performance in combination with 
an internal heat exchanger flowsheet. 

5. Further research regarding the influence of TFA and a more detailed LCA are necessary to validate 
all findings of the present work and over a proper comparison to other technologies, e.g., hydrogen 
related systems. 
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Abstract: 

Heat pumps have emerged as key technology to pave the way for a sustainable heat supply in buildings. 
However, the ongoing shortage of trained experts counteracts the current heat pump trend. Increasing the 
capacity of experts, services like Fault Detection and Diagnosis (FDD) can support the identification of 
malfunctions and integration of methods for predictive maintenance. The primary objective of FDD is to detect 
faults, diagnose their causes, and possibly enable correction to prevent efficiency losses as well as system 
damage or downtime. This involves a comparison between a fault-free reference case and the real system. In 
research, machine-learning methods like Artificial Neural Networks (ANN) show the capability to learn the 
behavior of fault-free systems. In practice, however, the implementation of ANN is limited due to missing data 
in operation for training. Therefore, it is common to utilize physically simulated data for pre-training. 

 

One way to achieve high efficiency in heat pumps is to maximize heat transfer in the evaporator. Fouling within 
this component therefore leads to significant performance degradation and reduced system lifespan. As a 
result, this work introduces and evaluates an extendable FDD method for evaporator fouling in air-to-water 
heat pumps. To detect evaporator fouling during operation using an ANN, a transient model of a refrigerant 
cycle provides the training data. Based on literature, the fouling effect is emulated afterwards, serving the data 
for the reference system considering faulty operation. Applying the present concept, we reveal a reduction in 
COP due to evaporator fouling of approximately 3 % over a whole year, while our fault detection methodology 
detects 55.65 % of the faults within the given heat pump model. Overall, this study provides insights into the 
performance of FDD methods for evaporator fouling in air-to-water heat pumps, which can help to improve the 
efficiency and reliability within the system lifespan. The results of this study demonstrate that the concept of 
FDD offers the potential to be applied in practice, and proposes recommendations for future perspectives 
about ANN within FDD in heat pump systems. 

Keywords: 

Operational Optimization, Digital Twins, Data-Driven Modeling and Simulation, Artificial Neural Networks 

 

1. Introduction 
As part of the agreements of the Paris Climate Convention, a sharp decrease in greenhouse gas emissions is 
enforced [31]. This also affects the building sector. One of the objectives of the German government is to 
achieve a nearly climate-neutral building stock by 2045 and thus a sustainable energy supply for the building 
sector [32]. 

Most renewable energy is available as electric energy, which can only be converted into commonly used forms 
such as methane with significant energy losses. Thus, sector coupling by electrification seems to be essential 
for decarbonization in the building sector. Heat pumps represent a key technology in this field and offer a good 
possibility to replace fossil fuel-based heat production with electric power [33]. Due to a limited availability as 
well as high demand for renewable energies, a reduction of primary energy consumption through increased 
efficiency is also necessary for the success of the energy transition. [35] 

  



 

 

The heat pump efficiency is thereby strongly dependent on a fault-free operation of the system. The rising 
challenges such as the ongoing lack of technicians, the gas crisis or the increasing demand due to the decision 
of the Heat Pump Summit 2022 in Germany carries the risk that the vast number of new installations and 
maintenance of heat pumps cannot be handled. The consequences are, that specialized companies will be 
overwhelmed, system efficiency decreases and comfort is reduced. [4] [36]  

A promising approach to face these challenges is the integration of Fault Detection and Diagnosis (FDD) 
methods. The development in technology and sensor devices provides a basis for embedding continuous 
system monitoring and thus implementing such algorithms [6]. FDD is about detection and identification of the 
reduced functionality or performance within a component at an early stage, as well as localization and 
determination of the causes [10]. In technical systems, the goal of Fault Detection and diagnosis (FDD) is to 
guarantee the quality, safety, and efficiency of operation. One way to achieve this is the automated detection 
of faults in operation, so the fault can subsequently be resolved rapidly [1]. Thus the integration has the 
potential to minimize system installation/control errors, detect performance degradation during operation, avoid 
unnecessary visual inspections and component replacement as well as reduce maintenance costs and 
downtime [37]. Madani et al. [37] furthermore states that already small modifications in heat pump systems 
can reduce size and costs caused by the fault. Their suggested framework Smart Fault Detection and 
Diagnosis (SFDD) system is capable of Detection and Diagnosis of possible faults in installation and operation 
phases in order to reduce maintenance costs and system down time.  

FDD is a well-established research field with broad utilization. These fields include, for example, the aviation, 
automotive, chemical, and power plant industries. In contrast, FDD is still in an early stage for the building 
sector. This can also be seen in the lack of consistent terminology. [2] [28]  

 

Isermann [29] differentiates the following notions in the context of FDD: 

 

• Fault Detection - Determination of faults in a system and the time of their detection. 
• Fault Isolation - Determination of the type, location and time of detection of a fault via evaluation of 

its symptoms; follows after Fault Detection. 
• Fault Identification - Determination of the impact and evolution of a fault over time. 
• Fault Diagnosis - Determination of the type, impact, location, and time of detection of a fault via 

evaluation of its symptoms; follows after Fault Detection and includes Fault Detection, Fault Isolation, 
and Fault Identification. 

 

A considerable amount of FDD methods have been developed for building energy systems in the last decades, 
such as for air handling units, chillers, or HVAC system levels [9]. Only a small part of FDD methods relates 
to heat pump systems. Bellanco et al. [11] have summarized several common faults and their effects on system 
performance from literature for different types of heat pumps; some of them are stated in Table 1. Particles or 
impurities such as rust can lead to clogging or deposits in the filter, affecting the refrigerant mass flow. 
Consequently, the superheat increases and the cooling capacity decreases in cooling mode [13]. However, 
this effect is negligible for moderate fault level, when using units with thermostatic expansion valves [13]. This 
also applies to refrigerant undercharge, which represents a fault of the design phase [40]. The effect on system 
performance like COP due to refrigerant overcharge, though, seems to be more significant [41]. [14] and [30] 
refer that refrigerant leakage, which occurs especially due to broken valves on the suction and discharge line 
of the compressor, can negatively affect the COP of vapor compression systems in particular [11]. According 
to Kocyigit et al. of [12], fouling of the outdoor unit (e.g. by fallen leaves) has a major influence on the COP in 
cooling mode for air-to-air systems. Primarily caused by an increased thermal resistance at the fin heat 
exchangers due to fouling as well as a decrease of the external air flow rate, whereby the former shows a 
more significant impact on the COP. While the emulation of common faults for experimental validation such as 
refrigerant leakage [15] or liquid line restriction [39] are complex studies in some cases, fouling is frequently 
conducted in the literature by simply blocking the area of the heat exchanger with paper or 
cardboard [15] [16] [39]. Therefore the present work focuses on evaporator fouling. 

  



 

 

Table 1. Common faults in heat pump systems [11]. 

Faults type System Effect Reference 

Outdoor unit fouling (FO) Air-to-Air (cooling mode) 
COP decreases 9 % 
Capacity decreases 14 % 

[12] 

Indoor unit fouling (FI) Air-to-Air (heating mode) COP remains [39] 

Valve leakage (VL) Air-to-Air (heating mode) COP decreases 4.4 % [39] 

Ref. overcharge (RO) Air-to-Water (heating mode) COP decreases 3.4 % [38] 

Ref. undercharge (RU) Air-to-Water (heating mode) COP decreases 1.2 % [38] 

Liquid line restriction (LL) Air-to-Air (heating mode) COP and Capacity remains [12] 

 

Typically, FDD methods are integrated as follows: The calculations of a simulation model representing the 
fault-free state of the device are compared to the behavior of the system in which a fault has been injected [17]. 
There are two modeling techniques in order to represent the fault-free behavior. First-principle models are 
(partly) based on physical knowledge of underlying physical phenomena to describe the system. Unfortunately 
equations describing real systems are complex and usually difficult to solve. For this reason, data-driven 
models are attracting more and more attention [17], using experimental or simulative data to learn the 
relationship between the inputs and outputs of the system to build both linear and nonlinear models. Apart 
from established methods like Support Vector Machine (SVM) [18] or Partial Least Squares (PLS) [19], Artificial 
Neural Networks (ANN) [7] [8] revealed comparatively better results [sources]. [6]  

Few references dealt with the study of air-to-water heat pump systems in heating mode, although this is one 
of the most common heat pump systems in the building sector with further increasing interest in the future [3]. 
To bridge this research gap, this paper proposes the development of FDD for air-source heat pumps. For 
implementation, we include an ANN-model that simulates the fault-free operation of the plant and calculates 
the COP (Section 2). The actual fault is then injected in a further (physical) simulation for simplicity reasons 
and compared with the COP of the fault-free calculation. Based on the deviation between the two simulation 
models, a methodology for Fault Detection in case of evaporator fouling is developed (Section 3), and the 
results are presented (Section 4). Finally, the main conclusions are given in Section 5. 

 

2. Methodology 
The methodology used within this paper for FDD can be isolated based on Figure 1 (red section). Here, 
Melgaard et al. [20] aggregated from [23] a generic framework for engineering systems. In a first step, the real 
system or device is monitored metrologically to detect any abnormal conditions. The data is subsequently 
analyzed and evaluated in the process of Fault Detection (FD), Fault Isolation (FDD), and Fault 
Identification (FDD). In case a fault is detected, a notification is provided (FD). The FDD also provides 
information about the location, time and length of the fault occurrence as well as the fault's level. In a final step, 
the fault is evaluated in terms of the level and significance of its impact on system performance (e.g. costs, 
energy consumption and other performance indicators). The Fault Evaluation allows to make a decision about 
the further procedure and handling of the fault inside the fault tolerant control. [23] Within the scope of this 
work, as first step, fault detection (FD) without further evaluation is carried out (red section), which serves as 
a basis for future developments. 

 

2.1 Modeling 

An essential part of FDD is typically a model, which in case of data-driven based methods can represent either 
a classifier or a regressor. Classification methods described for example in [9] provide a simple approach to 
detect and diagnose faults. However, a major disadvantage of this technique is the necessity of large labeled 
datasets (subdivided into faulty and fault-free modes) for the training procedure. This means the fault behavior 
must be emulated experimentally, which may cause high costs and efforts. Regression-based methods as 
used in [24] compare a simulated variable (obtained e.g. from a trained ANN) with the measured variable of 
the real system in order to detect and/or diagnose a fault by comparing both. Therefore, the model learns in a 
preceding training process the fault-free behavior of the system with measured features, which are ideally not 
affected by the fault itself. Thus, only fault-free operation must be modeled, which is why this approach is 
addressed within this work (section 3). 



 

 

 
Figure 1: Generic FDD framework for building energy systems according to [20]. The marked red section 
describes the scope within this work. 

2.2 Notification of faulty operation 

A further important aspect is the implementation of a subsequent method, which detects the fault as reliably 
as possible depending on the described comparison between the real system and the ANN. Keliris et al. [21] 
introduced a simple threshold-based approach using the residual of the real and simulated system (Figure 2). 
Essential and subject of current research is the selection of a proper threshold for the residual from which a 
fault is detected. This strongly depends on the model, the real system and the use case. Within this work, the 
threshold is subsequently adjusted according to the fault level (section 4). 

 
Figure 2: Example of a threshold-based method for a Fault Detection and Diagnosis using the residual [21]. 

 

2.3 Evaluation of FDD method 

To evaluate the proposed FDD method, the literature suggests a classification into the following parameters, 
as shown in Table 2. The False Alarm Rate (FA) may be the most serious for FDD, since it could be trigger 
service being done on a properly working system. Although the algorithm or protocol does not trigger any 
unintended operations by services in the case of Missed Detection Rate (MD), the failed fault detection can 
lead to further subsequent faults and performance degradation in the long term. [22]  

Yuill et al. [22] also take into account the fault intensity when evaluating the algorithm or protocol. The key 
parameters within this paper are the FA and MD parameters. However, this is because the intensity of the fault 
is not considered and the FDD focuses solely on the fault of the evaporator fouling. A Missed Diagnosis can 
thus be excluded as well as No Response. 

  



 

 

Table 2: Evaluation parameter of FDD methods [22]. 

Parameter Declaration 

False Alarm Rate (FA) 
Algorithm returns fault notification during 
fault-free operation. 

False Negative Rate or 
Missed Detection Rate (MD) 

Algorithm fails to detect faulty operation. 

No Response (NR) No response from algorithm. 

Missed Diagnosis Rate (MDI) Algorithm diagnosed wrong fault. 

 

 

3. Modeling of Artificial Neural Network and reference system 
The literature shows great potential for the using ANN, especially for fault detection in complex HVAC systems, 
improving the results compared to other data-driven methods [25]. The ANN in the context of this work is 
intended to represent the fault-free state of the system, the dataset used for training and the reference case 
as well as the hyperstructure of the model is explained below. The investigation period covers one year with 
an hourly resolution. 

 
3.1 Simulated reference system 

In order to consider the effect of the air flow rate on the evaporator capacity, this paper uses the TiL-Suite [34] 
to model the heat pump. This allows a detailed and transient simulation of the refrigerant cycle. The heat 
exchanger in the evaporator is designed as fin tubes in crossflow mode and is based on the finite volume 
approach. We use a simple refrigeration cycle and the medium is propane. The COP is then obtained from an 
energy balance of the evaporator, condenser and compressor. This model is applied in section 3.2 in order to 
train a fault-free ANN.  

To simulate evaporator fouling, the external air flow rate in the evaporator needs to be decreased. In this paper, 
a gradual reduction of the fan speed is implemented using tangens hyperbolicus (Eq. 1), motivated by [26]. 𝑛fan is the fan speed with its maximum value of 15 Hz, 𝑡 the time and 𝑡half the time at half a year in hours. The 
assumption in this context is that fault-free operation correlates to a fan speed of 15 Hz (Figure 9).  

 𝑛fan(𝑡) =  15𝐻𝑧 − 7.5𝐻𝑧 · 𝑡𝑎𝑛ℎ (𝜋2 · 𝑡𝑡half) (1) 

 

3.2 ANN model for fault-free operation 

The selected hyperstructure of the ANN is shown in Figure 3 and will be used within this work to represent the 
fault-free mode of the reference heat pump. The structure is a result of a predefined hyperparameter 
optimization beforehand and consists of two hidden layers and a total of 176 neurons to calculate the 
COP (“signal”). The input variables (“features”) represent compressor speed 𝑛comp, discharge temperature  𝑇dis from the compressor and refrigerant mass flow �̇�ref. The feature selection is a result of an optimization 
using ADDMo [27], a tool developed by the Institute for Energy Efficient Buildings and Indoor Climate at RWTH 
Aachen University. This tool automatically calculates the correlation of different features to the signal based 
on the Pearson correlation coefficient. 



 

 

 
Figure 3: ANN hyperstructure used within this work for calculation of COP in fault-free operation. The model's 
features are the compressor speed, the discharge temperature of the compressor, and the refrigerant mass 
flow rate. 

 

4. Results 
In this section, the fault detection results obtained from the described methodology (section 2) using simulated 
data (section 3.1) and the ANN model for training and testing (section 3.2) are presented and discussed 
afterwards. 

 

4.1 Validation of COP model 

In order to train an ANN for fault-free operation, the relevant simulation data for one year is presented below 
for validation. For simplification, we assume an operation of the heat pump over the whole year. The data are 
subsequently shuffled to obtain a heterogeneous and randomly spread data set for the training of the ANN. 
The result is shown in Figure 4; the COP ranges between about 3.5 and 6. 

 
Figure 4: Shuffled dataset of COP within the yearly simulation and an hourly resolution. 

  



 

 

Figure 5 provides a part of Figure 4, which is used for training (400 hours) and testing (100 hours). This 
corresponds to a 75 to 25 % split. The majority of the data points are below a COP of 5, similar to Figure 4. In 
addition, Figure 6 shows the test data set used to validate the ANN based on COP comparisons to the 
reference model. The result is an RMSE of about 0.03 for mapping fault-free operation by the ANN. 

 
Figure 5: Shuffled dataset of Training and Testing period for ANN Validation. 

 

In Figure 7 we compare the predicted COP from ANN and the reference system from the simulation with TiL-
Suite (section 3.1) in fault-free operation combined with the residual of both. An RMSE of 0.023 is obtained, 
hence the ANN seems to be able to model the COP quite well. The residual is significantly higher in the summer 
period compared to winter. This might be due to the composition of the training data set (Figure 5), where the 
amount of data coming from the winter period is higher, even after shuffling the data. This can be observed as 
well in the histogram of Figure 8.  

 
Figure 6: Testing period for ANN Validation from Figure 5. 



 

 

 
Figure 7: Above: Predicted COP with ANN (blue) and COP of reference system (red) within the study period. 
Below: Residual of predicted and actual COP. 

 
Figure 8: Histogram of occurred COPs in the Simulation. 

 

4.2 Model tests for Fault detection 

In Figure 9, we again show the COP of prediction from ANN and the reference system (with injected fault) from 
the simulation with TiL-Suite (section 3.1) combined with the residual of both. The green plot demonstrates the 
fault intensity, which increases according to equation 1 from 0 to 100 %. The maximum fault indication is limited 
to a reduction of the fan speed by 50 %. The residual increases significantly from April and hence a fault 
intensity of around 70 % (fan speed accordingly corresponds to 10.5 Hz) on average. It can be observed that 
the residual increases from April and thus an error intensity of around 70 % (fan speed thus corresponds to 
10.5 Hz) on average. The COP does not seem to be affected significantly at lower fault intensities. This seems 
to be partly due to the problem described in section 4.1 above, where the ANN is generally poorer at 
representing the COP in the summer periods, but an increased residual compared to Figure 7 can be detected 
clearly as well.  



 

 

 
Figure 9: Above: Predicted COP with ANN (blue) and COP of reference system (red) within the study period 
including the fault injection. The fault intensity is shown in green. Below: Residual of predicted and actual COP. 

Based on the results shown in Figure 7 and Figure 9, the threshold value, which serves the basis for fault 
notification, is defined to be a residual of 0.05. Exceeding this value leads to a notification and in this case to 
a MD of 44.35 % and FA of 1.35 % (Evaluation is carried out starting from a fault intensity of 70 %). 

 

4.3 Limitations of the work 

Within the scope of this work, all results were obtained from simulation data in order to emulate the effect of 
evaporator fouling. The associated model has not yet been completely validated, but has been compared with 
similar results from the literature. Hence, a validation based on real experiments, focusing the effect of 
evaporator fouling, is necessary in the future. For evaluation the threshold value (Section 4.2) has a significant 
impact on both the MD and the FA. The divergence in model accuracy between the winter and summer periods 
of the ANN leads to a significant increase in MD starting from early October. A further decreasing of the 
threshold may help here, but leads to an increase of FA, thus a pareto-optimization is necessary. Thus, this 
work has demonstrated the importance of training data selection for data-driven model performance. For future 
work, we expect better accuracy of the fault detection results by using a confidence interval instead of a 
threshold approach. Moreover, a valid benchmark for the evaluation of FDD methods by e.g. MD and FA is 
missing in the literature so far and needs to be elaborated.  

  



 

 

5. Conclusion 
This paper provides a first proof of concept for FDD using Artificial Neural Networks (ANN) to detect any 
abnormal behavior like evaporator fouling in air-to-water heat pumps early on. The early detection of faults like 
evaporator fouling is essential in maintaining the efficiency and performance of air-to-water heat pumps. 
Fouling causes a decrease in heat transfer, which reduces the system efficiency and increases energy 
consumption. Fault detection enables the scheduling of maintenance before significant performance 
degradation or system downtime occurs. For this purpose, an ANN is trained to predict the COP representing 
the fault-free operation of an annual simulation. The training data is obtained based on a transient simulation 
of a refrigerant cycle from the TiL-Suite, which also represents the reference system for fault injection. By 
gradually reducing the fan speed in the model, the heat transfer within the evaporator is decreased, thus 
emulating the fouling effect. Subsequently, using the residual of the ANN and the reference model, the 
deviation of COP correlates to the fault and a notification is provided based on a predefined threshold value. 
This way we are able to detect 55.65 % of all occurring faults and a false alarm is raised only in 1.35 % of the 
cases. 

In future work, instead of using simulation data, we intend to apply experimental data to monitor and detect 
the effect of fouling and other faults more accurately. Furthermore, we will extend the fault notification method 
by including a confidence interval and further examine the selection and effect of training data to the ANN. 
Another crucial aspect in this paper is that a reduction of COP is no indication for a specific type of fault. Thus, 
a key for further development towards fault diagnosis in the future will be the identification of decoupled 
features which indicate specific fault characteristics or at least isolate potential fault types. 
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Abstract: 

High-temperature heat pumps represent a valuable technology to decrease fossil fuel consumption in 
industry, as they can use renewable electricity to cover a given heat demand. Conventional heat pumps 
provide heat at temperatures around a maximum of 80 °C.  Nowadays, heat production up to 150 °C can be 
achieved with high-temperature heat pumps. For higher temperatures between 150 °C and 250 °C, 
specialized designs, such as Brayton heat pumps, are required.  This paper aims to investigate the transient 
response of the DLR's CoBra prototype, an innovative Brayton-cycle heat pump intended to provide heat 
above 250 °C and currently under commissioning at the DLR facility in Cottbus, Germany. First, a 
comprehensive transient thermodynamic model of the system is developed, accounting for heat exchangers 
and piping thermal inertia. Furthermore, a control logic is presented that ensures safe operation throughout 
off-design conditions and start-up manoeuvres. In particular, several control parameters are considered to 
avoid potential operational issues, such as critical temperature gradients, compressor surge, and critical 
mechanical vibration phenomena due to resonance. The performed simulations aim to reduce start-up time 
and energy consumed during start-up. Results show that with the help of the described controller, the system 
can reach design operation via a transient trajectory safely and quickly. Therefore, the capability of the 
CoBra prototype to flexibly supply high-temperature heat is demonstrated. 

Keywords: 

High-Temperature Heat Pump; Process Heat; Reverse Brayton Cycle; Transient Modelling; Closed Cycle 
Control. 

1. Introduction 
Heat provision accounts for over 50 % of the final energy consumption, with about 25 % for domestic 
purposes and space heating and 25 % for industrial processes [1]. For industrial processes, the great 
majority of this energy demand is met by fossil fuels. High-temperature heat pumps represent one of the 
most efficient options to abate emissions in this sector, as such technology may use renewable electricity to 
recover heat from low-temperature sources. To date, the market for industrial high-temperature heat pumps 
offers machines with up to 150 °C heat delivery temperature and COP values up to 5 [2–4]. Primarily fields of 
applications comprise the food, chemical, paper, and textile industries. Nevertheless, recent studies reported 
that a significant heat demand at higher temperatures currently exists in Europe [5,6], suggesting it could be 
addressed through heat pumps in the case higher sink heat temperatures are achieved.  

Nowadays, heat pump development is limited by economic and technical barriers [2,4,7]. Economic barriers 
primarily consist of the long payback periods and the high ratio of electricity to gas costs. Conversely, the 
technical ones are related to the limited heat sink temperature and the lack of eco-compatible refrigerants 
performing well and safely at higher temperatures. In their investigation on the heat pumps potential for high-
temperature process heat supply, Zühlsdorf et al. [3] suggest that with the proper technology, for instance, 
by adopting equipment already available within the oil and gas industry, sink temperatures of up to at least 
280 °C can be met with heat pumps, both from a technical and economic perspective. Therefore, their scope 
of applications in the industry may extend. 

Most heat pumps are based on the thermodynamic Rankine cycle [2]. However, other cycles can be 
advantageous depending on the temperature profile or the plant where they are used. In their analysis of 
different industrial heat consumers, Gai et al. [8] found that sometimes the transcritical, Brayton or Rankine 
cycle is optimal depending on the process under consideration. In particular, Brayton-based heat pumps may 
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offer more versatility in design and operability when processes characterized by large temperature glides are 
considered, as they use single-phase operating fluid and exchange sensible heat with the temperature sink 
and source [3]. Nevertheless, such systems generally offer a more straightforward construction than the 
Rankine or hybrid ones and also allow for partial power recovery leveraging turbo expanders. Possible 
processes include the food industry, with the heating of thermal oil or frying needed, hot air processes like 
baking or drying, paper and pulp and chemical industries but also thermal energy storage systems where 
Brayton heat pumps offer the advantage of supplying very high temperatures and also sub-ambient cold 
temperatures [9,10]. However, systems must be developed, built, and integrated into the relevant industries. 
Furthermore, they should be compact and provide flexibility in operation to replace or supplement current 
state-of-the-art gas boilers in brownfield applications. Hence, new concepts should allow for quick start-up 
times and load changes, ideally at high efficiencies, whilst ensuring safe operation.  

To date, few Brayton-based prototypes have been proposed and developed for industrial applications [11–
13], whilst most of the research focused on the energy storage field, where several projects and developers 
are already present on the market [14,15]. Although several research may be found in the literature 
discussing the cycle optimization or analysing the system behaviour in design conditions, only a few works 
analyse the dynamic behaviour of such plants, especially when critical operations such as start-ups are 
considered. In this regard, Frate et al. [16] analyzed the dynamics of a Brayron PTES during warm start-up 
and off-design operations. Despite not optimizing the gas turbine speed ramp for quick start-ups, a start-up 
time of around 30 min was reported. Smith et al. [17] presented the design of a laboratory scale pumped 
thermal electricity storage demonstration plant in order to test the control strategies and demonstrate the 
system operability and criticalities. Start-up times of around 1.38 h and 2 h were reported depending on the 
compressor recycle valve opening. Furthermore, Oehler et al. [12] developed and analyzed a control 
strategy to safely perform a cold start-up of an air-based Brayton heat pump for industrial purposes. A start-
up time of more than 2.5 h and a turbine bypass valve was used to avoid compressor surge. However, the 
control inputs used to drive such maneuver were not designed to optimize the start-up of the system. Faster 
start-ups are then possible. 

To further investigate in this regard, the present work analyses the transient capabilities of the Brayton heat 
pump proposed in [12] while undergoing a cold start-up manoeuvre. A closed-loop control system is 
developed and presented in the following to determine whether the system can achieve faster start-up times 
safely. Results aim to provide useful insights into the system's behaviour and limitations and help design an 
optimised procedure for quick start-ups. 

2. Prototype overview 
The CoBra (Cottbus Brayton Cycle) heat pump is currently under development by the German Aerospace 
Center (DLR) in Cottbus. Figure 1 shows the schematic and thermodynamic cycle of the heat pump.  

 

Figure. 1.  CoBra heat pump: (a) system layout; (b) T-s diagram. 

As a closed-loop Brayton cycle heat pump, the CoBra features a three-stage turbo compressor with pressure 
ratios of up to 7. The compressor raises the pressure and temperature of the working gas, which is primarily 
dry air but can also use other media such as argon or CO2. With the available pressure ratios, the heat pump 
can achieve heat sink temperatures of 250 °C and more. After rejecting heat to a high-temperature heat sink 
(e.g. industrial process heat or thermal energy storage), the gas is expanded using an axial two-stage 
turbine, which recovers power and cools the gas to sub-ambient temperatures. A turbine bypass valve can 
be opened to increase the mass flow rate in the heat pump, thereby stabilizing the compressor flow. In the 
low-temperature heat exchanger, the gas absorbs heat from a heat source before returning to the 



compressor. An internal recuperator may leverage the remaining temperature difference between the heat 
exchanger outlet flows to raise the temperature at the compressor inlet. All three heat exchangers are shell-
and-tube heat exchangers. The heat pump cycle is nearly hermetically sealed, thus enabling load variation 
via injection or air removal. Using valves and pressurized buffer storages, the system pressures and, 
consequently, the load can be controlled [11]. 

3. Dynamic modelling methodology 
A transient model of the CoBra heat pump was developed through the Simulink® environment of Matlab® 
R2022b [18]. In particular, the Simscape™ libraries were used as they provide built-in models for all the main 
components constituting the plant. As for the system fluid, dry air was considered and treated as real gas. Its 
thermophysical properties were retrieved through RefProp [19]. 

3.1 Turbomachinery 

The compressor and turbine were modelled from a system level by using custom components available in 
Simscape™. The mathematical model of each element comprises continuity equations, such as mass and 
energy balances. In particular, mass is conserved such that: ṁin +  ṁout =  0,       (1) 

where ṁi  are the inlet and outlet mass flow rates, respectively. In a similar fashion, energy balance is 
computed as:  Φ̇in +  Φ̇out + Ẇfluid  =  0,       (2) 

where Φ̇i are the inlet and outlet energy fow rates, and Ẇfluid is the power delivered to/done by the operating 
fluid (e.g.,  Ẇfluid = |Ẇfluid| in case of a compressor, and Ẇfluid = −|Ẇfluid| in case of a turbine), defined as: Ẇfluid  =  ṁin Δhis𝜂is ,       (3) 

where ṁin  is the inflow mass flow rate, Δhis  is the specific enthalpy isentropic variation, and ηis  is the 
turbomachine isentropic efficiency. Compressor and turbine mechanical powers are respectively computed 
according to Eq. (4) and Eq. (5): Ẇc = Ẇfluid𝜂m ,       (4) Ẇt = 𝜂mẆfluid,       (5) 

where ηm  is the turbomachine mechanical efficiency. As for the design and off-design modelling, 
performance maps were used, therefore establishing the relationship between the machines inlet conditions 
(e.g., mass flow rate, temperature, and pressure) and quantities such as pressure ratio and isentropic 
efficiency. Figure 2 reports the performance maps considered in this work. Corrected parameters, defined as 
in Eq. (6), were used to account for variations at the machine inlet: 

{ṁcorr =  √Tin/T0pin/p0ncorr = n√Tin/T0 ,       (6) 

where p0 = 101325 Pa and T0 =  288.15 K. Furthermore, turbomachines were assumed adiabatic with 
neglibile volume. Their thermal dynamic was therefore neglected. Conversely, inertial effects were 
considered by accounting for the compressor, turbine, motor, generator, and transmission moments of 
inertia. Inertial torques were therefore computed as: 𝜏 =  J�̇�,       (7) 

where J is the moment of inertia of the component, whilst �̇� is its angular acceleration. Finally, coupling 
between compressor and motor, as well as turbine and generator, was assumed ideal. Hence, gearboxes 
losses due to backlash and friction were neglected. 

3.2. Heat exchangers 

Similarly to the turbomachinery, the shell-and-tube heat exchangers were modelled through Simscape™ 
Fluids library components. Heat exchangers were assumed adiabatic with and a fixed-volume construction to 
capture variations in fluid mass flow rates due to compressibility. Therefore, mass is conserved along the 
tube/shell side of the exchanger such that: 



 

Figure. 2.  Compressor map. [((𝜕𝜌𝜕p)𝑢 𝑑p𝐼𝑑t + (𝜕𝜌𝜕u)𝑝 𝑑u𝑑t] V = ṁin + ṁout,       (8) 

where ṁi are the mass flow rates at the inlet/outlet of the tube or shell side, whilst ρ, p𝐼, u, and V are the gas 
mass density, pressure, specific internal energy, and volume, respectively. Pressure losses were modelled 
as: ∆p =  (𝜌nom𝜌 ) ( ṁ2ṁnom2) Δpnom,       (9) 

where the subscript nom refers to the thermophysical quantities evaluated when the system operates at 
nominal conditions. Furthermore, energy is conserved such that: [((𝜕U𝜕𝑝)T,V 𝑑pI𝑑t + (𝜕U𝜕T)p,V 𝑑TI𝑑t ] = Φ̇in +  Φ̇out + Q̇,      (10) 

where Φ̇i are the energy flow rates at the tube or inlet/outlet, Q̇ is the heat transfer rate exchanged between 
the two fluids, and pI , TI , and U are the pressure, temperature and internal energy of the gas volume, 
respectively.  

As for the heat transfer through the heat exchanger, it was determined according to the ε-NTU method. At 
each simulation step, the number of transfer units (NTU) was therefore computed as: NTU =  1CminRoverall,       (11) 

where Cmin = min(cp,tubeṁtube; cp,shellṁshell), whilst Roverall is the overall thermal resistance defined as: Roverall  =  1𝛼tubeAtube + Rfoul,tube + Rwall + Rfoul,shell + 1𝛼shellAshell,   (12) 

where αi are the convective heat transfer coefficients of the fluids flowing within the tube/shell, Ai are the 
aggregate heat transfer surface areas, Rfoul,i  are the fouling resistances, and Rwall  is the wall interface 
thermal resistance. The heat exchanger effectiveness was then computed as a function of the NTU value 
through correlations based on the heat exchanger type [20].  

In order to capture the thermal transient due to the heat exchangers mass, the wall thermal mass was 
defined as: Cwall = cp,wallMwall,        (13) 

where cp,wall  is the wall specific heat, and Mwall  is its inertial mass. Therefore, the heat transfer rate 
exchanged across the heat exchanger was determined according to: Q̇tube = 𝜀Q̇max + Cwall,tubeṪwall,tube,       (14) Q̇shell = 𝜀Q̇max − Cwall,shellṪwall,shell,        (15) 



where Cwall,i = Cwall2  is the thermal capacity evenly divided between the two sides of the heat exchanger, Ṫwall,i is the rate of change in temperature in the wall half (positive if the temperature increases, negative 
when it drops), and Q̇max is the ideal heat transfer rate. Finally, to improve simulation accuracy, each heat 
exchanger was modelled as a series of ten components characterized by the mathematical model described 
above. Hence, nominal gas volumes, heat transfer surface areas, as well as pressure losses have been 
evenly distributed among the elements. 

3.3. Piping 

As piping represents a non-negligible fraction of the gas volume of the system volume, it was considered and 
distributed throughout the model according to the actual plant layout. Similarly to the heat exchangers, pipe 
components conserve energy as in Eq. (10), whilst mass is conserved such that: [((𝜕M𝜕p )T,V 𝑑pI𝑑t + (𝜕M𝜕T )p,V 𝑑TI𝑑t ] = ṁin + ṁout.       (16) 

Momentum balance was determined by assuming the pipe in half. Hence, the momentum flux and the 
viscous friction of each half were computed as: pi − pI = (ṁiS )2 ( 1𝜌i − 1𝜌I) + ∆piI,        (17) 

where the subscripts i and I refer to the pipe inlet/outlet and gas volume nodes, respectively, S is the pipe 
cross-sectional area, and ∆piI are the pressure losses due to viscous friction, computed accordingly to the 
flow regime. As for the heat transfer occurring throughout the pipe, it was modelled as: Q̇ = Q̇conv + Q̇cond,       (18) 

where Q̇conv is the convective heat transfer between the pipe wall and the gas volume, whilst Q̇cond denotes 
the heat transfer within the pipe material. By assuming an exponential distribution along the pipe, the 
convective heat transfer was computed as: Q̇conv  = |ṁavg|cp,avg (1 − exp(− 𝛼𝑎𝑣𝑔A|ṁavg|cp,avg) (Twall − Tin) +  − kIAdh (Twall − Ti),  (19) 

where ṁavg is the average mass flow, cp,avg is the specific heat evaluated at the average gas temperature, αavg  is the convective coefficient computed by considering the gas thermal conductivity at average 
temperature (kavg), A is the pipe surface area, dh is hydraulic diameter, and Twall, Ti, Tin are the wall, gas 
volume, and inlet mass flow rate temperatures, respectively. Finally, the heat transfer due to the conduction 
within the pipe metal was computed as: Q̇cond = 2𝜋𝑘𝑚𝑎𝑡𝐿 [(Tmat−Tin)ln(𝑑𝑎𝑣𝑔𝑑𝑖𝑛 ) + (Tout−Tmat)ln(𝑑𝑜𝑢𝑡𝑑𝑎𝑣𝑔) ] + cmatMmatṪmat,    (20) 

where L is the pipe length, kmat, cmat, Mmat, Ṫmat are the thermal conductivity, specific heat, inertial mass, and 
temperature of the pipe material, di are the pipe inner, mean, and outer diameters, and Ti are the respective 
metal temperatures. 

3.4. Valves and other equipment 

The transient model also accounted for the ancillary equipment reported in Figure 1a. Hence, valves were 
modelled as adiabatic variable restrictions with negligible volume. In particular, the three-way valve was 
modelled through two inversely linked valves, such that opening one valve results in the closing of the other. 
Furthermore, valve geometry was characterized based on manufacturer data, and a linear flow characteristic 
was considered. As for the heater, only pressure drops were accounted for and modelled as in Eq. (9). 

3.5. Controls 

Two independent control loops were implemented to simulate the system in transient conditions, namely: 

▪     anti-surge controller; 

▪     temperature controller. 

The anti-surge controller was designed to prevent the compressor from operating within critical regions in 
proximity to the surge line. With reference to Figure 1a, compressor surge was avoided by manipulating the 
turbine bypass opening, thus increasing the primary mass flow rate. The valve opening was regulated by a 



variable-gain PI feedback controller based on the surge margin error. In the present work, the surge margin 
was defined as: SM = (PRsurgePRop − 1)ṁc,       (21) 

where PRop is the actual pressure ratio, while PRsurge is the surge line pressure ratio evaluated at the same 
reduced flow. Controller gains were determined to provide a pure proportional action at high errors to ensure 
a prompt response in case of critical operating conditions. An integral control action was gradually added at 
low errors for setpoint tracking.  

On the other hand, the temperature controller varies the compressor shaft speed in order to control the 
compressor outlet temperature. As discussed in [12], the control requirements were set as follows: 

temperature slopes of no more than 2 K/min to avoid critical thermal stresses at the heat exchangers; 

fast crossing of critical low speeds to avoid resonance effects of the compressor shaft. 

 

Figure. 3.  Simplified temperature control schematic. 

A cascade control architecture, made of three nested loops, was found suitable for the given requirements. 
The compressor outlet temperature was chosen as the primary controlled variable, as measuring the 
temperature inside the heat exchanger is a non-trivial task. As shown in Figure 3, the outer regulator uses 
the temperature error to determine a setpoint for the compressor outlet temperature slope. Here, the slope 
setpoint is limited to a maximum value of 2 K/min. Subsequently, the intermediate control loop processes the 
temperature slope setpoint and compares it with the actual measurement/estimation to provide a motor 
speed setpoint. Similar to the outer loop, the speed setpoint is limited to values within the compressor’s 
operating range. Finally, an inner loop determines the motor torque based on the difference between the 
reference and measured motor speed. 

It is worth mentioning that sensor and controller dynamics are negligible as they are faster than the ones 
characterizing the system under analysis. Nevertheless, standard anti-windup techniques were employed to 
manage the undesired effects related to the interaction between the controllers' integral actions and the 
saturations characterizing the physical system and the control schemes. 

3.6. Transient simulation 

The model outlined in the previous sections was used to investigate the system's transient behaviour during 
the start-up, aiming at determining the characteristic time and the significant criticalities that occur while 
performing such a manoeuvre.  

At first, a cold start-up manoeuvre was simulated while imposing a maximum temperature slope of 2 K/min. 
The start-up time was assumed to be when the system provides heat at a temperature with an absolute error 
of less than one degree with respect to the design value. Secondly, a sensitivity analysis was performed by 
varying the maximum allowed slope in the 2−50 K/min range to investigate how the start-up time of the 
system is affected by the temperature slope limit. 

Each simulation scenario was initialized through the same initial conditions. In particular, initial conditions 
were computed such that the system had enough mass to reach nominal conditions at the end of the start-
up. Therefore, the initial system pressure was assumed to be almost 2 bar, whilst the initial fluid and metal 
temperatures were set between 15−20 °C. Mass flow rates on the secondary side of the cycle heat source 
and sink heat exchangers were considered constant throughout the simulation and were already at their 
nominal values. The turbine and generator were supposed to rotate at their respective design speeds. 
Conversely, the motor and compressor were assumed to rotate very slowly (~3 % of the nominal speed) to 
avoid numerical instability during the transient initialization of the model. Finally, control actuators such as 
the heater and the recuperation valve three-way were not considered during the start-up manoeuvre. In 
particular, the three-way valve was set such that the primary mass flow exiting the high-temperature heat 



exchanger went directly to the turbine inlet. Therefore, the recuperator was disabled and a non-regenerated 
configuration of the plant was assumed. 

4. Results and discussion 

4.1. Cold start-up 

During the cold start-up, the system goes from steady conditions to nominal ones based on the control inputs 
determined by the temperature and anti-surge regulators. Control input and outputs are reported in Figure 4.  

At the beginning of the simulation, the system is at an ambient temperature at a pressure of 2 bar. As the 
compressor rotates at low speeds, corrected flow is negligible. The surge margin is less than 
10% (e.g., minimum allowable value), and the bypass valve is fully open due to the anti-surge controller 
action (Figure 4a). Moreover, as the compressor outlet temperature is lower than 271 °C (e.g., the desired 
setpoint), the temperature controller causes the motor/compressor to accelerate (Figure 4b). Consequently, 
the compressor outlet temperature increases, as reported in Figure 5a, whilst the turbine inlet temperature 
remains constant as heat is absorbed by the high-temperature heat exchanger. Since the bypass is fully 
open, part of the primary mass flow does is not expanded by the turbine, and only a minor temperature drop  

 

Figure. 4.  Control signals (in blue) against controlled variables (orange): (a) surge margin controller 
(𝑆𝑀𝑟𝑒𝑓 =  10%); (b) compressor outlet temperature controller (𝑇2,𝑟𝑒𝑓 =  271°𝐶).  

occurs through the valve. The system operates in the abovementioned configuration for almost ten minutes. 
In such a period, the compressor keeps accelerating, increasing its outlet temperature and reducing the 
surge margin. As a result, the operating point slowly moves toward higher speeds and efficiencies on the 
right of the compressor map at an almost constant pressure ratio (Figure 6).  

At t = 9 min, the surge margin becomes greater or equal to the minimum allowable limit. Since the 
compressor keeps accelerating, the anti-surge regulator gradually closes the bypass valve to maintain the 
setpoint surge margin. In more detail, the bypass valve goes from 100% open down to around 10 % open at 
t = 23 min, and it is fully closed after t = 1.67 h, as shown in Figure 4a. Due to the bypass closure, part of the 
primary mass flow expands through the turbine, and consequently, the temperature at the turbine outlet 
starts to decrease (Figure 5a). Also, the pressure ratio progressively increases because of the higher 
rotational speed (Figure 5b). As a result, the operating point moves toward higher speeds and efficiencies 
parallel to the surge line.  

At t = 1.67 h, the anti-surge controller fully closes the bypass valve as the system operates safely away from 
the surge line. On the other hand, slightly after two hours, the compressor outlet temperature reaches the 
design value, and the temperature regulator stops accelerating the compressor. The system operates close 
to the design conditions at this point, providing a heat flow rate of 115 kW at around 262 °C. From here to 
the end of the simulation, the temperature controller provides only minor adjustments. In particular, the 
motor/compressor speed slightly decreases as a consequence of the stabilization of the system 
temperatures, which is not instantaneous due to the thermal inertia of the system (e.g., T3, T4 and Twall). This 
can also be observed in Figure 6, where the compressor operating point remains almost in the same position 
on the map, experiencing only a minor displacement toward higher efficiencies and pressure ratios as the 
temperatures settle. 

It is worth noting that, during the transient, the compressor outlet temperature increases at a constant slope, 
which is maintained below the maximum allowable value by the temperature controller. Limiting the 
compressor outlet temperature helps contain the temperature gradients within the heat exchangers. For 



instance, by looking at Figure 5a, it can be observed that the metal temperature at the high-temperature heat 
exchanger inflow shows a similar trend after a delay of almost 12 min caused by the thermal mass of the 
piping and the first element of the heat exchanger. A significant delay can also be noted in the turbine inlet 
temperature as it increases only after 40 min with respect to the compressor outlet temperature. Here, the 
delay magnitude is higher as it accounts for the thermal inertia of the complete high-temperature heat 
exchanger and the piping connecting the heat exchanger with the expander. Furthermore, as the 
temperature slope is determined based on the capability of the heat exchangers to sustain thermal stresses, 
it can be stated that their design represents a critical constraint for quick plant start-up. 

It can be further noted that the motor/compressor speed increases quickly, especially at the lower values, 
ensuring the compressor never operates at critical speeds for an extended amount of time, thus avoiding 
potential deleterious effects related to compressor shaft vibrations. Moreover, the motor/compressor 
acceleration is continuously modulated as a reaction to the bypass valve closure, thereby denoting 
interaction and the goodness of the developed control system. 

 

 

Figure. 5.  System transient response during a cold start-up: (a) cycles temperatures and HTHE first element 
average wall temperature; (b) cycle pressures.  

 

 

Figure. 6.  Compressor operating line during the start-up.  



4.2. Sensitivity analysis 

The previous section showed that the thermal stresses sustainable by the heat exchangers mainly constrain 
the start-up time of the system. Hence, a sensitivity analysis was performed to further investigate such a 
relationship. The system's start-up was simulated by varying the maximum allowable slope at the 
compressor outlet temperature in the 5−50 K/min range with a 5 K/min step. Each simulation was initialized 
as discussed in Section 3.6. Results are summarized in Figure 7, which reports the start-up times and 
system power consumption as a function of the maximum allowable slope of the compressor outlet 
temperature. 

 

Figure. 7.  Sensitivity to the maximum compressor outlet temperature rate: (a) start-up time; (b) energy 
consumption and average absorbed power during the start-up. 

It can be observed that start-up time significantly reduces as the slope constraint is relaxed (Figure 7a). For 
instance, allowing for a temperature slope of 5 K/min leads to a start-up time of around 52 min (e.g., 60 % 
reduction), whilst in case of a slope of 10 K/min, the start-up time drops to 27 min (e.g., 80 % reduction), 
providing more flexibility of use in real applications. From there on, minor advantages are shown for higher 
temperature slopes. However, it is worth noting that such temperature slopes would require suitably 
designed heat exchangers, potentially increasing the capital cost of the plant and thus making it less 
appealing from an economic perspective. It can also be noticed that the system's energy consumption 
decreases almost linearly with the start-up time reduction (Figure 7b). Therefore, higher temperature slopes  

lead to lower energy consumption. On the other hand, less conservative slopes cause higher average power 
absorbed by the system increases, with a trend similar to the one reported in Figure 7a.  

Apart from the considerations discussed above, shortening the start-up may lead to new technical 
challenges to be addressed. For instance, Figure 8 reports the cycle temperatures trend for a maximum 
temperature slope of 2, 10, and 15 K/min while performing the start-up.  

 

Figure. 8.  Cycle and HTHE tube inlet temperatures for different values of temperature rate constraint at the 
compressor outlet: (a) �̇�2 = 2 K min-1; (b) �̇�2 = 10 K min-1; (c) �̇�2 = 50 K min-1. 



It can be observed that higher allowable slopes lead to faster accelerations of the compressor, causing a 
quicker increase in both mass flow rate and pressure ratio. During rapid acceleration manoeuvres, the target 
pressure ratio and the bypass valve closing are reached before the metal temperatures in the high-
temperature heat exchanger have settled. This leads to low turbine inlet temperatures and, consequently, 
turbine outlet temperatures of below −50 °C.  As these low temperatures may lead to icing at the turbine 
outlet, further solutions are needed to handle these problems. A possible workaround may involve regulating 
the turbine shaft speed to operate with lower isentropic efficiencies, thereby mitigating the low outlet 
temperatures. However, at this stage of the work, it is not yet clear whether their adoption may affect the final 
start-up time of the plant. Therefore, further investigations must be conducted in this regard. 

5. Conclusions 
This paper investigates the transient behaviour of the DLR’s CoBra heat pump during a cold start-up, 
assessing the time needed to reach design conditions and studying potential criticalities while performing 
such a manoeuvre. To this extent, a thermodynamic model of the system, comprehensive of mechanical, 
thermal and volume dynamics, was developed based on actual data characterizing the prototype. In addition, 
a control strategy was designed to automatically drive the compressor whilst ensuring the safe operation of 
the plant. 

Results show the time needed to perform a cold start-up is around 2 hours when a maximum temperature 
slope is limited to 2 K/min to prevent thermal stresses at the heat exchangers. As expected, mechanical and 
pressure transient effects showed to be negligible when compared to the thermal dynamics characterizing 
the heat exchangers and piping. In particular, the heat exchangers showed delays of around 40 min.  

Further analysis showed faster start-ups are possible in the case of less conservative temperature slopes. 
For instance, by increasing the maximum allowable slope to 5 or 10 K/min through adopting more advanced 
heat exchangers, the start-up time decreases to 52 and 27 min (e.g., start-ups shorter by more than 50 % 
and 80 % compared to a slope limit of 2 K/min). However, it was observed that quicker start-ups might lead 
to undesired effects at the turbine, as the outlet temperatures go below −70 °C during the transient, 
potentially causing icing. Further work is then required to assess the magnitude of these issues and to 
investigate whether possible solutions may negatively affect the start-up time of the plant, therefore nullifying 
the economic effort of using more sophisticated heat exchangers. 

Finally, it is worth mentioning that the considered Brayton heat pump showed a start-up time consistent with 
the ones reported for a similar cycle specifically designed for energy-storage purposes [17], where start-up 
times in the 1.38−2 h range have been reported depending on the opening the compressor recycle valve 
opening. Here, differences in the results may be due to the different designs of the components, operating 
modes, temperature levels, and heat exchangers’ size or technology, as the system are meant for different 
purposes. Although the comparison may suggest the validity of the proposed analysis, the proposed results 
should be confirmed through experimental data. Therefore, future work must be conducted in this direction in 
order to validate and further improve the developed transient model of the Brayton heat pump. 
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Nomenclature 
Abbreviations: 

CoBra  Cottbus Brayton cycle heat pump 

NTU  Number of Transfer Unit 

HTHE  High-Temperature Heat Exchanger 

LTHE  Low-Temperature Heat Exchanger 

Letter symbols: �̇�     mass flow rate, kg/s T   temperature, °C 𝑝   pressure, Pa 𝑉   volume, m3 ℎ   specific enthalpy, J/kg 𝑢   specific internal energy, J/kg 𝑈   internal energy, J 



�̇�   power, W 𝑛   rotational shaft speed, rad/s 𝐽   moment of inertia, kg/m2 �̇�  mass accumulation, kg/s �̇�  heat transfer rate, W 𝐶  heat capacity rate, W/K c  specific heat, J/(kg K) 𝑅  thermal resistance, K/W 𝐴  heat transfer surface area, m2 𝑆  cross-sectional area, m2 𝑘  thermal conductivity, W/(m K) 

d  diameter, m 

Greek symbols η   efficiency Φ̇   energy flow rate, W  𝜏   torque, N m  �̇�   component rotational acceleration, rad/s2 𝜌  mass density, kg/m3  𝛼   convective heat transfer coefficient, W/(m2 K) 𝜀  effectiveness 

Subscripts and superscripts 0   reference state 1,2,3, ..  cycle points 

i   i-th element 𝑝   at constant pressure 𝑢   at constant specific internal energy 𝑇   at constant temperature 𝑉   at constant volume 𝑖𝑛   inlet/inner 𝑜𝑢𝑡  oulet/outer  𝑖𝑠   isentropic 𝑓𝑙𝑢𝑖𝑑  fluid 𝑐𝑜𝑟𝑟  corrected 𝐼   internal/gas volume 𝑜𝑣𝑒𝑟𝑎𝑙𝑙  overall 𝑓𝑜𝑢𝑙  fouling ℎ𝑜𝑡  hot fluis/side 𝑐𝑜𝑙𝑑   cold fluid/side 𝑤𝑎𝑙𝑙  wall 𝑟𝑒𝑙   relative ℎ   hydraulic 𝑐𝑜𝑛𝑣  convective 𝑐𝑜𝑛𝑑  conductive 𝑎𝑣𝑔  average 𝑚𝑎𝑡  material 
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Abstract:

Two-phase compression in volumetric machines shows several advantages: sealing effects brought by the
liquid blocking the gap between two working chambers and it allows to get closer to an isothermal process,
reducing the thermal stress on moving parts and minimizing compressor work. However, such compression
also comes with some disadvantages: the mechanical reliability of the machine is questioned due to the
presence of liquid during the compression, moreover, literature has shown that compressing in the two-phase
region usually tends to decrease the isentropic efficiency of the machine.

The irreversibility creation in cycles such as ORC’s or vapor compression cycles comes from two sources: the
deviation of compression/expansion processes from internally reversible processes and the temperature differ-
ence between the hot/cold sources/sinks and the working fluid along heat exchanges (external irreversibility).
Therefore, two-phase refrigerant compression/expansion can be integrated to pursue a beneficial trade-off be-
tween internal and external irreversibility, searching to increase the performance of the cycle by allowing to
match as close as possible the temperature profile of the hot/cold sources/sinks. This paper presents an in-
vestigation on vapor compression heat pump cycles where the pressure increase is performed by a two-phase
compressor. To this aim, a validated semi-empirical model of a scroll compressor tested with two-phase refrig-
erant is integrated into the cycle model. Moreover, a moving boundary model is used to model the cycle heat
exchangers. The overall model is used to investigate the performance of the heat pump cycle and to quantify
both internal and external irreversibility. The results show that the exergy destruction rate of the compressor at
low vapor qualities are too high to be counterbalanced by the optimal heat exchange in the condenser. There-
fore, the maximum coeffient of performance (COP) is located at saturated vapor compressor inlet condition.
Nevertheless, the analysis is strongly dependent on the compressor used and a more optimized compressor
for the application could enhance the heat pump COP at low qualities.

Keywords:

Two-phase compression, Heat Pump, Performance analysis, Exergetic analysis

1. Introduction

1.1. Two phase compression/expansion: state of the art

Two-phase compressions and expansions can be categorized in two parts: on one hand, two different fluids
can be used (e.g., air and water mixture or refrigerant oil mixture), on the other hand, the state of one single
fluid can be located under the saturation bell resulting in the presence of a liquid phase and a vapor phase.
In the former case, experimental studies have started in the nineteen fifties, where the use of oil to lubricate
air screw compressors and expanders was necessary to expand machines lifetime. In the latter case, the
first studies can be found in the nineteen seventies where the expansion of flashing liquid and expansion of
refrigerant started to gain interest for better machine performance and reliability purposes.

Two-phase expansion/compression have many advantages, in addition to the sealing effects brought by the
liquid blocking the gap between two working chambers, it also allows to get closer to an isothermal process,
reducing the thermal stress on the moving parts [1]. Nevertheless, some disadvantages can also be found: the
increase of the pressure losses in suction/discharge ports due to either the reduction of the speed of sound or
the increase of the density but also the loss of mechanical efficiency resulting from the higher viscosity of the
liquid phase in contact with the moving parts [8].

Nevertheless, the use of two-phase compression/expansion could bring some innovations to conventional
thermal systems. For instance, the Trilateral Flash Cycle shows better power outputs than classical Organic
Rankine Cycles or flash steam systems resulting in a reduced system cost (in $/kW) [9]. Despite the potential
of two-phase expansion for power generation, it has not been applied on an industrial scale yet, with only a few
experimental studies published in the literature. The innovative cycle currently being developed in the REGEN-
BY-2 European project (Horizon 2020) is also making use of two-phase refrigerant to operate [3]. In [10], the



investigation of a two-phase compression in a heat pump is conducted numerically using wet fluids and non-
azeotropic mixtures with high vapor qualities, and the results show a better COP when no superheat occurs in
the cycle.

1.2. Objectives of the paper

In most of the studies where two-phase compression/expansion is used, the performances of the cycles are
better than in classical cycles where a superheated state is reached before the compression or the expan-
sion. However, the numerical results obtained strongly rely on the performance of the compression/expansion
machine used in the cycle. Using internally reversible processes or not taking into account the increase of irre-
versibilities in the two-phase region is not always a valid assumption. For these reasons, the present study will
numerically assess the performance of a heat pump using an experimentally investigated two-phase compres-
sor. To this aim, experimental data from a commercial compressor tested with two-phase refrigerant flows are
used to validate a compressor semi-empirical model. This model is embedded in a heat pump model, making
use of a moving boundary model to simulate the heat exchangers. The irreversibility creation in the heat pump
comes from two sources: the deviation of compression process from internally reversible processes and the
temperature difference between the heat source/sink and the working fluid along heat exchanges (external ir-
reversibility). Therefore, the integration of two-phase refrigerant compression in the heat pump allows to follow
a trade-off between internal and external irreversibility and can, in some cases, increase the performance of
the cycles by allowing to better match the temperature profile of the heat source/sink.

The investigated heat pump is a theoretical water-water heat pump providing hot water (50◦C) with a heat
sink power of 5 kW. It uses a high temperature lift (from 15◦C to 50◦C) from a 15 ◦C heat source. It uses the
refrigerant R1233zd(E) as the working fluid. A diagram of the heat pump can be found in Fig. 1. The evolution
of the Coefficient of Performance (COP) of the heat pump will be investigated with a varying vapor quality up
to superheated states. An example of Temperature-Entropy and Pressure-Enthalpy diagrams can be found in
Figs. 2 and 3. The conventional cycle using a superheat (10 K) at the compressor inlet is the cycle 1-2-3-4
while the cycle 1′-2′-3-4 makes use of a low inlet quality compression and cycle 1′′-2′′-3-4 a medium inlet
quality compression.
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Figure 1: Heat pump cycle.
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Figure 2: Temperature-entropy diagram of the
heat pump cycle with different inlet qualities.
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2. Modeling of the heat pump cycle

As previously said, the heat pump is modeled using a semi-empirical model for the compressor and a moving
boundary heat exchanger model for the condenser and the evaporator. As presented in Fig. 4, the inputs of
the model are the condenser inlet/outlet water temperature (Tw ,su,cd , Tw ,ex ,cd ) as well as its heat transfer rate
(Q̇cd ), the inlet vapor quality or superheating of the compressor (Qsu,cp or SH) and the evaporator water inlet
temperature (Tw ,su,ev ) and mass flow rate (ṁw ,ev ).

Heat pump model

Tw,ex,cd

Qsu,cp or SH

Q̇cd
Pcd

Ncp

Heat exchangers parameters

Compressor parameters

Tw,su,cd

Tw,su,ev

ṁw,ev

COP

Pev Ẇcp

Figure 4: Model of the heat pump.

The model is then applying energy balances on the condenser and the cycle to find the evaporation pressure
and the speed of the compressor giving the right working fluid mass flow rate. The condensation pressure
could physically be fixed by the charge of refrigerant of the cycle, however, due to convergence problems, it
has been decided to fix the condensation pressure with the condenser outlet temperature considering a pinch
point of 5 K as can be seen in Fig. 15. Eventually, after fixing both level of pressure and the compressor
speed, the compressor power consumption is determined and the COP can be calculated using 1. Obviously,
the aforementioned procedure is an iterative process.

COP =
Q̇cd

Ẇcp

(1)

2.1. Compressor modeling

2.1.1. Experimental results

The compressor performance can be characterized using its volumetric and isentropic efficiencies. They can
respectively be defined using the two following equations:

εv =
ṁtot

NcpVdispρsu,cp
(2)

εs =
ṁtot (hex ,cp,is − hsu,cp)

Ẇshaft ,cp

(3)

where hex ,cp,is is the isentropic compression exhaust enthalpy of the compressor. In particular, the isentropic
efficiency (3) is used to characterize the irreversility creation of the compressor. In the case of an adiabatic
and reversible evolution, the isentropic efficiency would be equal to one.

The variation of volumetric and isentropic efficiencies of the compressor with a varying pressure ratio and
inlet vapor quality can respectively be found in Figs. 5 and 6, for a fixed inlet pressure, Oil Circulation Ratio
(OCR) and speed. Those maps direclty comes from the experimental data used to calibrate the semi-emprical
compressor model. The decrease of isentropic efficieny (thereby corresponding to an increase of irreversibilies)
can clearly be observed, especially for high pressure ratios where the inlet-outlet volume ratio is getting furthest
from the built-in volume ratio of the compressor. More information about the isentropic efficiency interpretation
can be found in [6]. A similar behavior can be observed for the volumetric efficiency, although a sealing effect
can be observed at low qualities and low pressure ratios.

2.1.2. Semi-empirical model

The scroll compressor model is a semi-empirical model inspired by [7]. The behavior of the compressor model
relies on a set of physically-meaningful semi-empirical parameters to fit the experimentally tested compressor
performances. The diagram of the semi-empirical model can be found in Fig. 7

This model considers a fictious isothermal envelope interacting with the fluid for supply and discharge heat
transfer, taking the power losses of the compression process and rejecting ambient heat losses. It decomposes
the fluid transformation inside the compressor in the following steps:

• su → su, 1 : isobaric heat transfer from the hot isothermal envelope to the working fluid.
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Figure 5: Evolution of the volumetric efficiency with
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pressure of 1.5 bar, an OCR of 5% and a compressor
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pressure of 1.5 bar, an OCR of 5% and a compressor
speed of 4000 RPM.
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Figure 7: Model of the heat pump.

• su, 1 → su, 2 : energy balance due to the leakage flow adding to the compressor upstream flow

• su, 2 → int : adiabatic and reversible (isentropic) compression. First part of the compression imposed by
the built-in volume ratio of the compressor rv and consuming a power Ẇin,s.

• int → ex , 1 : constant volume compression to account for under/over compression losses. Second part
of the compression consuming/producing a power Ẇin,V .

• ex , 1 → su, 1 : leakage flow defined with an adiabatic pressure drop through a convergent nozzle.

• ex , 1 → ex : isobaric heat transfer from the hot working fluid to the isothermal envelope.

The model uses 6 semi-empirical parameters. Among them, 3 are used for the supply, exhaust and ambient
heat transfers, respectively, AUsu,ref , AUex ,ref , AUamb. Two other parameters are used for the friction losses
characterization Ẇloss,ref and αloss. The last parameter Aleak is used for the characterization of the leakage
flow. The subscript ref stands for the reference, On the heat and mechanical power transfer side, the following
definitions are set:

• Q̇su = ε(AUsu,ref , Ċwf )Ċwf

(

ṁ

ṁref

)0.8

(Twall − Tsu) : heat transfer from the hot isothermal envelope to the

working fluid. ε is the heat exchanger efficiency computed using the Number of Transfer Units (NTU)
method and Ċmix is the heat capacity rate of the mixture flow.

• Q̇ex = ε(AUex ,ref , Ċwf )Ċwf

(

ṁ

ṁref

)0.8

(Tex ,1 − Twall ) : heat transfer from the working fluid to the isothermal

envelope.



• Q̇amb = AUamb(Tamb − Twall ) : ambient heat transfer from the isothermal envelope.

• Ẇin,s = ṁ(hint − hsu,2) : isentropic compression power.

• Ẇin,V = V̇int (Pex ,1 − Pint ) : constant volume compression power consumption.

• Ẇloss = Ẇloss,ref

(

N

Nref

)2

+ αlossẆin : friction power loss of the compressor.

The calculation of properties considers the oil fraction in the whole working fluid path. Thereby, every enthalpy,
entropy, density calculated takes into account the oil fraction similarly to what is used in [11]. Let X be a
property of a pure fluid, the mixture property calculated would use the following equation:

Xmix = QXr ,vap(P, T ) + zoXo(T ) + (1 − Q − zo)Xσ

r ,liq(T ) (4)

where the subscripts r refers to pure refrigerant properties, vap and liq respectively refer to the vapor and the
liquid phases, o stands for the oil and σ refers to a saturated property. The vapor quality Q, defined as vapor
mass divided by the total mass, is linked with the oil fraction zo using the Raoult law solubility equation. As can
be noticed, 4 assumes that the oil only stands in the liquid phase.

The model takes five inputs: the compressor speed (N), the oil circulation ratio (OCR, zo), the inlet pres-
sure (Psu), pressure ratio (rp) and the inlet quality (Q). It gives as outputs the mass flow rate and the power
consumption at the shaft.

2.1.3. Model validation

As already mentioned, the compressor semi-empirical model is validated against experimental data. The
experimental data comes from a commercial compressor with a displacement volume of 86 cm3 and a built-
in volume ratio of 2.3, tested with two-phase conditions on 110 operating points. The model validation is
performed with the shaft power consumption and the mass flow rate, as those are the two relevant variables
used in the heat pump model. The validations with regards to the shaft power and the mass flow rate can be
found in Figs. 8 and 9.
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Figure 8: Shaft power prediction of the compressor
model versus experimental data.
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Figure 9: Mass flow rate prediction of the compres-
sor model versus experimental data.

As can be observed in Figs. 8 and 9, the power predictions remain within the range of 10% of relative error
with regards to the experimental power while the mass flow rate prediction is less precise, in particular, three
points are going way outside the 10% relative error range. Nevertheless, the mean relative errors of the whole
set of data are equal to 4.46% for the power and 6.47% for the mass flow rates.

Finally, the tuned parameters as well as the characteristics of the tested compressor can be found in Table 1. It
can be noticed that the inlet and outlet heat transfer coefficients are abnormally high compared to what can be
found in the litterature (between 1 and 10 W/K). On one hand, it can be explained by the two-phase conditions
that increases the heat transfer coefficient. On the other hand, it could be explained by the lack of a suction
pressure loss model. In particular, the model increases the inlet heat transfer to the fluid to increase its vapor
quality to get lower mass flow rate, and adding an inlet pressure loss would have the same effect. However, the



inlet pressure losses were not added because of a convergence problem. Therefore, even though the semi-
empirical parameters seems to predict with a relatively good accuracy the performance of the compressor,
their physical meaning can not be trusted in every aspect.

Table 1: Parameters of the compressor semi-empircal model.

Parameter Value Unit

AUsu,ref 72.73 W/K
AUex ,ref 46.47 W/K
AUamb 2 W/K

Ẇloss,ref 75.19 W
αloss 0.0848 -

Aleak 3.84·10−7 m2

Vdisp 86 cm3

rv 2.3 -

2.2. Heat exchanger modeling

The heat exchanger model used for both the condenser and the evaporator is a moving boundary model
inspired from [2], it has been selected for its ability to get the temperature evolutions of both fluids inside
the heat exchangers. It calculates the maximum heat rate that can be transferred based on an internal and
an external pinching analysis. Then, the heat exchanger is divided into a given number of cells having a
fixed power transferred and two boundaries representing the saturated liquid and vapor points are are moving
to define cells with subcooled liquid, two-phase fluid and superheated vapor. The log mean temperature
difference is then solved on every cell to get the outlet and inlet temperatures on both primary and secondary
fluid sides (refrigerant and water). The calculation of the heat transfer coefficients in each cell is different in
two-phase regime and single-phase regime. For the two-phase regime, the evaporative and condensation
heat transfer coefficients are respectively calculated using the Han boiling and condensing correlations in plate
heat exchangers, while for single-phase regimes, the Gnielinski pipe heat transfer correlation is used. More
information about these correlations can be found in [5].

The heat exchanger used for the present analysis is a plate heat exchanger and the same heat exchanger is
used for both evaporator and condenser. The plate heat exchanger characteristics used can be found in Table
2, they are based on a real heat exchanger, oversized with regards to the application.

Table 2: Parameters of the plate heat exchanger used.

Parameter Value Unit

Surface exchange area 5.04 m2

Number of plates 88 -

Cross section area 2.1 · 104 m2

Dimensions (H×L×l) 524×117×232 mm

2.3. Model limitations

The results of the heat pump model presented obviously have some limitations, although the main component,
i.e., the compressor, is modeled based on experimental data. These limitations can be listed as follows:

• The compressor model is taking the OCR (zoil ) into account, it has therefore been tested with oil and
the compressor performances shown in the subsequent section depend on this OCR. However, the heat
exchanger model does not take the oil into account in the heat transfer coefficient correlations. Therefore,
the oil will not be considered in the heat pump model. To make the conversion between the mixture
vapor quality and the pure refrigerant vapor quality and vice versa, the following equation is used for the
enthalpy conversion:

hr ,pure(P) =
hmix (T , P) − zoilhoil (T )

1 − zoil

(5)

A slight temperature change is therefore observed when doing the conversion. Moreover, only the refrig-
erant mass flow rate coming from the compressor model has been taken into account, this refrigerant
mass flow rate is expressed as follows:

ṁr = ṁmix (1 − zoil ) (6)



This theoretical separation is not feasible in reality, as the mechanical separation of the oil and liquid
refrigerant is impossible to carry out. Nevertheless, this assumption should have a negative impact on
the heat pump performance, as the oil compression work is taken into account in the compressor power.
However, lower heat exchange coefficients could counterbalance this effect if the oil was circulated inside
the cycle. In every simulation run, a OCR of 5% has been considered.

• The second model limitation comes from the compressor model simulated range that goes out of its
testing range. In particular, the inlet pressure testing range lies in [0.8 - 2.3] bar, and the model inlet
pressure goes down to 0.7 bar. This low pressure is necessary as the refrigerant used has a boiling point
of 17 ◦C and the water of the heat source has a temperature of 15 ◦C. Thus, it is impossible to know if
the compressor performance is well predicted or not. Nevertheless, the inlet pressure usually does not
have a strong influence on the compressor isentropic and volumetric efficiencies.

The two aforementionned reasons justify the need for a model instead of interpolations of experimental
data for the compressor mass flow rate and power predictions.

• The last limitation is the fact that the model is using fixed-design components. For performance com-
parison, it is not always accurate to compare different conditions with the same designs, as, sometimes,
the results are design-dependent. This is why the heat exchanger have been oversized, as the techno-
economic aspect is not investigated in this paper. Moreover, the data to fit the compressor model comes
from the testing of a commercial compressor, which has not been specifically designed for two-phase
flows.

3. Heat pump performance analysis

3.1. Exergetic analysis

As stated by the second law of thermodynamics, the performance of a heat pump are limited by the efficiency
of the reverse Carnot cycle. The performance gap between the ideal heat pump cycle and the real cycle can be
evaluated using an exergy analysis, where the heat pump irreversibility creation can be assessed analytically.
Exergy can be defined as the maximum work recoverable from a process with regards to a reference temper-
ature and pressure. For reversible processes, the exergy is conserved, while when irreversibilites occur, a part
of the exergy is destroyed. The exergy analysis allows to evaluate irreversibility losses in each component in
the heat pump, the best performance of the heat pump will therefore correspond to the minimal total exergy
destruction. The exergy of a point in the cycle can be seen as a thermodynamic property, defined as:

e = (h − h0) − T0(s − s0) (7)

where h0, T0 and s0 are respectively the reference values of enthalpy, temperature and entropy. Similarly to
the heat pump exergetic analysis performed in [4], the exergy destruction rate in each component of the cycle
can be evaluated using the following equations:

ĖD,cp = Ẇcp − ṁ
[

(hex ,cp − hsu,cp) − T0(sex ,cp − ssu,cp)
]

(8)

ĖD,cd = ṁ
[

(hsu,cd − hex ,cd ) − T0(ssu,cd − sex ,cd )
]

− Q̇cd

(

1 −
T0

T w ,cd

)

(9)

ĖD,valve = ṁ
[

−T0(ssu,valve − sex ,valve)
]

(10)

ĖD,ev = Q̇ev

(

1 −
T0

T w ,ev

)

− ṁ [(hex ,ev − hsu,ev ) − T0(sex ,ev − ssu,ev )] (11)

where the temperatures of the heat sink T w ,cd and the heat source T w ,ev are calculated using a logarithmic
mean (isentropic mean), with:

T source =
Tw ,su − Tw ,ex

ln
(

Tw ,su

Tw ,ex

) (12)

As already stated in the previous section, the irreversibility creation in the compressor mainly comes from
the heat transfer and the pressure losses. Moreover, the mechanisms in contact, such as the scroll and the
bearings, creates friction which is also a source of irreversibility. The tendency observed is a drop in isentropic
efficiency, i.e. an increase of irreversibility creation when decreasing the inlet quality.

Regarding the heat exchangers, the irreversibility creation primarily comes from the temperature difference
standing between the working fluid and the secondary fluid. Pressure losses can also create irreversibilities



in the heat exchangers, however, they have not been taken into account in the present analysis. By going
from a superheated state to a two-phase state down to a low vapor quality at the compressor inlet, the outlet
quality of the compressor is also going to decrease, allowing to better match the temperature profile of the heat
sink, which reduces exergy destruction. The objective of the analysis is therefore to optimize the system with
regards to the inlet quality of the compressor to minimize the total exergy destruction.

3.2. Results

As already stated, the studied model is a water-water heat pump model. To match the profile of the subcooling
at the end of the condenser, the condenser supply water temperature is the same as the heat source tem-
perature, i.e., 15 ◦C, and the exhaust available water temperature is 50 ◦C, resulting in a temperature lift of
35 K. The condenser thermal capacity, input of the model, is varied in order to investigate the influence of the
design (compressor, heat exchanger) on the heat pump performance. Varying the nominal point by keeping
the same design is actually equivalent to a variation of design for a constant nominal point. As a reminder, the
inlet quality of the compressor is varying and the model adapts the evaporation pressure and the compressor
speed, directly impacting the working fluid flow rate, to keep a constant water exhaust temperature and con-
denser capacity. The evaporator water mass flow rate has been fixed to 0.3 kg/s to avoid evaporator exergy
destruction and to focus the analysis on the compressor-condenser exergy destruction trade-off.

The evolution of the COP with the compressor inlet condition can be found in Fig. 10. The corresponding
compressor speeds and pressure ratios (the evaporation pressure being an output of the model) can be found
in Fig. 11. The COP evolution tendency is clear, the maximum of the COP stands near the saturated vapor
point. Furthermore, for a high condenser capacity, the performance seems to follow a plateau between an inlet
quality of 0.6 and 1, on the contrary to a low condenser heat transfer rate where the COP sees a consequent
drop at low qualities. For a high condenser capacity, the speed of the compressor is higher, which increases its
isentropic efficiency at low qualites. Regarding the evolution of the pressure ratio, it seems that higher pressure
ratios are needed when having a superheated inlet state, simply because the water supply temperature is fixed
and must be higher than the compressor inlet temperature.
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Figure 11: Compressor speed and pressure ratio for
a varying compressor inlet condition.

The exergy destruction rate of each component for a 5000 W and a 2000 W condenser capacity can respec-
tively be found in Fig. 12 and 13. In both cases, the exergy destruction of the evaporator and the valve are
negligible, and the trade-off is well focused on the compressor and the condenser. When starting from a low
vapor quality, the compressor exergy destruction rate is the highest, and it reaches a maximum at a vapor qual-
ity of 1 to eventually re-increase due to the increase of pressure ratios for superheated inlet states. Regarding
the condenser curve, it is clearly lower for low vapor qualities, due to the better match with the condenser water
curve, and increases when increasing the vapor qualities. The total exergy destruction is perfectly matching
the tendency of the COP in Fig. 10, the COP maximum corresponds to the total exergy destruction minimum.
Furthermore, Figs. 14 and 15 show the evolutions of the water temperature inside the condenser and the
evaporator, respectively for a 0.3 quality and a 5K superheated inlet point. The temperature difference inside
the evaporator can clearly justify the low exergy destruction rate in this heat exchanger. The same conclusion
can be drawn on the condenser, where the exergy destruction rate is lower for the low quality compressor inlet
condition due to the proximity between the temperature curves.

Finally, it seems that for both condenser capacities, the compressor exergy destruction rate variations with the



inlet conditions will always remain higher than the condenser exergy destruction rate variations. Therefore, the
total exergy destruction rate tendancy is following the shape of the compressor exergy destruction rate. The
present analysis is therefore very sensitive to the compressor performance. Hence, the compressor design
has a strong influence on the results, and the current commercial compressor may not be the best candidate
to be used with two-phase refrigerant flow. A compressor with a higher built-in volume ratio could better fit for
the presented model as its performance would be better for higher pressure ratios. It should also be noted that
reducing the water condenser outlet temperature could reduce the pressure ratio and enhance the heat pump
performance.
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Figure 12: Exergy destruction rate of each heat
pump component for a condenser power of 5000 W.
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Figure 13: Exergy destruction rate of each heat
pump component for a condenser power of 2000 W.
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Figure 14: Temperature-entropy diagram of the heat
pump with a condenser power of 5000 W and a com-
pressor inlet quality of 0.3.
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Figure 15: Temperature-entropy diagram of the heat
pump with a condenser power of 5000 W and a com-
pressor inlet superheat of 5 K.

4. Conclusions

The current study presents an investigation on a fixed-design water-water high temperature lift heat pump
making use of two-phase compression. The objectives of the investigation is the heat pump performance
assessment under varying compressor inlet conditions with two-phase refrigerant vapor qualitites as low as
0.3, up vapor with 5 K of superheat. To that end, the heat pump system has been described by coupling a
validated scroll compressor semi-empirical model with moving boundaries heat exchanger models.

The model predicts good system efficiency. The performances of the heat pump at different operating con-
ditions are governed by a trade-off between heat exchange and compressor irreversibilities. On one hand,
when a low inlet vapor quality is used, the condenser temperature profiles of both fluid (refrigerant R1233zd(E)
and water) are getting closer, reducing the irreversibilities. On the other hand, the compressor irreversibility



creation is increased when decreasing the inlet quality.

The heat pump model has been tested with a temperature lift of 35 K, from a water condenser inlet temperature
of 15 ◦C to 50 ◦C and condenser capacities from 2 kW to 5 kW. The results have shown a maximum in the
COP curve around a compressor inlet quality of 1. The compressor being the most important source of
exergy desctruction, the trade-off could not find better performance at low inlet qualities because the exergy
destruction rate of the compressor is too high. Finally, it is important to highlight that the results are very
design-sensitive, and the use of a more optimized compressor for two-phase refrigerant flows could enhance
the performance of the heat pump and the trade-off could find a lower optimal inlet quality. This potential
scenario is the object of future research, as another compressor, specifically designed for two-phase flows
with a higher built-in volume ratio is going to be experimentally tested. The integration of the new two-phase
compressor performance will allow to see if the trade-off conclusion can be changed.
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Nomenclature

Letter symbols

Q̇ heat transfer rate, W

Q vapor quality, −

SH superheat, K

T temperature, ◦C

ṁ mass flow rate, kg/s

P pressure, Pa

Ẇ power, W

COP coefficient of performance, −

Ċ heat capacity rate, W/K

N rotation speed, RPM

Ė exergy transfer rate, W

V volume, m3

h enthalpy, J/kg

s entropy, J/(kgK)

e exergy, J/kg

AU heat transfer coefficient, W/K

OCR oil circulation ratio, −

Greek symbols

ε efficiency ρ density

Subscripts and superscripts

cd condenser

ev evaporator

cp compressor

w water

su supply

ex exhaust

v volumetric

s isentropic

tot total

mix mixture

disp displacement

V constant volume

ref reference

amb ambient

r refrigerant

vap vapor

liq liquid

o oil

D destruction

σ saturation
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Abstract: 

In residential buildings, the efficiency of heat pump systems (HPS) significantly depends on the HPS design 
and operation. In particular, HPS controllers often use ambient temperature-dependent heating curves for 
operation. The resulting supply temperature serves as the reference variable for the internal controller, which 
is used to manipulate the compressor speed. Typically, the internal controller has constant parameters for the 
PI controller, hysteresis, and operational time. While buildings have a highly dynamic, time-variant demand, 
these dynamics are rarely considered in controller development. 
This work investigates internal control parameters' sensitivity to the overall HPS efficiency in annual, dynamic 
simulations and experiments. To consider different supply temperatures, two buildings with underfloor heating 
and radiators serve as case studies. Based on a validated simulation model, the one-factor-at-a-time sensitivity 
analysis method determines the controller's influence on the seasonal coefficient of performance (SCOP). 
Hardware-in-the-loop experiments are conducted for representative periods extracted from annual simulation 
results for experimental verification. 
The results for the building with underfloor heating and radiators prove that the control parameter influences 
the SCOP up to 18.5 % and 4.2 %, respectively. In particular, different control parameters for the optimal 
operation were determined for both case studies, challenging the constant settings used in the state-of-the-
art. In addition, we observe a significant increase of 300 % in the avoidable compressor starts in experiments 
due to poor parameter settings. To ensure maximum efficiency of HPS and significantly reduce the number of 
compressor starts in any residential building, we recommend integrating adaptive setting of control parameters 
into the HPS controller. 

Keywords: 
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1. Introduction 
Electrically-driven heat pump systems (HPS) are the most efficient solution for the defossilation of the building 
sector. Since emissions are mainly related to electricity consumption  [1], HPS efficiency greatly impacts 
consumption reduction and thus on emissions. 

Besides the refrigerant cycle design which is tailored to operate under dedicated temperature levels (design 
condition), the HPS controller influences the efficiency in off-design conditions. The controller aims to set the 
HPS thermal output to the building's heat demand by adjusting the compressor speed. Typically, the control 
loop begins with a weather compensation heating curve calculating the required supply temperature to reach 
the heating demand (part I). While On-Off HPS uses a hysteresis controller, inverter-driven HPS also uses a 
PID controller to realize the link between the set supply temperature and the compressor speed (part II).  

Thermodynamic Carnot efficiency strongly depends on the source and supply temperature spread. Aiming for 
an efficient part I control loop means decreasing the supply temperature as low as possible with a well-
designed heating curve or higher control strategies, e.g., model predictive control (MPC). The literature 
provides different solutions for the part I control loop [2]–[4]. This work focuses on part II of the control loop 
and uses a heating curve that fits the building load for each case study. 

Part II of the control loop translates the set supply temperature value into a compressor speed. This part of the 
control loop is an internal variable to avoid compressor damage. To the best of the author's knowledge, the 
literature only provides a few studies about the influence of the part II control loop on the heat pump's efficiency. 
Uhlmann et al. [5] show in experimental and simulative studies that the loss of efficiency caused by the startup 
and shutdown processes is less than 2% if a continuous minimum running time of 15 minutes can be ensured. 
A related study [2] suggests that a compressor running time of at least 20 minutes is required to avoid 
degradation effects or startup losses. The study shows that the unit control and the system's thermal inertia 
strongly influence the heat pump's energy losses. Thus, the configuration of the hysteresis control strongly 
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influences the cycling behavior. Dongellini et al. [6] simulate the dynamic performance of three types of heat 
pumps (single-stage, multi-stage, and inverter-controlled). The results indicate that the efficiency losses during 
the heat pump startup process significantly impact the overall system efficiency, especially for single-stage 
units. In this case, the reduction in SCOP is up to 12%. Xu et al. [7] study focuses on inverter-controlled heat 
pumps, in particular, the hysteresis parameter of the control. In order to improve the dynamic performance 
under frequent partial load conditions, a control concept with variable hysteresis of the supply temperature 
was proposed, in which the lower threshold value increases piecewise with increasing outside air temperature. 
All the studies mentioned use the manufacturer's inverter control settings, i.e., the PID controller parameters 
remain unchanged. However, to the best of the author's knowledge, the sensitivity of PID parameters on the 
efficiency of inverter-controlled heat pumps is not discussed in the literature. Furthermore, the influence of the 
heat pump's operational behavior is only discussed in the context of efficiency but not on the degradation.  

This paper closes the identified research gaps in a simulative and experimental case study: 

▪ To access all parameters of the heat pump's control loop, we conduct measurement campaigns with 
a fully-controllable heat pump test bench [8]. 

▪ To integrate degradation into the evaluation process, we use the number of startups per hour as a key 
performance indicator (KPI). 

▪ To prove the sensitivity of PID controller parameters, we develop a heat pump controller, which we 
use in a simulative and experimental case study. 

▪ To verify our simulative results, we use the hardware-in-the-loop approach by coupling a heat pump 
test bench to a developed heat pump controller and a virtual building. 

The paper is divided into five sections: 

▪ Section 2 shows the simulative and experimental setup. 
▪ Section 3 describes the results of the case studies. 
▪ Section 4 discusses the results by underlining the influence of the control loop part II on the efficiency 
▪ Section 5 concludes all findings and gives recommendations for future work. 

2. Method 
To investigate the sensitivity of the PID controller's parameters and the hysteresis bandwidth to the heat pump 
process, we develop a simulation model that comprehensively analyzes and evaluates the part II control 
concept. Subsequently, we use sections of the recorded measurement data in an experimental setup to verify 
the obtained results on a real heat pump. This section starts with an overview of the simulation models, 
followed by the experimental setup description, and ends with the introduction of the simulative and 
experimental case study. 

2.1 Building Energy System Simulation 

For the adequate execution of a parameter study, we develop a simulation model that computes the conditions 
of the system in a meaningful way and outputs system variables in a comprehensible and plausible manner. 
For this purpose, the simulation model of the building energy system (BES), which forms the basis for the 
parameter study, is presented in Figure 1, including the associated submodels. We develop the BES in 
Modelica using the Dymola [9] environment. The individual models are generally based on the BESMod library 
[10]. The library draws on  AixLib [11], BuildingSystems [12] and IBPSA (basic library of the previous archives) 
[13]. 

Figure 1 shows the BES model, which consists of the submodels weather, user, transfer, building, control, 
generation, and distribution. The latter three together form the sub-model of hydraulics. The weather submodel 
is based on meteorological data recorded and published by the German Weather Service (DWD) at hourly 
intervals for a specific region within Germany during a representative year [14]. Concerning an appropriate 
computational time compared to the effort, we use a reduced building model as a heat sink. We reparametrize 
the basic model using the TeaserTool [15]. It allows building construction based on information about the net 
area, number, and height of floors, year of construction, and intended use of the building. The heating load 
calculated according to EN 12831 is 6596.21 W, and the volume of the heating zone is 325.0 m3 with a net 
area of 130.0 m2.  

On the user side, we assume constant behavior to avoid the superposition of effects. For the same reason, 
we also neglect any internal gains. Therefore, the room's setpoint temperature is constant at 20 °C for each 
room, regardless of the time of year or day. We consider two systems for the hydraulic heating network within 
the scope of the analysis. Thermal energy distribution and transfer are accomplished by underfloor heating 
(UFH) or a radiator. We adopt the models from the BESMod library for this purpose. Both models have a 
throttle and a bypass valve, the latter to decouple the hydraulic cycle and thus protect the system from a sharp 
rise in the heating water pressure.  



 

 

 
Figure 1: Simulation structure of the building energy system - With fluid flows in blue, heat flows in red, 
weather data in yellow and data transfer in black as connecting elements [10]. 
 

We have mapped the adapted control of the system in the MonovalentOptihorst model. In addition to the 
hysteresis-based heating curve controller, it also contains the integration of safety functions. With the help of 
the room temperature set by the user 𝑇𝑠𝑒𝑡,𝑅𝑜𝑜𝑚  , and the current outdoor temperature 𝑇𝑎𝑚𝑏, the heating curve 
specifies the required supply temperature 𝑇𝑠𝑒𝑡 . The downstream hysteresis controller uses the difference 
between 𝑇𝑠𝑒𝑡 and 𝑇𝑠𝑢𝑝 and determines whether the heat pump sets its operating mode to On or Off. If the 
supply temperature exceeds the set temperature by half of the set bandwidth of the hysteresis, the heat pump 
is switched off until it reaches the lower limit (𝑇𝑠𝑒𝑡 - 𝐻𝑦𝑠/2). This on/off-signal and 𝑇𝑠𝑒𝑡 are then used via the PI 
controller to set the compressor speed 𝑛𝑠𝑒𝑡 is output. The SecurityControl [16] model of AixLib then checks 
compliance with the safety functions and operating limits. In addition to the minimum runtime and resting time, 
these also include the maximum number of start operations per hour. Triggering the safety functions causes 
the heat pump to shut down or to continue running, depending on which safety function takes effect. For 
example, compliance with the minimum running time requires the machine to continue running to prevent 
damage, even though a signal from the PI control wants to switch it off. 

The simulation model of the heat pump corresponds to the HeatPumpAndHeatingRod model of BESMod. We 
use a black-box model, which specifies the required electrical power 𝑃𝑒𝑙 and the resulting heating power �̇�Con 
as a function of the supply temperature, the inlet temperature of the evaporator, and the compressor speed. 
When the compressor is switched on, it immediately requires electrical power. The problem of the missing 
dynamics of the model in relation to the provision of the heat is mitigated by the interposition of a PT3 element. 
Through the PT3 element, we can implement an artificial inertia, resulting in a delay of the effective heat flow 
analogously to the real system. The duration of the delay can be determined by the setting of a constant 
parameter, which corresponds to a cut-off frequency. [16]  

To integrate the established model's dynamic processes within the heat exchangers and the mentioned cut-
off frequency, we conduct experimental tests on a real heat pump to calibrate the model with the measured 
data. We calibrate the adjusted heat pump model using the fully-controllable heat pump test bench, which is 
also used in the experimental case study. Basically, calibration refers to the variation of model parameters so 
that the difference between simulated and measured values is as small as possible. Therefore, we use 
parameters of the condenser, such as the heat transfer coefficients or the condenser volume, and the cut-off 
frequency to match simulated and measured values. The program AixCaliBuHA [17] is used to calibrate the 
system. It allows the automatic calibration of dynamic buildings and heating systems using the Python-Dymola 
interface.  

The different operating conditions associated with the inverter technology, as a result of the variably adjustable 
compressor speed, necessitate the inclusion of dynamic factors in the calibration. For example, several 
different temperatures are set for the source and sink in succession during the temperatures are set for the 
source and sink to compensate for the resulting transient and departure processes. For the calibration process, 
we record the temperatures 𝑇amb, 𝑇sup and  𝑇ret, the mass flow in the condenser, the electrical power of the 
compressor Pel as well as the speed of the compressor. Here, 𝑃el and 𝑇sup correspond to the target variables 
of the calibration. The four remaining quantities are used as real input for the simulation. The temporal 



 

 

resolution of the data intervals is one second, and the period of consideration is 8800 s. As a basis for 
evaluation, we use a normalized weighted error measure (NRMSE), which gives equal and scale-independent 
weight to both target variables.  

The corresponding curves of the simulated and measured quantities for the minimum NRMSE are visualized 
in Figure 2. It can be seen that especially the supply temperature is sufficiently modeled. Quantitatively, this 
can also be confirmed with an NRMSE of less than one percent. The higher NRMSE for the electrical power 
of 2.37% is due to inaccuracies between 8000 - 8800 s. The noticeably broader curve section of the magnitude 
in this interval can be derived from perceived speed oscillations while recording the experimental measurement 
data. Overall, we achieve a final NRMSE of 1.658%. This can be considered a positive result; other works 
obtained results in a comparable range [16], [18]. 

 
Figure 2: Visualization of the measured target variables Pel,meas, Tsup,meas and the corresponding simulation 
variables Pel,sim, Tsup,sim.  
 

2.2 Experimental setup 

We validate all our findings in this work with experiments using the hardware-in-the-loop (HiL) approach and 
a fully-controllable heat pump test bench. The HiL approach connects virtual buildings to the heat pump by 
emulating the weather conditions and the thermal heat flows. Figure 3 shows the schematic overview of the 
experimental setup. The system consists of an air-to-water heat pump test bench in split design, which is fully 
controllable, test benches emulating the boundary conditions (climatic chamber and hydraulic test bench), 
simulation models for the building and the heat pump controller, and the cloud-based data infrastructure 
(MQTT-Broker and InfluxDB tick-stack). The used HiL approach and the corresponding test benches are well 
described in the literature [19], [20]. In this study, we use a self-developed heat pump test bench where we 
can freely control the compressor speed. The heat pump test bench has its own PLC, which gets the current 
set compressor speed via MQTT. Only necessary safety controllers (e.g., superheat) are part of the heat pump 
test bench. Further details about the test bench and its internal control can be found in the literature [8].  

With the help of our method, it is possible to change between a pure simulation model and a HiL experiment 
without significant effort. Only the submodels of heat generation and distribution are swapped to 
communication models. Measured values (e.g., supply temperature) are subscribed from the test bench, and 
relevant values for the heat pump (e.g., return temperature) are published to the test bench. 

We develop and calibrate our building energy system simulation models with the experimental setup to perform 
verified annual simulations and experimental results. 

 

2.3 Annual and daily simulative case study 

We use the one-factor-at-a-time (OFAT) method [21] for the annual and daily horizons parameter study. Here 
a single parameter is varied while the remaining ones assume constant reference values. The advantage of 
the OFAT method is that overlaps and synergies can be excluded by varying a single parameter. Thus we can 
relate system changes to modifying the input variable. 

In the preliminary state of the parameter study, the framework conditions of the analysis must be defined. 
Table 1 shows the value ranges of the control parameters, the reference values, the safety functions' values, 
and the other models' relevant values. The control parameters consist of the proportionality factor 𝐾P, the 
integral time 𝑇N and the hysteresis bandwidth Hys. In the annual simulation studies, the proportionality factor 𝐾P and the integral time 𝑇N varies from 0.00001 to 20 and from 10 s to 50000 s, respectively, on a logarithmic 



 

 

scale. We set the corresponding reference values to 0.5 and to 1000 s. Performing the OFAT method with the 
chosen parameter variation results in 42 simulations for each system. Thus, we perform a total of 82 annual 
simulations. 

 
Figure 3: Schematic overview of HiL setup: heat pump test bench (indoor unit and outdoor unit), climatic 
chamber, hydraulic test bench, simulation model, InfluxDB tick-stack, and MQTT Broker 
 
The safety parameters allow the heat pump to run a maximum of 10 times per hour for a minimum running 
time of 180 s. The resting time after shutdown has to be a minimum of 180 s. In addition, the maximum supply 
temperature is set to 70 °C. The presented simulation model with the underfloor system has a nominal supply 
temperature of 40 °C and a nominal mass flow of 0.315 kg/s. The system with radiators uses a nominal supply 
temperature of 55 °C with a nominal mass flow of 0.197 kg/s.  

A detailed look into the operation behavior is realized with representative days. Thus, the interaction of the 
outdoor temperature and the solar irradiation with the variation of the control parameters can be considered in 
a bundled way. The outdoor temperatures of the three used representative days can be seen in Figure 4. The 
days correspond to representative periods calculated using the k-medoids clustering [22] and cover three 
different temperature levels. 

 

Table 1: Value ranges, step sizes, and reference values of the controlled variables, the safety functions, and 
operating variables of both transfer systems. 

 
2.4 Experimental case study  

Test runs under real conditions are necessary to validate the results obtained. Since field tests in real buildings 
are costly and time-consuming, we perform HiL experiments to emulate almost field behavior. 

We conduct three experiments for the underfloor and radiator system. We vary the hysteresis bandwidth for 
each system from a low level over the reference level to a high level. The goal of the experiments is to validate 
the method and underline that the developed controller leads to the same operation behavior for the simulation 
model and the heat pump test bench.  

Control parameter Min. value Max. value Step size Reference value 
Proportionality factor Kp 0.00001 20 Log 0.5 
Integral time TN 10 s 50000 s Log 1000 s 
Hysteresis bandwidth  1 K 12 K 1 K 8 K 
     
Safety parameter Value Transfer parameter Value  
Max. runs per hour 10 UFH - nominal supply temperature 40 °C  
Min. run time 180 s UFH – mass flow 0.315 kg/s  
Min. rest time 180 s Rad. - nominal supply temperature 55 °C  
Max. supply 
temperature 

70 °C Rad. – mass flow 0.197 kg/s  



 

 

 
Figure 4: Outdoor temperature and solar irradiation for the reference days in Potsdam in 2015. 

 

3. Results  
This section starts with the sensitivity analysis results, which are mainly simulative performed and ends with 
the validation with the help of experimental results. 

3.1 Simulative case study: sensitivity analysis  

In order to visualize the effect of control parameters, it can be seen from Figure 5 to what extent different 
parameter values influence the number of daily on/off cycles. As shown in Figure 5 (a) for using a UFH, the 
number of cycles for a hysteresis bandwidth of 2 K below a temperature of 10 °C is increased in contrast to 
the use of a bandwidth of 10 K. Thereby, the number of cycles for a bandwidth of 2 K often reaches its 
maximum of 240 cycles per day. Notably, for a bandwidth of 10 K, the number of cycles initially increases at -
5 °C before decreasing again from a temperature of 10 °C. A similar picture is also provided using Kp= 0.00001, 
shown in Figure 5 (b). Again, the daily cycles decrease for temperatures above 10 °C. Analogous to UFH, the 
radiator increases cycles for a decreased bandwidth. According to Figure 5 (c), we can identify a trend for the 
use of a bandwidth of 2 K and 10 K, according to which the number of cycles decreases with a rising outdoor 
temperature and the number of cycles increases with smaller hysteresis. Only using low proportionality factors 
ensures that the cycles decrease for outdoor temperatures below 5 °C, so the scatter plots of UFH and radiator 
show comparable results.  

 
                                   (a) UFH – Hysteresis                                     (b) UFH – Proportionality factor 



 

 

 
                                 (c) Radiator – Hysteresis                             (d) Radiator – Proportionality factor 

 

Figure 5: Representation of the annual simulation's daily on/off cycles when using UFH (a,b) or radiator (c,d) 
as a function of the ambient temperature. 
 

Figure 6 (a,c) shows that the Kp and TN boundary values represent the SCOP's respective minima and 
maxima. The variation's optimum reset time is at TN = 50,000, with a value of 3.2. Whereas an increase of Kp 
continuously decreases the system efficiency, we observe an efficiency drop for TN = 50 - 150. The SCOP 
decreases to a value of up to 2.70, corresponding to a relative change concerning the maximum efficiency of 
15.6 %. We detect that the efficiency initially increases with a rising hysteresis bandwidth before continuously 
decreasing from a value of three Kelvin (Figure 6 (e)). Here, a SCOP maximum of 3.25 (3 K) contrasts with a 
minimum of 3.14 (12 K). The relative change is 3.6 %.  

For the radiator as a heat sink, analogous to using UFH, we notice that the boundary values for Kp and TN 
represent the maxima and minima. Again, Kp = 0.00001 and TN = 50,000 s correspond to the highest SCOP 
parameters (cf. Figure 6 (b,d)). Their use implies a SCOP of 2.60 and 2.58, with the resulting relative efficiency 
differences of 3% and 3.9%, respectively. For the integral time variation, a noticeable reduction of the SCOP 
to 2.48 is shown only for TN = 10. 

For the proportionality factor, we observe that its increase means an increase in the cycles by up to 25 %. The 
hysteresis bandwidth's variation yields a maximum SCOP of 2.58 for a bandwidth of 12 K. Despite an 
increasing number of cycles with decreasing bandwidth, we cannot detect a significant change in efficiency 
(cf. Figure 6 (f)). The number of cycles increases by almost 250 %, while the SCOP varies only within a range 
of 2 %.  

An overview of the obtained results of the most efficient parameter values for the considered periods is given 
in Table 2. It contains the SCOP, the relative change of the SCOP from the minimum to the maximum value 
(ΔSCOP), and the number of cycles per control variable and period. The associated results for the variation of 
the proportionality factor for both transfer systems show that the maximum values are different not only for the 
representative days but also for the same day for different transfer systems. Except for a proportionality factor 
of 0.00001 for the annual simulation, none of the best values for a given reference day are the same. For 
example, a value of 0.0001 for the UFH is compared to 0.1 for the radiator on 10/18. We recognize that the 
number of cycles increases with the average day temperature for the UFH system. At the same time, the 
SCOP rises with an increasing temperature for both transfer systems to a maximum of 3.77 and 3.02, 
respectively. 

It is noticeable that proportionality between the number of cycles and the efficiency can only be determined to 
a limited extent. For the variation of Kp and TN when using a radiator, the increasing number of cycles from 
reference day 01/11 to 10/18 inevitably increases efficiency due to the higher temperature level. However, 
comparing the various results of the control variables for a given day shows that more cycles do not necessarily 
result in lower efficiency. For example, we observe that for the under-floor heating on 10/18, the SCOP 
maximum of the hysteresis with a value of 3.51 at 156 cycles is higher than the respective maximums of the 
other two control variables, although their cycle numbers are lower (107).  

Considering the ΔSCOP according to Table 2, we notice that the variation of TN causes a high deviation, 
equivalent to a high sensitivity. Thus, we observe a deviation of 46.3 % for reference day 01/11 when UFH is 
used. The hysteresis variation also shows a high value of 27.3 % compared to the deviation of the remaining 
variables. 

The collected consideration of the results finally show that the integral time TN has the most significant 
sensitivity overall. As a variation result, it causes a deviation of 18.5 % (UFH) and 4.2 % (Radiator) from the 
lowest to the highest SCOP within the annual simulation and also shows the largest percentage on average 
for the reference days. Only when the radiator is used the hysteresis causes a significantly higher sensitivity 



 

 

of 18.2 % and 11.0 %, respectively, for reference days 10/18 and 05/09. The various proportionality factors 
result in a deviation for the UFH and the radiator of 7.4 % and 3.2 %, respectively. Hysteresis has the lowest 
influence in annual simulation, with a difference of 3.2 % and 1.7 %, respectively. 

 

Table 2:  SCOP, relative change of SCOP from minimum to maximum value (ΔSCOP) and absolute number 
of cycles for a parameter variation of Kp ,TN and the hysteresis bandwidth for reference days and an annual 
simulation (AS). Listed are the highest values determined based on SCOP. 
 

Reference days/  
Annual simulation 

Underfloor heating  Radiator 

11.01 18.10 05.09 AS  11.01 18.10 05.09 AS 

Kp - Value 0.00001 0.0001 0.05 0.00001  0.01 0.1 0.75 0.00001 

SCOP 3.14 3.44 3.77 3.32  2.27 2.95 3.02 2.60 

ΔSCOP / % 8.40 7.10 5.00 7.40  9.10 5.40 5.60 3.20 

Cycles per day 25 107 130 39  113 120 63 57 

TN - Value 50000 35000 1500 50000  50000 20000 100 50000 

SCOP 3.00 3.44 3.78 3.30  2.26 2.95 3.03 2.58 

ΔSCOP / % 46.30 14.30 8.10 18.50  9.70 8.40 8.60 4.20 

Cycles per day 25 107 130 41.77  113 120 63 59.26 

Hysteresis bandwidth 5 K 4 K 9 K 3 K  12 K 12 K 11 K 12 K 

SCOP 2.93 3.51 3.80 3.25  2.24 3.05 3.12 2.59 

ΔSCOP / % 27.30 4.50 5.80 3.20  3.20 18.20 11.00 1.70 

Cycles per day 38 156 121 122.93  126 78 54 49.98 
 

 
                        (a) UFH –  Proportionality factor 𝐾p [-]                  (b) Radiator – Proportionality factor  𝐾p [-] 

 
                              (c) UFH – Integral time  𝑇N [𝑠]                                  (d) Radiator – Integral time  𝑇N [𝑠] 



 

 

 
                               (e) UFH – Hysteresis                                                  (f) Radiator – Hysteresis 

 

Figure 6: Comparison of the SCOP and the cycles per day for the annual simulation with different parameter 
values for the UFH (left) and the radiator (right). 
 

3.2 Experimental case study: validation experiments 

The conducted experiments underline the essential findings and trends. First, the developed controller results 
in equal operation behavior. Figure 7 compares the heat pump's supply and return temperature between the 
simulation (red) and the experiment (blue). The one-hour experiment begins with the start of the heat pump. 
After approximately 20 minutes, the experiment and the simulation resulted in similar behavior. The negligible 
error of under 0.2 K between simulation and experiments underlines the accurate simulation model and 
validates its application. 

 
Figure 7: Comparison of supply temperature 𝑇sup, and return temperature 𝑇ret of the UFH system between 
simulation (red) and experiment (blue) for 𝐻𝑦𝑠 = 8 K on reference day 01/11. 
 
Nevertheless, we also observe differences between simulation and experiment. Figure 8 compares supply and 
return temperatures between the simulation (red) and the experiment for the same day but with a lower 
hysteresis bandwidth of 2 K. The experiment the general operation behavior with many startups within one 
hour but at different temperature levels. The differences arise from an inaccurate mapping of the model's 
startup process and additional inertias on the test stand, such as leads, that were not part of the calibration 
process. In general, the successfully performed experiments show the applicability of the method and the 
possibility of fast model validation. 



 

 

 

Figure 8: Comparison of supply temperature  𝑇sup, and return temperature 𝑇ret  of the UFH system between 
simulation (red) and experiment (blue) for 𝐻𝑦𝑠 = 2 K on reference day 01/11 

4. Discussion  
The following section discusses the obtained results in the context of the literature and is divided into four 
sections. While many studies discuss the heat pump's operation behavior only in the context of efficiency, we 
suggest considering the influence on the heat pump's service life (1). Furthermore, we observed discrete 
operating changes during periods with high solar irradiation (2) and due to bad hysteresis parametrization (3). 
Control parameters are also sensitive to the transfer system and boundary condition (4). 

Typically, in the literature, system operation is only discussed concerning efficiency. Nevertheless, in this 
context, attention must be paid to assessing the system's service life due to the increased compressor starts. 
The service life is influenced by the number of operating hours and the frequency of the starting processes. 
For example, Perrin [22] found that a 12% increase in cycles can reduce compressor life by up to 15%. 
Therefore, overall consideration of the cycles is imperative for a comprehensive analysis.   

The interplay between transfer mass flow and solar irradiation significantly influences the cyclic behavior of 
the system. From the analysis of the daily simulations, we found that for both transfer systems, there are 
significant amplitudes of the supply temperature in the midday hours compared to the morning and evening 
hours. The reason for this is the lack of a buffer tank, which significantly changes the inertia of the sink and 
solar irradiation. Lower heat output is required when solar irradiation heats the building midday. However, the 
heating curve only depends on the outdoor temperature, and the solar irradiance is not considered to 
determine the reference variable 𝑇set. The result is that the overflow valve trips as a result of the rising pressure, 
thus reducing the transfer mass flow to a minimum. This causes high amplitudes of the supply temperature 
due to that low mass flow. Such cycles result in the system overshooting continuously due to the high control 
deviation. Because the cooling process is delayed due to the high amplitudes, fewer cycles can be observed 
overall if this operating state continues for longer. A cycles comparison of the radiator with the aid of Table 2 
shows that this issue explains that the number of cycles is almost halved from reference day 10/18 to day 
09/05. Accordingly, solar irradiation can result in a tipping point from which the heat pump operating switches 
from continuous to cycling behavior.  

The interaction of the control variables, particularly the hysteresis, with the starting process, can also be 
regarded as a tipping point which we observe in the validation experiments using the real heat pump. For 
example, a hysteresis bandwidth of 6 K results in cyclic behavior, while a hysteresis bandwidth of 8 K results 
in continuous operation. Here, the startup process leads to a supply temperature that slightly exceeds the 
hysteresis's upper limit and thus maintains the cyclic state. Accordingly, there are threshold values which, as 
a result of the compressor starting process, mean different characteristics of the operation if they are under or 
exceeded. However, these threshold values differ between simulation and experiment since the starting 
process is not accurately modeled. 

From the findings of Section 3 and Table 2, we can conclude that both the parameters by themselves in their 
variation influence the efficiency, and also, the transfer systems show different deviations concerning a SCOP 
maximum for the same day. Therefore, it is possible to adjust the controller to the building to increase 
efficiency. Furthermore, since differences in the SCOP-maximum parameter values for the different 
representative days can be found, the control should be adapted to the ambient conditions. One option for this 
is the adaptation of the control variables depending on the season or, ideally, based on weather forecasts for 
the following days. 

  



 

 

Conclusion 
This work contributes to the defossilation of the building sector by indicating the sensitivity of HPS controller 
settings on the efficiency and the service life of heat pump systems. In this paper, we develop a simulation 
model for Building Energy Systems applicable to purely simulation studies and hardware-in-the-loop 
experiments. The performed sensitivity analysis is based on 82 annual simulations considering various 
parameters for the proportional factor, the integral time, and the hysteresis bandwidth. We validate the trend 
of the annual results in further measurement campaigns with a fully-controllable heat pump test bench. The 
results show the impact of the controller settings on the heat pump's efficiency and operating behavior. 
Therefore, we analyze the daily heat pump's startups besides the SCOP. We show that the controller 
parameters influence the SCOP up to 18.5 %, and bad settings can increase the number of compressor starts 
up to 300 %. Furthermore, the results show discrete steps and nonlinear efficiency values over various 
parameters, which results from tipping points from which the heat pump operating switches from continuous 
to cycling behavior. 

We will integrate the heat pump's starting process into the simulation model to increase the model's accuracy 
in future work. Further controller comparisons with the help of the experimental setup will support the efficient 
development of future systems. Dedicated studies should analyze the influence of the transfer system in more 
detail by focusing on the system's inertia.  
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Nomenclature 
Acronym 

BES building energy system 

HIL Hardware-in-the-loop 

HPS heat pump system 

KPI key performance indicator 

MPC model predictive control 

OFAT one-factor-at-a-time 

UFH underfloor heating 

Variables: 𝐻𝑦𝑠 hysteresis bandwidth, K 𝐾p proportionality factor �̇� mass flow rate, kg/s 𝑛 rotational speed, 1/s 𝑃 power, W 𝑆𝐶𝑂𝑃 seasonal coefficient of performance 𝑇 temperature, °C/K 𝑇𝑛 integral time 

Greek symbols η efficiency φ maintenance factor  

Subscripts and superscripts amb ambient el         electric ret   return sup supply 
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Abstract: 

A general exergy based-design method for optimization of heat pump/refrigeration systems is proposed. It is 
based on a concept of overall temperature level of a flow-energy, to propose a general expression of overall 
exergy efficiency and losses of any heat pump/refrigeration cycle. Explicit and general relations of exergy 
efficiency and coefficient of performances are given to evaluate de performance of such cycles regarding the 
selection of working fluids, the characteristic of equipment (pinches on evaporators and condensers, 
performance characteristics of compressors and expansion valve) and the design methods for optimization. 

Rigorously we introduce the overall and complete exergy efficiency for the most general cases where two 
energy services are provided, like producing simultaneously refrigeration and heating services or when the 
cycle is located in a temperature domain far from the atmospheric temperature. This complete exergy efficiency 
is determined by considering losses in the various components of the cycle and permits to analyse the various 
cases of heat pump systems including frigopump and thermopump with or without cogeneration systems. Such 
a method will facilitate the use of exergy theory in a way to highlight the existing link and relationship between 
energy and exergy losses of heat pump systems. Results of using such a method will be shown for simple and 
advanced cycles. Results show that the coefficient of performance of a heat pump/refrigeration installation 
does not necessarily depend on the reference atmospheric temperature but only on the intrinsic parameters 
relating to the choice of cycle, the operating conditions and the components of the machine. These parameters 
are obviously chosen according to the temperature levels of the available sources. 

Keywords: 

Thermodynamics; Exergy losses; Exergy efficiency; Effectiveness; design and optimisation method  

1. Introduction  
“Pumping” heat from a lower temperature to an upper temperature can be done by using a vapor compression 
heat pump/refrigeration cycle most commonly used in heating and cooling applications. It consists of a process 
for which refrigerant vapor is compressed in the compressor and then used to the condenser where it is first 
cooled or desuperheated and then condensed and finally slightly subcooled. The saturated or slightly 
subcooled refrigerant is then expanded in a valve then evaporated in an evaporator and the cycle begins again. 
Whether operating in frigopump mode (providing cooling services while dissipating energy to the environment), 
in thermopump mode (providing heating service to customers while capturing energy from environment) or in 
cogeneration mode (providing heating and cooling simultaneously) the process is accompanied with different 
losses, resulting from various irreversibilities that occurred on their components. Generally, different 
approaches to assess exergy performances of such heating/cooling systems can be distinguished and applied 
at different levels [1, 2]:  

• The method of calculating the exergy efficiency by quantitatively evaluating the global exergy losses �̇� on 
the basis of internal/external losses [3, 4] (exergy losses �̇�𝐷 called also exergy destruction inside the strictly 
defined system and external exergy losses �̇�𝐸  or exergy destroyed between the system and the 
atmosphere) or on the basis of an exergy balance carried out on the boundary of the system extended to 
the atmosphere in order to internalize and attribute all losses to the system [1, 5]. Such a method is useful 
to compare different options or configurations of systems providing the same service (of heating and 
cooling); 

• The assessment made on the basis of an exergy balance carried out on each of the components in the 
whole system in order to identify and locate the major losses. Borel & Favrat [5] subdivide �̇� into: �̇� = �̇�𝑟 + �̇�𝑡 

Where �̇�𝑟  includes the dissipation exergy losses (pressure losses and friction) inside the system and �̇�𝑡 
includes the heat transfer exergy losses. The performance of a system is then characterised by calculating 
exergy losses of various components and/or subsystems.  



 
 

 

In this article, we use the approach of components/subsystems level analysis to propose a general exergy 
based-design method for optimization of heat pump/refrigeration systems. Such method makes it possible 
to identify and locate the major losses in the whole system in order to take optimization measures and to 
determine the exergy efficiency characteristics of any heat pump system. New method [6] using explicit and 
general relations of exergy efficiency and coefficient of performances will be given to evaluate de performance 
of such cycles regarding the selection of working fluids and the characteristic of equipment (pinches on 
evaporators and condensers, performance characteristics of compressors and expansion valve). 

Simplified effectiveness (or COP-coefficient of performance) models of heat-pumps/refrigeration cycles using 
perfect gases on the compressor and/or equation-fit models have been proposed in many studies. [7] 
performed models to calculate the COP by using a theoretical Lorentz efficiency multiplied by a constant 
exergy efficiency (of around 40% for boosters HP and 50% for the centralized HP). [8] gives a review of recent 
development in variable refrigerant flow (VRF) systems with models ranging from detailed physics-based 
models to equation-fit models. [9] proposed a modular simplified model using perfect gas in compression for 
a fast multi-year simulation. [10] performed a detailed simulation model based-exergy performance 
characteristics of heat-pumps and applied by in [11] to simulate different configurations of network integration 
where the performances in term of exergy efficiency on the substation are determined in function of the 
temperature of the network and the differential temperature on the primary network.  

This detailed process exergy-based design model uses real working fluids with the possibility of evaluating the 
exergy efficiency in function of all key parameters that influence the system. This method allows to give precise 
recommendations on the optimization of a real process in operation or on the decision support for the 
conception or the design of a heating or cooling system. 

2. The general exergy model of heat pump cycles 

2.1. The concept of overall temperature for the calculation of flow-exergy  

A fluid stream carrying a flow-energy (�̇� = 𝑀 ̇ ∆ℎ) at constant pressure (𝑃) between two states (1 and 2) can 
be characterized by its overall temperature level (�̅�) or logarithmic mean temperature. This temperature value 
is calculated on the basis of Gibbs equation of enthalpy variation (𝑑ℎ = 𝑇𝑑𝑠 + 𝑣𝑑𝑃 ), for which we can thus 
write 𝑣𝑑𝑃 = 0  and the integration will give a perfect relationship between enthalpy/entropy variations: ℎ2 − ℎ1�̅� = 𝑠2 − 𝑠1                                                                                                                                                                                  (1) 

�̅� = (𝑇2 − 𝑇1)  𝑙𝑛 (𝑇2𝑇1)⁄                                                                                                                                                                      (2) 

The logarithmic mean value of two different quantities is well known in Physics as well as in Thermodynamics, 
especially the calculation of a heat exchanger area with the method of mean temperature differences (heat 
transfer between fluids at constant pressure and without phase change. Considering Eq. (1) and the definition 
of co-enthalpy variation (∆𝑘 = ∆ℎ − 𝑇𝑎∆𝑠) of the stream, the corresponding flow-exergy (�̇�𝑦) could then be 
given by the following equation: �̇�𝑦 =  𝑀 ̇ ∆𝑘 = (1 − 𝑇𝑎�̅� ) ∙ �̇�                 𝑤𝑖𝑡ℎ     𝑃 = 𝑐𝑠𝑡𝑒                                                                                                                 (3) 

This concept of logarithmic mean temperature (called here overall temperature) has been used and applied 
by various authors [12, 13] for the modelling of a stream flow-exergy. Indeed, a fluid stream can be seen as a 
succession of matter carrying exergy (co-enthalpy) at a temperature level �̅�. The latter is simply given by the 
variation of enthalpy of the fluid to the entropy variation ((�̅� = ∆ℎ/∆𝑠). The exergy losses associated to the 
flow-energy is given as: �̇� =  �̇� 𝑇𝑎 (𝑠2 − 𝑠1) = �̇�  𝑇𝑎�̅� (ℎ2 − ℎ1)                                                                                                                                            (4) 

In the case of a phase change fluid in evolution at constant pressure, Eq. (3) is still valid and the process is 
subdivided in different phases e.g. superheating, bi-phasic and subcooling phases. The expression given in 
Eq. (1) becomes: ℎ2 − ℎ1�̅� = (𝑠2 − 𝑠𝑙) + (𝑠𝑙 − 𝑠𝑔) +  (𝑠𝑔 − 𝑠1)                                                                                                                                (5) 

Where 𝑠𝑙 and 𝑠𝑔 represent respectively the liquid and gas saturated entropy. 

 



 
 

2.2. Energy/exergy balances of a standard cycle  

The vapor compression heat pump or refrigeration cycle that we considered (Figure 1-a) is so far an open 
system comprising a compressor, a condenser, an expansion valve and an evaporator, with various streams 
and with the following hypotheses: kinetic and potential energies neglected, heat devaluation in the condenser 
and in the evaporator but no dissipation in the heat exchangers (heat transfer processes occurring at constant 
pressures) and adiabatic compression and expansion with dissipation in the compressor and in the valve. 
Figure 1-b shows a T-s diagram of the refrigerant working fluid.  

  
Figure. 1. Heating/cooling processes through a heat pump/refrigeration cycle 

a) Schematic diagram, b) T-s diagram  

 

The hot source is constituted by the HT heat transfer circuit in the condenser and the cold source is constituted 
by the LT heating circuit in the evaporator. The transformation (or flow) energy (�̇�𝑓+) received by the system 
from the cold source at a given temperature level (�̅�𝑓) is transferred through the heat pump/refrigeration system 
to the hot source (�̇�ℎ−) at a higher temperature level (�̅�ℎ). This is possible by consuming mechanical or electrical 
energy (�̇�𝐾+) in the compressor. Note that the terms hot and cold here used to qualify the sources refer only 
to the temperature level of these sources. Not then to be confused with the hot and cold streams defined for 
heat exchangers where the cold stream is that of the flow to be heated by increasing its enthalpy level and the 
hot stream is that of the flow to be cooled by decreasing its enthalpy level. Thus,  

▪ For the condenser, the hot stream is represented by the condensing refrigerant circuit at constant pressure 
(𝑃𝑐) from state 2 to state 3. The overall temperature level of the stream is here noted (�̅�𝑐). The cold stream 
is represented by the HT heat transfer circuit heated in the condenser and supplying energy (�̇�ℎ−) to the hot 
source; 

▪ For the evaporator, the hot stream is represented by the LT heat transfer circuit cooled in the evaporator 
and receiving energy (�̇�𝑓+ ) from the cold source. The cold stream is represented by the evaporating 

refrigerant circuit at constant pressure (𝑃𝑐) from state 4 to state 1 (�̇�𝑒−). 

These condensing or evaporating streams at constant pressure can be represented in the diagram T-s by their 
corresponding overall temperature values (or logarithmic mean temperature values at constant pressure), like �̅�𝑐 for the condenser and �̅�𝑒 for the evaporator. Figure 2 illustrates an example of this type of diagram with the 
advantage of showing the average pinches on heat exchangers characterizing the heat devaluation and the 
variations of entropies characterizing the dissipations in the compressor and the valve.  

 
Figure. 2.: T-s diagram of a standard heat pump/refrigeration cycle 



 
 

For adiabatic components with steady state open operation and based on the energy balance equation (Eq. 
xx), we can give the following relations: �̇�ℎ− = �̇�𝑐+ =  �̇� (ℎ2 − ℎ3)                  �̇�𝑓+ = �̇�𝑒− =  �̇� (ℎ1 − ℎ4)                                                                                                    (5) �̇�𝐾+ = �̇�ℎ− − �̇�𝑓+ =  �̇� (ℎ2 − ℎ1)                                                                                                                                                          (6) 

2.3. Overall exergy efficiency and losses of the cycle  

From the general expressions given in [6], the overall exergy efficiency of a vapor compression heat 
pump/refrigeration system can be given as a function of the temperature levels of the hot (�̅�ℎ) and cold (�̅�) 
sources: 

𝜂 =  1 − 𝑇𝑎  (𝜀ℎ�̅�ℎ − 𝜀𝑓�̅�𝑓 )                       𝑤𝑖𝑡ℎ          𝜀ℎ = 𝜀𝑓  +  1                                                                                                     (7) 

Where 𝜀ℎ = �̇�ℎ− �̇�𝐾+⁄  and 𝜀𝑓 = �̇�𝑓+ �̇�𝐾+⁄  respectively represent the effectiveness (or coefficient of performance) for 

heating and cooling. Considering that the mass flow rate of refrigerant (�̇�) is the same throughout the different 
component of the standard cycle, we can here work with energy/exergy quantities per unit of mass of 
refrigerant. Effectiveness for heating and cooling can then be done by using the specific energies of cooling 
(𝑦ℎ− = ℎ1 − ℎ4), of heating (𝑦𝑓+ = ℎ2 − ℎ3) and of power consumption (𝑒𝐾+ = ℎ2 − ℎ3): 𝜀ℎ =  ℎ2 − ℎ3𝑒𝐾+                                 𝜀𝑓 =    ℎ1 − ℎ4𝑒𝐾+                                                                                                                              (8) 

From Eq. (7), we found the well-known and particular relationships between the overall exergy efficiency of a 
heat pump cycle, the coefficient of performance (effectiveness) and the ideal effectiveness based on the 
Carnot factor : 

For a thermopump (�̅�𝑓 = 𝑇𝑎): 𝜂ℎ =  𝜀ℎ  (1 − 𝑇𝑎�̅�ℎ  )                                  𝐶𝑂𝑃ℎ = 𝜂ℎ ∙  �̅�ℎ�̅�ℎ − 𝑇𝑎                                                                                                       (9) 

For a frigopump (�̅�ℎ = 𝑇𝑎):  𝜂𝑓 =  𝜀𝑓  (𝑇𝑎�̅�𝑓 − 1)                                  𝐶𝑂𝑃𝑓 = 𝜂𝑓 ∙  �̅�𝑓 𝑇𝑎 − �̅�𝑓                                                                                                     (10) 

Considering that the mass flow rate of refrigerant (�̇�) is the same throughout the different component of the 
standard cycle, we can here work with energy/exergy quantities per unit of mass of refrigerant. Equations Eq. 
5.12 can then be done by using the specific energies of cooling (ℎ1 − ℎ4), of heating (ℎ2 − ℎ3) and/or of power 
consumption (𝑒𝐾+ = ℎ2 − ℎ3). These values can directly be read in the P-h diagram of the cycle.  𝜀ℎ =  ℎ2 − ℎ3𝑒𝐾+                                 𝜀𝑓 =    ℎ1 − ℎ4𝑒𝐾+                                                                                                                            (11) 

Based on Eq. (7) and Eq. (8), Exergy losses per unit of mass (𝑙𝐺) of the complete heat pump or refrigeration 
system are then: 𝑙𝐺 = (1 − 𝜂 ) ∙ 𝑒𝐾+  =   𝑇𝑎�̅�ℎ  (ℎ2 − ℎ3 ) − 𝑇𝑎�̅�𝑓  (ℎ1 − ℎ4 )                                                                                                               (12) 

Two components of exergy losses can be distinguished: exergy losses that are rather related to both the 
temperature level of the hot source (�̅�ℎ) and the specific energy of heating (ℎ2 − ℎ3) and exergy losses that are 
related to the temperature level of the cold source (�̅�𝑓) and the specific energy of cooling (ℎ1 − ℎ4). The 
temperature levels of the sources therefore play an important role in the assessment of the overall exergy 
losses or irreversibilities in heat pumps.  The exergy losses do decrease with the temperature level of the hot 
source while they increase with the temperature level of the cold source.  

Such global exergy efficiency and losses given by Eq. (7) and Eq. (12) are very useful for comparing the 
performance of different options or configurations of heat pump systems but are not explicit enough to provide 
more specific recommendations on the optimization of the cycle and more particularly on the design and 
operation of the components but also on the choice and characteristics of the refrigerant. 

 



 
 

2.4. Detailed exergy assessment of the heat pump cycle  

Not that, the exergy losses by dissipation in the compressor and in the valve enter into the expression of the 
global exergy loss (Eq. 12) through the enthalpy values of ℎ2  and ℎ4 . If the isentropic efficiency of the 
compressor (𝜂𝐾𝑠) decreases, ℎ2 increases and so does the compressor dissipation loss. If the pressure at the 
condenser (𝑃𝑐) increases, ℎ4 increases and so does the loss in the valve. In general, the temperature level of 
a source is initially a known parameter based on the need of heating (�̅�ℎ) or of cooling (�̅�𝑓). Thus, improving 
the performance of a heatpump/refrigeration cycle (𝐶𝑂𝑃) shall involve improving its overall exergy efficiency 
by minimizing exergy dissipation (�̇�𝑟) and devaluation (�̇�𝑡) losses in the system. 

Let us now determine the expression of exergy efficiency and losses by carrying out a detailed exergy 
assessment of losses in various components of the system (compressor, condenser, evaporator, valve). The 
global exergy losses (�̇�𝐺) here can be calculated by separating the dissipation exergy losses in the compressor 
and in the expansion valve (�̇�𝑟 = �̇�𝐾 + �̇�𝑉) and the devaluation (or heat transfer) exergy losses in the condenser 
and in the evaporator (�̇�𝑡 = �̇�𝐶 + �̇�𝐸). Then, the exergy efficiency of the cycle can be developed in function of 
these losses (dissipation and devaluation) per unit of power:  

𝜂 =   1 − ( �̇�𝑟�̇�𝐾+) − ( �̇�𝑡�̇�𝐾+)                                                                                                                                                                    (13) 

Let us then quantify these specific losses per unit of power.  

Modelling dissipation exergy losses (compressor and valve)  

 

Exergy losses in the compressor (�̇�𝐾): 

For a compressor, adiabatic compression is aimed at, i.e. with perfect thermal insulation from the external 
environment to obtain the best exergy efficiency. In order to determine the compressor dissipation exergy 
losses �̇�𝐾 = �̇� 𝑇𝑎(𝑠2 − 𝑠1) we first need to determine the variation of entropy in compression. According to Eq. 
(1) and to the fact that 𝑠1 = 𝑠2𝑠 (Figure 2), the difference in entropy of the compression (𝑠2 − 𝑠1) can also be 
determined in function of the overall discharge temperature (�̅�𝑑), when considering the refrigerant stream at 
constant pressure 𝑃𝑐 from state 2 to state 2s (i.e., 𝑣𝑑𝑃 = 0). The following equations can thus be defined: 𝑠2 − 𝑠1 =  ℎ2 − ℎ2𝑠�̅�𝑑  =  1 − 𝜂𝐾𝑠�̅�𝑑  (ℎ2 − ℎ1)                                                                                                                                   (14) 

�̅�𝑑 = (𝑇2 − 𝑇2𝑠)  𝑙𝑛 ( 𝑇2𝑇2𝑠)⁄                                                                                                                                                               (15) 

Where 𝜂𝐾𝑠  represents the isentropic efficiency of the compression and 1 − 𝜂𝐾𝑠 = (ℎ2 − ℎ2𝑠)/(ℎ2 − ℎ1) 
represents the part of dissipation losses in the compression. The variations in the kinetic and potential energies 
of the fluid are neglected in relation to the work energy consumed by the compressor. We can finally express 
the dissipation exergy losses in the compressor by the following simple relation: 

�̇�𝐾 = �̇�  𝑇𝑎�̅�𝑑  (1 − 𝜂𝐾𝑠)(ℎ2 − ℎ1)                                                                                                                                                      (16) 

The power consumption is: �̇�𝐾+ = �̇� (∆ℎ𝐾𝑠𝜂𝐾𝑠 )           𝑤𝑖𝑡ℎ      ∆ℎ𝐾𝑠 = ℎ2𝑠 − ℎ1                                                                                                                         (17) 

Exergy losses in the expansion valve (�̇�𝑉 ): 

In the case of the adiabatic expansion in a valve, i.e., with perfect thermal insulation thus avoiding external 
heat losses, the enthalpy variation of the fluid is equal to zero (isenthalpic expansion, ℎ3 = ℎ4). According to 
Eq. (4) and to the fact that 𝑠3 = 𝑠4𝑠 (Figure 2), the difference in entropy of the compression (𝑠4 − 𝑠3) can also 
be determined in function of the evaporation temperature (�̅�𝑒), when considering the evaporating pressure 𝑃𝑒 
from state 4s to state 4 (i.e., 𝑣𝑑𝑃 = 0). The following equation can thus be defined: �̇�𝑉 = �̇� 𝑇𝑎(𝑠4 − 𝑠3) = −�̇�   𝑇𝑎𝑇𝑒   ∆ℎ𝐾𝑠              𝑤𝑖𝑡ℎ      ∆ℎ𝑉𝑠 = ℎ4𝑠 − ℎ3                                                                               (18) 



 
 

From these Eq. (16), Eq. (17) and Eq. (18), we can deduce the specific dissipation losses as a function of the 
isentropic efficiency, a ratio of isentropic enthalpy variations between the valve and the compressor (here 
called isentropic expansion/compression ratio) and the overall discharge temperature level of the fluid at the 
outlet of the compressor: �̇�𝑟�̇�𝐾+ =   𝑇𝑎�̅�𝑑  (1 − 𝜂𝐾𝑠) +  𝑇𝑎𝑇𝑒  (−∆ℎ𝑉𝑠∆ℎ𝐾𝑠 ) ∙ 𝜂𝐾𝑠                                                                                                                                     (19) 

Such expression of dissipation exergy losses per unit of power can be given by the following simple equation: �̇�𝑟�̇�𝐾+ =  𝑇𝑎�̅�𝑑 (1 − 𝜂𝐺𝑠)                                                                                                                                                                             (20) 

Where we introduce a cycle global isentropic efficiency (𝜂𝐺𝑠) which takes into account the total dissipation 
losses or irreversibilities in the compressor and in the expansion valve and therefore is intrinsic to the heatpump 
cycle: 

𝜂𝐺𝑠 =  𝜂𝐾𝑠  [ 1 − (− ∆ℎ𝑉𝑠 𝑇𝑒⁄   ∆ℎ𝐾𝑠 �̅�𝑑⁄ )  ]                                                                                                                                                   (21) 

This relationship Eq. (20) clearly expresses the link between the exergy losses, the fluid temperature level (via 
the overall discharge temperature (�̅�𝑑) at the outlet of the compressor) and the dissipation losses in the whole 
cycle (1 − 𝜂𝐺𝑠). For the same percentage of dissipation losses in the cycle (1 − 𝜂𝐺𝑠), the dissipation exergy 
losses are lower the higher the discharge temperature level of the compressor (�̅�𝑑). The fluid temperature level 
plays an important role in the exergy assessment.  

Modelling heat transfer exergy losses (condenser and evaporator)  

From the general expressions given in [Kane, ecos 2023], the devaluation exergy losses on heat exchangers 
can be given as a function of the temperature levels of the streams. 

Exergy losses in a condenser:  �̇�𝐶 = �̇�  [ 𝑇𝑎  ( 1�̅�ℎ − 1�̅�𝑐) ]  (ℎ2 − ℎ3)                                                                                                                                               (22) 

Exergy losses in an evaporator: 

�̇�𝐸 = �̇�  [ 𝑇𝑎  ( 1�̅�𝑒 − 1�̅�𝑓) ] (ℎ1 − ℎ4)                                                                                                                                               (23) 

By combining equations Eq. (22), Eq. (23) and Eq. (8), we can determine the specific devaluation losses as a 
function of the effectiveness for heating and cooling and the overall temperature levels of the streams: �̇�𝑡�̇�𝐾+ =  𝑇𝑎  [( 1�̅�ℎ − 1�̅�𝑐) ∙ 𝜀ℎ + ( 1�̅�𝑒 − 1�̅�𝑓) ∙ 𝜀𝑓]                                                                                                                                  (24) 

Or then: �̇�𝑡�̇�𝐾+ =  𝑇𝑎 [ 𝜀ℎ�̅�ℎ  ∆𝑇ℎ�̅�𝑐  +  𝜀𝑓�̅�𝑓  ∆𝑇𝑓�̅�𝑒 ]                                                                                                                                                         (25) 

The exergy losses by internal heat devaluation on the heat exchangers (condenser and evaporator) increase 
not only with the pinch differential temperatures of the hot (∆𝑇ℎ) and cold (∆𝑇𝑓) sources but are lower the higher 
the source temperature levels. The temperature therefore plays an important role in the assessment of the 
overall exergy losses or irreversibilities. 

Let us know express the exergy efficiencies and effectiveness of a heatpump/refrigeration system explicitly in 
terms of all key parameters influencing the performance of the cycle: the overall discharge temperature level 
(�̅�𝑑) characterizes the type of the working fluid, the global isentropic efficiency (𝜂𝐺𝑠) characterizes the losses 
by dissipation in the cycle and the pinch differential temperatures in the hot (∆𝑇ℎ) and cold (∆𝑇𝑓) sources 
characterize devaluation losses by heat transfer in the condenser and the evaporator.  

 



 
 

2.5. Explicit relations between exergy efficiency and effectiveness 

By developing the expression given in Eq. (24), the exergy loss by devaluation in a heat pump/refrigeration 
cycle can also be determined by the following relation: �̇�𝑡�̇�𝐾+ =  𝑇𝑎  [(𝜀ℎ�̅�ℎ − 𝜀𝑓�̅�𝑓) − (𝜀ℎ�̅�𝑐 − 𝜀𝑓𝑒𝑓) 𝜀𝑓]                                                                                                                                           (26) 

Considering the general expression of exergy efficiency given by Eq. (7), we can deduct from Eq. (24) the 
expression of the system's devaluation exergy losses: �̇�𝑡�̇�𝐾+ = 1 − 𝜂 −  𝑇𝑎  (𝜀ℎ�̅�𝑐 − 𝜀𝑓�̅�𝑓)                                                                                                                                                          (27) 

By replacing equations Eq. (20) and Eq. (27) in Eq. (13) and by considering the general equation of overall 
exergy efficiency (Eq. 7), we found a simple expression between the effectiveness for heating 𝜀ℎ) and cooling 
(𝜀𝑓), the overall temperature levels of the fluid in the evaporator (𝑇𝑒), the condenser (�̅�𝑐) and the compressor 
(�̅�𝑑) and the global isentropic efficiency (𝜂𝐺𝑠) defined above: 𝜀ℎ�̅�𝑐 − 𝜀𝑓�̅�𝑒 = 1 − 𝜂𝐺𝑠�̅�𝑑                                                                                                                                                                                (28) 

Such an expression Eq. (28) shows that the quantity or ratio (1 − 𝜂𝐺𝑠) �̅�𝑑⁄  is in fact a decisive parameter for 
calculating the effectiveness (or coefficient of performance) of the cycle as a function of the evaporation and 
condensation temperature levels of the fluid. Considering the egality 𝜀ℎ = 𝜀𝑓  +  1, we can finally deduce the 
following explicit expressions of effectiveness: 

𝜀ℎ = 𝜂0ℎ ∙ �̅�𝑐�̅�𝑐 − �̅�𝑒                 𝑤𝑖𝑡ℎ             𝜂0ℎ = 1 − �̅�𝑒�̅�𝑑 (1 − 𝜂𝐺𝑠)                                                                                              (29) 

𝜀𝑓 = 𝜂0𝑓 ∙ �̅�𝑒�̅�𝑐 − �̅�𝑒                 𝑤𝑖𝑡ℎ             𝜂0𝑓 = 1 − �̅�𝑐�̅�𝑑 (1 − 𝜂𝐺𝑠)                                                                                              (30) 

Where 𝜂0ℎ and 𝜂0𝑓 correspond respectively to the exergy dissipation efficiency for the heating and the cooling 
application.  

These expressions are similar to Eq. (9) and Eq. (10) for the coefficient of heating (𝐶𝑂𝑃ℎ) and for cooling (𝐶𝑂𝑃𝑓) 
given in function of the exergy efficiency for heating (𝜂ℎ) and cooling (𝜂𝑓) and the Carnot factors related to the 
temperature levels of the sources. The performances of a heat pump/refrigeration cycle are better than if it 
operates at higher temperatures. Dissipation exergy efficiency equal to unit (𝜂0ℎ = 𝜂0𝑓 = 1) corresponds to 
losses that are represented only by the internal heat transfer devaluation on heat exchangers. The final 
expressions for the exergy efficiency of a heat pump/refrigeration cycle are then determined by combining the 
equations of effectiveness for heating Eq. (9) and Eq. (29) and for cooling Eq. (10) and Eq. (30) and then 
become: 

𝜂ℎ = 𝜂0ℎ ∙ 1 − �̅�𝑓/�̅�ℎ1 − �̅�𝑒/�̅�𝑐                                                                                                                                                                          (31) 

𝜂𝑓 = 𝜂0𝑓 ∙ �̅�ℎ/�̅�𝑓 − 1�̅�𝑐/�̅�𝑒 − 1                                                                                                                                                                          (32) 

Where:  �̅�𝑐 = �̅�ℎ + ∆�̅�ℎ and �̅�𝑒 = �̅�𝑓 − ∆�̅�𝑓 according to the diagram given in Figure 2. 

These expressions Eq. (31) and Eq. (32) of exergy efficiency are explicit as a function of the various 
parameters that define the qualities that a heat pump/refrigeration cycle must have, namely: the temperature 
levels of the hot (�̅�ℎ) and cold (�̅�𝑓) sources, the pinch temperature difference characterizing the condenser 
(∆𝑇ℎ) and the evaporator (∆𝑇𝑓), the overall discharge temperature level of the compressor here expressing the 
type of the working fluid (�̅�𝑑) and the global isentropic efficiency (𝜂𝐺𝑠) that expresses the dissipations in the 
compressor and the expansion valve. 

 

 



 
 

3. Results and discussion 

3.1. The exergy-based design method for optimization 

As already shown for the detailed exergy model above, the coefficient of performance of a standard heating 
(𝜀ℎ) or cooling (𝜀𝑓) heat pump cycle is determined by the explicit relations of the equations Eq. (29) and Eq. 
(30). The terms 𝜂0ℎ and 𝜂0𝑓 are exergy efficiencies defined with respect to ideal Carnot efficiency expressed 
here as a function of the difference (∆�̅� = �̅�𝑐 − �̅�𝑒) of condensation (�̅�𝑐) and evaporation temperature levels 
(�̅�𝑒). Indeed, it can be shown that there is a simple relationship between these two exergy efficiency values by 
considering their expressions given in Eq. (29) and Eq. (30): 

𝜂0ℎ − 𝜂0𝑓 = ∆�̅��̅�𝑑 ∙ (1 − 𝜂𝐺𝑠)                                                                                                                                                              (33) 

Based on this formulation of Eq. (33), we express what we already knew in practice or from the theory of 
exergy, that the best heat pump or refrigeration cycles are those which will: 

• Reduce the difference in temperature levels of the refrigerant cycle (∆�̅�);  
• Minimize the dissipations at the level of the expansion valve and the compressor (1 − 𝜂𝐺𝑠) 
• Use a fluid with a higher discharge temperature at the compressor (�̅�𝑑) from the point of view of exergy 

analysis 

For known evaporation and condensation temperature levels, these exergy dissipation efficiencies are fully 
determined if one knows the overall isentropic efficiency (𝜂𝐺𝑠 ) and the compressor outlet discharge 

temperature (�̅�𝑑). The advantage is that they only depend on the parameters intrinsic to the refrigerant circuit. 
Knowing their values makes it possible to determine the cycle coefficient of performance in function of the 
evaporation and condensation temperature levels. Figure 3 shows an example of a refrigerant-ammonia 
( 𝑅717 ) with different temperature conditions (evaporation and condensation), the corresponding overall 
isentropic efficiencies and discharge temperatures. Knowing the temperature of evaporation (𝑇𝑒 = −10°𝐶) and 
condensation (𝑇𝑐 = 40°𝐶) streams for the heat pump, the overall isentropic efficiency can be determined, in 
the order of 𝜂𝐺𝑠 ≅ 65%. The corresponding coefficient of performances based on Eq. (29) and Eq. (30) are in 
the order of 𝜀ℎ ≅ 4.3 for heating and 𝜀𝑓 ≅ 3.3  for cooling. 

 

Figure. 3.: The effect of the evaporation temperature on the global dissipation efficiency of a heat pump 
cycle with parametric curves corresponding to the condensing temperature 

 

Note that these quantities are a function of other parameters and are also dependent on each other: 

• The difference in temperature levels of the cycle (∆�̅�) depends on the temperatures of the sources 
and the pinches at the evaporator and condenser and it is also influenced by the discharge 
temperature of the compressor; 

• The overall isentropic efficiency of the cycle (𝜂𝐺𝑠) defined above is also a function of the various 
characteristic parameters of the valve (−∆ℎ𝑉𝑠 ∆ℎ𝐾𝑠⁄ ), of the compressor (𝜂𝐾𝑠) and of the refrigerant 



 
 

fluid (�̅�𝑑). Figure 31 allows to highlight a dimensionless parameter enabling a fluid to be chosen if the 
operating conditions of evaporation and condensation and the isentropic efficiency of the compressor 
are known; 

• Since the isentropic efficiency of the compressor is also not constant, it can be a function of various 
parameters including, for example, the built-in volume ratio (𝑉𝑅𝑖) and the compression ratio (𝜋𝐾 = 𝑃𝑅) 
for volumetric compressors. 

The thermodynamic optimization of the cycle based on the exergy criterion given by the Eq. (33) therefore 
makes it possible to obtain a better compromise between these different parameters. Different actions are 
mentioned theoretically in the literature or actually carried out in practice to improve the coefficient of 
performance of heat pump or refrigeration cycles and whose results find their explanation based on this 
analysis of the Eq. (33). 

 

Figure. 4.: Dissipation exergy efficiency for heating in function of the condensing and evaporation 
temperatures 

 

 
Figure. 5.: Coefficient of performance of heating, R717 

 

These expressions and curves clearly show that the coefficient of performance of a heat pump/refrigeration 
installation does not necessarily depend on the reference atmospheric temperature but only on the intrinsic 



 
 

parameters relating to the choice of cycle, the operating conditions and the components of the machine. These 
parameters are obviously chosen according to the temperature levels of the available sources. 

3.2. A dimensionless parameter to select the right working fluid 

For the same evaporation and condensation temperatures, the specific power per unit of temperature of 
discharge compression ( ∆ℎ𝐾𝑠 �̅�𝑑⁄ ) is a decisive parameter for the selection of the working fluid for the 
compressor. On the other hand, for the valve, it is the isentropic expansion/compression ratio (−∆ℎ𝑉𝑠 ∆ℎ𝐾𝑠⁄ ) 
which is the determining parameter for the choice of fluid. Figure 6a and 6b show the variation of those 
parameters for various working fluids.  

  
a) Specific power per unit of temperature   b) Isentropic expansion/compression ratio 

Figure. 6. Heat pump/refrigeration cycle with various working fluids 

 

Refrigerants with the highest discharge temperature at the compressor e.g. with low molar mass refrigerants 
like ammonia also have the highest specific compression power per unit of discharge temperature (∆ℎ𝐾𝑠 �̅�𝑑⁄ ). 
The isentropic expansion/compression ratio (−∆ℎ𝑉𝑠 ∆ℎ𝐾𝑠⁄ ) is higher for CO2 than for other refrigerants. 

An isentropic efficiency of 𝜂𝐾𝑠 = 80%  is considered for comparison. If this isentropic efficiency of the 
compressor decreases, the overall discharge temperature (�̅�𝑑) increases and so does the global dissipation 
loss (𝜂𝐺𝑠). If the temperature at the evaporator (𝑇𝑒) decreases, the loss in the valve increases too and so does 
the global dissipation loss (𝜂𝐺𝑠). We identify an explicit dimensionless dissipation factor as a new criterion for 
estimating the exergy performance of the heatpump/refrigeration system: 𝑎𝑠 =  − ∆ℎ𝑉𝑠 𝑇𝑒⁄   ∆ℎ𝐾𝑠 �̅�𝑑⁄ = 1𝜂𝐾𝑠  . (∆𝑠𝑉∆𝑠𝐾)                                                                                                                                                     (34) 

For same operating conditions of the cycle (evaporation and condensation temperatures), this dimensionless 
dissipation factor could be used as a good characteristic parameter to select the right working fluid. To illustrate 
this, we can visualize the effect of such a factor on the global isentropic efficiency (𝜂𝐺𝑠) and for various 
refrigerants (Figure 7) and for different temperature levels (Figures 8).  



 
 

 
Figure. 7. Global isentropic efficiency in function of the dimensionless dissipation factor of a heatpump cycle 

and for various refrigerants (single stage cycle) 

 

 
Figure. 8. Global isentropic efficiency in function of the dimensionless dissipation factor of a standard cycle 

working with R717-ammonia for different temperature levels 

 

4. Conclusion 
A general exergy based-design method for optimization of heat pump/refrigeration systems is proposed. 
It is based on a concept of overall temperature level of a flow-energy, to first propose a general expression of 
overall exergy efficiency and losses of any heat pump/refrigeration cycle.  

Rigorously we introduced an overall and complete exergy efficiency for the most general cases where two 
energy services are provided, like producing simultaneously refrigeration and heating services or when the 
cycle is located in a temperature domain far from the atmospheric temperature. This complete exergy efficiency 
is determined by considering losses in the various components of the cycle and allows to analyse the various 
cases of heat pump systems including frigopump and thermopump with or without cogeneration systems. Main 
results of such a study are: 

• Developing explicit and general relations of exergy efficiency and coefficient of performances of vapor 
compression heat pump/refrigeration systems. This allows to evaluate de performance of such cycles 



 
 

regarding the selection of working fluids and the characteristic of equipment (pinches on evaporators and 
condensers, performance characteristics of compressors and expansion valve); 

• Providing an explicit dimensionless dissipation factor as a new criterion for estimating the exergy 
performance of a heatpump/refrigeration system. For same operating conditions of the cycle (evaporation 
and condensation temperatures), this dimensionless dissipation factor could be used as a good 
characteristic parameter to select the right working fluid with the definition of a global isentropic efficiency 
given in a function of the various characteristic parameters of the valve, the compressor and the heat 
exchangers; 

• Developing a new exergy-based method for the design and optimization of heat pump/refrigeration 
systems. Such a method has the advantage of facilitating the use of exergy theory in a way to highlight 
the existing link and relationship between energy and exergy losses of heat pump systems. 

 

Nomenclature 

Roman symbols 

E work energy, exergy, J 

k co-enthalpy, J 

L global exergy losses, J �̇� mass flow rate, kg/s 

Q heat energy, J 

Y flow or transformation energy, J 

T temperature, K 

U utility, energy service, J 

 

Greek symbols 

η exergy efficiency 𝜀 effectiveness, coefficient of performance 

 

Subscripts and superscripts 

a ambient, atmosphere 

C condenser 

E evaporator 

f cooling service 

h heating service  

K compressor 

V Expansion valve 
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Abstract: 

This work deals with the optimization of a solar-assisted ground-source CO2 heat pump system using the 
Taguchi method and the utility concept. Nine control factors were investigated, including the Borehole Heat 
Exchanger (BHE) length, BHE spacing, BHE number, solar collector (SC) area, tank thermal energy storage 
volume, BHE-SC mass flow rate, space heating return temperature, heat pump high-side pressure, and heat 
pump’s output temperature. The seasonal performance factor (SPF), levelized cost of heating (LCOH), and 
the estimated maximum annual ground temperature change (GTC) were chosen as the response factors to 
evaluate system performance. The system model was developed using Modelica and 27 simulation runs 
were implemented according to the L27 (93) Taguchi orthogonal array. Single objective optimizations were 
first performed using the Taguchi method to determine the parameter combinations that would optimize the 
SPF, LCOH, and GTC, separately. After that, multi-objective optimization was performed using the combined 
Taguchi method-utility concept to determine the control factor combination that would give the optimal overall 
performance when all response factors are considered simultaneously and given equal importance. Single 
objective optimizations show that the SPF, LCOH, and GTC are individually most sensitive to the target 
output temperature of the heat pump, the BHE length, and the SC area, respectively. Optimizing the 
response factors individually resulted in an SPF of 4.2, an LCOH of 0.122 USD/kWh, and a GTC of 
100.24%. Multi-objective optimization resulted in a control factor combination that gave an SPF of 3.58, 
LCOH of 0.165 USD/kWh, and GTC of 100.03%. When optimized, this system exhibited a performance that 
is almost comparable to that of conventional systems.  

Keywords: 

Trans-critical CO2 heat pump; Borehole heat exchanger; Solar thermal; Modelica; Space and water heating; 
Taguchi method; Utility concept. 

1. Introduction 
Recent occurrences that have impacted energy security and affordability have provided significant 
momentum for a transition away from fossil-fuel-based heating. However, much is still to be done since fossil 
fuels still meet over 60% of the heating energy demand [1].  

Heat pumps (HPs) are recognized by the European Union as a key technology for replacing existing gas 
boilers and reducing the reliance on Russian natural gas [2]. They can facilitate the utilization of low-grade 
energy to replace the traditional building energy supply with renewable sources and reduce the consumption 
of high-grade energy, such as electricity and fuels. However, most HPs currently operate using 
Hydrofluorocarbons (HFCs) as the working fluid [3]. HFCs replaced the once widely-used ozone-depleting 
Hydrochlorofluorocarbons (HCFCs) and Chlorofluorocarbons (CFCs) because they exhibited similarly good 
performance, efficiency, low toxicity, and non-flammability. Unfortunately, they are very strong greenhouse 
gases, some of which are around a thousand times more potent that CO2 [4]. Recent initiatives, like the EU’s 
F-gases regulation (EC517/2014) and the Kigali amendment to the Montreal Protocol, suggest that HFC 
production and utilization will be phased down in the coming years  [5,6].  

The use of natural working fluids has gained more attention recently because they offer a long-term solution 
to the problems posed by conventional working fluids. Much interest has been given to CO2 (R744) due to its 
zero ozone depletion potential, low GWP, non-toxicity, non-flammability, superior thermodynamic properties, 
and affordability [7]. Lorentzen first proposed the modern use of CO2 in a trans-critical HP cycle [8]. So far, it 
has been commercially applied in different sectors, like combined cooling, heating, ventilation, and air 
conditioning in supermarkets [9], water heating [10], and automotive air conditioning [11]. 

Air source heat pumps (ASHPs) account for the majority of global sales (60% in 2021) [2]. However, they 
have the problem of poor low-temperature heating performance and frosting of the heat exchanger [12]. 
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Ground source heat pumps (GSHPs) are considered more efficient for indoor climate control applications 
since they use the heat from the ground, which remains at a nearly constant temperature. There are already 
some studies that have investigated the performance of CO2 GSHPs [13–16].  

Some of the challenges of using a GSHP are: (1) its higher installation cost relative to ASHPs due to the 
need to drill boreholes and install Borehole Heat Exchangers (BHEs) and (2) the difficulty of operating a 
single-source HP system continuously and efficiently [12]. One way to overcome these is to add another 
heat source, such as solar collectors (SCs), to allow for shorter BHEs and more operational options.  

There are only very few studies that tackled SAGSHPs that use CO2 as the working fluid. Kim et al. [17] 
performed simulations that showed how the various operating parameters could affect the performance of a 
residential solar-assisted ground-source CO2 heat pump (CO2 SAGSHP). They showed that the performance 
of a CO2 HP can be improved by using solar and geothermal heat sources and it could supply sufficient heat 
to the space during winter. Choi et al. [18] performed simulations to compare an R22 and a CO2 SAGSHP. 
They found that the R22 SAGSHP had a more stable performance and exhibited a higher heating capacity. 
Both studies considered relatively low temperatures since their systems were only designed for space 
heating (SH). 

Optimizing the design and operation of SAGSHP systems is necessary to maximize its benefits, considering 
its high initial cost. However, these are quite complex systems, and optimizing them concerning multiple 
performance indicators would require a heavy simulation workload. 

The Taguchi method [19] is an approach that could be employed to reduce the simulation runs needed to 
optimize systems. It makes use of an orthogonal array (OA) experimental design with a single analysis of 
variance and utilizes the signal-to-noise (S/N) ratio to assess parameter settings that minimize the sensitivity 
of system performance to sources of variations. However, the Taguchi method focuses on the optimization of 
one performance indicator at a time. To optimize systems while simultaneously considering multiple 
performance indicators, some studies combined the Taguchi method with the utility concept [20]. Some 
studies on manufacturing and quality engineering have integrated it with the Taguchi method to handle muti-
response optimization problems [21,22]. Some studies have applied the Taguchi method with the utility 
concept on GSHP systems [23–27].  

Verma and Murugesan [28] applied the Taguchi method and the utility concept on a conventional SAGSHP 
system to optimize the BHE length and the SC area for optimum performance. This paper employs the same 
concept but with a trans-critical CO2 heat pump instead of a typical sub-critical vapor compression HFC heat 
pump. The optimization of a CO2 SAGSHP for simultaneous space and water heating was performed. 
Different design and operating parameters were optimized using the Taguchi method and the utility concept, 
considering the seasonal performance factor (SPF), levelized cost of heating (LCOH), and the estimated 
maximum ground temperature change (GTC) in a year as response factors.  

2. System description 
The thermal energy system model in this study was developed using Modelica [29] through the Dymola 
v2021x [30] environment. It includes a CO2 HP, SCs, BHEs, and tank thermal energy storage (TTES). The 
CO2 HP was modeled using the Thermal Systems library v1.6.1 [31] and then calibrated with experimental 
data; the BHEs were modeled using a modified version of the MoBTES library v2.0 [32]; the SCs and TTES 
were both modeled with the Buildings library v9.0.0 [33]. Modelica Standard Library (MSL) v4.0.0 was used 
here.  

2.1. The CO2 solar-assisted ground source heat pump system model 

Figure. 1 shows the schematic of the Modelica model of the whole thermal system in this work while the 
models of the different system components are given in Figure. 2. Verification of the validity of a system 
model is best done by calibrating it against data from a real-world installation of the exact system. However, 
since neither the facility nor data is available to the researchers, the system model was built using 
component models that have been validated or calibrated individually. 

The SCs and the BHEs, connected in series, provide the heat input to the CO2 HP. This configuration was 
chosen to allow the storage of excess solar energy in the ground. Different studies [34,35] have shown that 
this configuration results in better performance. When solar irradiation is available, the SC heats the cold 
water-side fluid coming from the evaporator of the heat pump. The solar-heated fluid is then directed to the 
BHEs, where it either extracts or injects energy, depending on its temperature relative to the ground. After 
passing through the BHEs, the fluid then goes to the evaporator of the CO2 HP.  

A controller that varies the rotational speed of the HP’s compressor is used to set the temperature of the hot 
fluid coming from the CO2 HP. Another controller sets the flow from the bottom of the TTES to ensure that 
the temperature there does not go below 50°C. This ensures that the temperature in the DHW distribution 
system is kept higher than the proliferation temperature of Legionella (20 - 45°C) [36]. The used colder fluid 
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coming from SH, water heating, and from the bottom of the TTES gets recirculated, mixed, and then 
reheated in the system. The temperature of the fluid after being used for DHW production was set at 10°C 
since the city water was assumed to be at 7°C. Although not explicitly modeled here, this assumes that the 
heat exchange process to supply the heat needed for DHW production occurred at a 3°C pinch temperature. 
The SH return temperature is varied as one of the control factors. The weather of Bergen, Norway, obtained 
from the EnergyPlus database [37], was used in this work and the demand side was represented by one 
year of measured hourly thermal demand data.   

 
Figure. 1. The CO2 SAGSHP system model. 

  

2.2.1. The CO2 heat pump model 

The CO2 HP (Figure. 2a), modeled after a 6.5-kW prototype unit [38,39], consists of counter-flow tripartite 
gas coolers, an evaporator, a compressor, a throttle valve, a suction gas heat exchanger (SGHX), a sub-
cooler, and a low-pressure receiver. The throttle valve and the low-pressure receiver function together to 
control the high-side pressure of the HP [38]. The CO2 HP model was developed using basic components, 
such as heat exchangers, valves, and compressors. Thus, it required calibration. 

Measured data at the design condition at 85 bars were used to calibrate the model. Available information 
[38] was used to set the values of some parameters, including the tube diameters of all the tube-in-tube heat 
exchangers, as well as their weights, material of construction, and length; the size of the low-pressure 
receiver; and the compressor displacement and operating range. During the calibration, the values of the 
heat transfer coefficients of every heat exchanger and the efficiencies of the compressor were adjusted until 

b 

Figure. 2. Component models: (a) CO2 HP, (b) BHE, (c) SC, (d) TTES. 

a 

c d 
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the model could simulate measured test data (Table 1). The model was calibrated against the data for the 
high-side pressure PGC = 85 bars, while the other measured data were used to test the calibrated model. 
Calibration and test errors were obtained by comparing the measured and simulated COPs. The error 
generated by the calibrated model increases when it is used to simulate the off-design lower high-side 
pressure. This can be partly attributed to the choice of using a simplified compressor model that assumes 
constant efficiencies.  

Table 1. Calibration of the CO2 HP unit at ~60°C GC3 output temperature, ~35/30°C GC2 input/output 
temperature (GC refers the gas coolers; TE is the evaporator temperature in the CO2 loop). 

Data type 
PGC 

(MPa) 
TE 
(°C) 

QGC1 
(W) 

QGC2 
(W) 

QGC3 
(W) 

Power 
(W) 

Tin/outCO2_GC 
(°C) 

MCO2 

(kg/s) 
COP Error 

Measured* 8.5 -5.1 1608 2942 2357 1775 86.40/9.80 1.441 3.89 
-0.26% 

Calibrated 8.5 -5.1 1534 2934 2242 1730 86.56/9.80 1.449 3.88 
Measured* 8.98 -5 1550 2596 2801 1878 90.60/8.50 1.442 3.70 

1.89% 
Simulated 8.98 -5 1480 2637 2594 1779 90.76/8.17 1.417 3.77 
Measured 8.03 -5.1 1674 2728 1828 1699 81.60/18.00 1.440 3.67 

4.90% 
Simulated 8.03 -5.1 1707 2981 1907 1715 83.82/15.41 1.500 3.85 

*Design conditions 

2.2.2. The borehole heat exchanger model 

The BHE model (Figure. 2b) was developed using the MoBTES library [32]. MoBTES was originally 
developed under MSL v3.4, but in this work, it was revised to function with MSL v4.0. The parameters 
assumed for the BHE are given in Table 2. The ground was assumed to have the characteristics of Slate, 
one of the common rock types in some parts of Norway [40] while the thermal gradient was assumed to be 
0.0125 K/m, similar to that of some wells drilled in Bergen, Norway [41].  

Table 2. Summary of BHE parameters. 
BHE parameter Value 

Geothermal gradient (K/m)  0.0125 
Ground density (kg/m3) 2760 
Ground specific heat (J/kg-K) 920 
Ground thermal conductivity (W/m-K) 2.1 
BHE type Single U 
Borehole diameter (m) 0.15 
Tube inner diameter (m) 0.034 
Tube thickness (m) 0.003 
Tube thermal conductivity (W/m-K) 0.4 
Shank spacing (m) 0.08 
Grout density (kg/m3) 1900 
Grout thermal capacity (J/kg-K) 1300 
Grout thermal conductivity (W/m-K) 1.5 

2.2.3. The solar thermal model 

The solar thermal component model (Figure. 2c) was developed using the Buildings library v9.0.0 [33]. The 
main components used here are the solar pump controller and the SCs. The solar pump controller dictates 
whether the pump to the SCs is active or inactive depending on the value of the incident solar radiation. The 
pump is activated when the incident solar radiation is higher than the critical radiation, as defined by [42]:  𝐺𝑇𝐶 = (𝐹𝑅𝑈𝐿(𝑇𝑖𝑛 − 𝑇𝐸𝑁𝑉))/(𝐹𝑅(𝜏𝛼)), (1)

 
where GTC is the critical solar radiation, FRUL is the heat loss coefficient, Tin is the inlet temperature, TENV is 
the ambient temperature, and FR(τα) is the maximum efficiency. When the incident solar radiation is lower 
than GTC, the fluid bypasses the SCs. The solar collector was modeled according to the EN12975 [43] test 
data for a glazed flat-plate solar collector WTS-F1-K1/K2 from Max Weishaupt GmbH [44] (Table 3).  

Table 3. Summary of SC parameters following the EN 12975 test standard 
SC parameter Value 

Area/collector (m2) 2.32 
Dry weight (kg) 42 
Fluid volume (m3

) 0.0023 
Pressure drop during test conditions (Pa) 100 
Mass flow per unit collector area (kg/s-m2) 0.02 
Maximum efficiency 0.802 
Heat loss coefficient 3.601 
Temperature dependence of heat loss 0.014 
Incidence angle modifier  0.97 
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Nominal solar irradiance in ratings data (W/m2) 1000 
Nominal temperature difference in ratings data (K) 20 

2.2.4. The tank thermal energy storage model 

The TTES component (Figure. 2d) was also developed using the Buildings library. It uses the stratified 
storage tank model, which implements several volumes that exchange heat between themselves and with 
the ambient via conduction. Each volume contains a fluid port that may be used to inject or withdraw water to 
or from the tank. After passing through a backup heater, hot fluid from the heat pump is injected into the top 
layer. Relatively cold fluid is drawn from the bottom to manage the temperature inside the tank. Hot water 
from the top layer and the middle layer are withdrawn to provide the energy required for water heating and 
SH, respectively.  

2.2.5. The thermal demand 

Hourly demand data for SH and DHW production from a school in Stavanger, Norway was utilized as the 
reference of the demand input to this model. The choice of using heat demand and weather data from two 
different cities was due to data availability. Nonetheless, Stavanger and Bergen are two cities close to one 
another that have relatively similar climate conditions. The capacity of the system model in this study is 
limited to ~6.5 - 7 kW since the data used to calibrate the CO2 heat pump is from a 6.5 - 7kW prototype unit. 
The demand data from the school is much higher than this so it was normalized, by dividing all data by the 
measured maximum demand, and then multiplied to 3 kW and 3.5 kW for SH and water heating, respectively 
(Figure. 3). Peak demands, which comprise less than 1% of the total demand data, were also filtered out for 
simplicity.  

 
Figure. 3. The thermal energy demand. 

3. Methods 
The Taguchi method was implemented to determine the runs needed to be simulated, determine the 
parameters that significantly affect system performance, and determine how to optimize the system 
concerning individual performance indicators. Multi-objective optimization was then performed by combining 
the utility concept with the Taguchi method.  

3.1. Taguchi method 

The Taguchi method is a technique that applies the standard OA to determine the optimal number and set-
up of the necessary trial runs for optimization. This allows the determination of the best level of each 
parameter (control factor) to optimize a given response factor. The first step in this method is the 
determination of the response factors, the objective functions, the parameters to be considered, and their 
corresponding levels. In this work, the response factors include the SPF, LCOH, and estimated maximum 
GTC. The objective is to keep the SPF and GTC high while keeping the LCOH low. Based on the number of 
control parameters and levels, the OA would be selected. The OA specifies the optimum number of trial runs 
needed to get maximum information about the system. The minimum number of trial runs to be conducted 
can be determined by: 𝑁𝑇𝑎𝑔𝑢𝑐ℎ𝑖 = 1 + 𝑁𝑉(𝐽 − 1). (2)

 
Where NTaguchi is the minimum number of trial runs, NV is the number of variables, and J is the number of 
levels. Analysis of the results entails the calculation of the S/N ratio for each run and the analysis of variance 
(ANOVA). The S/N ratio is a measure of robustness, which is used to identify parameters that reduce 
process or product variability by minimizing the effects of uncontrollable factors. The S/N ratio of the SPF 
and GTC were calculated using the higher the better concept (Eq. 3), while the S/N ratio of the LCOH was 
calculated using the lower the better concept (Eq. 4).   𝐻𝑖𝑔ℎ𝑒𝑟 𝑡ℎ𝑒 𝑏𝑒𝑡𝑡𝑒𝑟 𝑆𝑁 =  −10 𝑙𝑜𝑔10 1𝑛 ∑ 1𝑦𝑖2𝑛𝑖=1  (3)

 𝐿𝑜𝑤𝑒𝑟 𝑡ℎ𝑒 𝑏𝑒𝑡𝑡𝑒𝑟 𝑆𝑁 =  −10 𝑙𝑜𝑔10 1𝑛 ∑ 𝑦𝑖2𝑛𝑖=1  (4)
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Where yi is the raw response factor. ANOVA was used to determine the relative importance of the control 
factors by computing the percentage contribution of each parameter to the overall response. The degree of 
freedom (df), the sum of squares (SS), mean squares (MS), significance, and percentage of contribution 
were all calculated in the analysis.  

3.2. The response and control factors 

There are 9 control parameters considered, each having 3 levels (Table 4). Given this, an OA with 27 trial 
runs L27 was utilized. A full factorial combination will require 19683 experiments (39), which would be too 
time-consuming and complex. Applying the OA will give the same quality of information with just 27 runs. 
The BHE length, BHE number, SC area, and TTES volume were chosen since they are known to have a 
direct relationship with the cost of the system. The BHE spacing was included since it is a way to diffuse the 
thermal imbalance induced by the system to the ground [25]. The SC-BHE mass flow, CO2 HP high-side 
pressure, and HP output temperature were chosen since they are parameters that could easily be controlled. 
The SH return temperature was included to represent the effects of the efficiency of the distribution system.  

Table 4. Control factors investigated and their levels. 

Parameter Label 
Level 

1 2 3 
BHE length (m) A 50 100 150 
BHE spacing (m) B 3 5 7 
BHE number C 4 5 6 
SC area (m2

) (number of collectors) D 6.96 (3) 13.92 (6) 20.88 (9) 
TTES volume (m3) E 0.5 1 2 
SC-BHE mass flow* (kg/s) F 0.2 0.4 0.8 
SH return Temperature (°C) G 20 30 35 
CO2 HP high-side pressure (MPa) H 8.5 9.0 10 
CO2 HP output temperature** (°C) I 60 65 70 

*the flow rate of the fluid circulating through the SC, BHE, and the evaporator’s waterside 

**the temperature of the water as it comes out of the water side of the gas cooler 

The values of the different levels of the parameters were determined by running trial simulation runs, some 
initial sizing calculations, and some operational considerations to ensure that the system would be able to 
provide the thermal energy demand while keeping the performance at reasonable levels.  

The response factors considered in this work are the SPF, LCOH, and GTC. The SPF was calculated by 
dividing the total energy delivered by the system to the demand for a year by the total energy utilized to run 
it. The system spends energy to run the compressors and the circulation pumps. The LCOH was calculated 
by dividing the total cost of the system by its total energy production throughout its lifetime. Note that the 
electricity cost from 1 year of simulating the operation of the system was assumed to be the cost of the 
yearly operation. The assumptions used for cost calculations are summarized in Table 5. The GTC was 
obtained from the BHE model, which gives out the average ground temperature as it is utilized as a heat 
source or heat sink. The GTC is calculated by dividing the ground temperature after one year of simulation 
by the initial ground temperature (GTC > 100%: temperature in the ground went up; GTC < 100%: the 
ground temperature went down). Changes to the GTC were kept minimal, but a higher-the-better concept 
was applied since the system was designed for heating purposes. SPF, LCOH, and GTC values that are 
more representative of the long-term performance of the system could be obtained if the model was run for 
more years. However, because of the relatively big computational load, the simulations were limited to one 
year only. Trial runs show that the SPF and LCOH do not vary so much. However, the GTC was seen as 
highest for the first year and substantially declines in the succeeding years, assuming the yearly weather and 
demand remain similar. Hence, the GTC calculated in this study was assumed to represent the maximum 
expected temperature decline throughout the lifetime of the system.  

Table 5. Summary of parameters used for cost calculations. 

Parameter Value Reference/Notes 

Cost of flat plate SC (EUR/m2) 632.5 Average of SC costs in [45] 
Cost of BHE (EUR/m) 65 [46] 
Cost of TTES (EUR/m3) 1150 Average cost of 0.8 – 2 m3 TTES [47] 
CO2 Heat pump compressor cost (RMB) 17547W0.4488 W is the rated compressor power [48] 
CO2 Heat pump gas cooler cost (RMB) 1874.4A0.9835 A is heat exchanger area [48] 
CO2 Heat pump evaporator cost (RMB) 331.7A0.9390 A is heat exchanger area [48] 
Lifetime of the system (years) 25 [46] 
Weighted Average Cost of Capital (WACC) 2% Weighted Average Cost of Capital (WACC) HP [49] 
Exchange rate (USD/EUR) 1/1.01 Exchange rate in Sept. 2022 
Exchange rate (USD/RMB) 0.14/1 Exchange rate in Sept. 2022 
Exchange rate (NOK/USD) 1/0.0975 Exchange rate in Sept. 2022 
Electricity cost (NOK/kWh) 2.4415 Average electricity price in Norway in 2022 [50] 
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3.3. The utility concept 

The utility concept was used to perform multi-response optimization by combining the individual values of the 
response factors (SPF, LCOH, and GTC) into one unified index called utility [20]. The overall utility function 
can be expressed as the utility of every performance indicator. Assuming that the performance indicators are 
independent of one another, the overall utility can be calculated as the sum of individual utilities. Prioritization 
of the effect of a response factor on the overall utility can be done by introducing a weighting coefficient w j 
(Equation 5). 𝑈(𝑦1, 𝑦2, … , 𝑦𝑛) = ∑ 𝑤𝑗𝑈𝑗(𝑦𝑗)𝑛𝑗=1  (5)

 
In the utility concept, a preference scale must be set up to represent the lowest and the highest performance. 
As in previous studies that used the utility concept in thermal energy systems [24–26,28], this study employs 
a minimum preference number of 0 and a maximum of 9. In a logarithmic scale, the preference number is 
represented by the formula below so that it has a value of 9 at the optimal level of a performance indicator. 

 𝑈𝑗(𝑦𝑗) = 𝑃𝑗 = 𝐴𝑗 log 𝑦𝑗𝑦𝑗′   𝑤𝑖𝑡ℎ  𝐴𝑗 = 9log𝑦∗𝑦𝑗′ (6)
 

Where y’j is the minimum acceptable value of a performance indicator and y* is the optimal value of the 
performance indicator. The overall utility is then calculated by: 𝑈 = ∑ 𝑤𝑗𝑃𝑗𝑛𝑗=1 . (7)

 

4. Results and discussions 
The main objective of the study is to optimize a CO2 SAGSHP system considering 3 performance indicators: 
SPF, LCOH, and GTC. Taguchi method was performed first to optimize the systems with regard to each 
performance indicator individually. Afterward, a combination of the Taguchi method and the utility concept 
was implemented to perform multi-objective optimization, assuming that all response factors are equally 
important.  

4.1. Taguchi method – the orthogonal array and the S/N ratios 

Following the Taguchi design concept, an L27 orthogonal array was chosen. Each trial run was performed 
according to the combination of parameters determined by this array to get the values of the response 
factors and the S/N ratios (Table 6). The S/N ratio values for the SPF and GTC were calculated using the 
higher-the-better concept while those for LCOH were calculated with the lower-the-better concept. The S/N 
ratios were then averaged in consideration of the different levels of each control factor (Figure. 4). 

Table 6. The Taguchi L27 (39) standard orthogonal array and the experimental plan. 

T
ria

l 
N

o.
 

A B C D E F G H I 
Response Factors S/N ratios 

SPF LCOH (USD/kWh) GTC (%) SPF TAC GTC 

1 1 1 1 1 1 1 1 1 1 3.52 0.131 99.3208 10.93 17.67 -0.0592 
2 1 1 1 1 2 2 2 2 2 3.12 0.141 99.3329 9.88 17.02 -0.0581 
3 1 1 1 1 3 3 3 3 3 2.81 0.152 99.329 8.96 16.36 -0.0585 
4 1 2 2 2 1 1 1 2 2 3.44 0.154 99.8624 10.73 16.23 -0.012 
5 1 2 2 2 2 2 2 3 3 3.15 0.162 99.856 9.95 15.81 -0.0125 
6 1 2 2 2 3 3 3 1 1 2.58 0.182 99.8545 8.23 14.81 -0.0126 
7 1 3 3 3 1 1 1 3 3 3.36 0.178 100.0275 10.52 15.01 0.0024 
8 1 3 3 3 2 2 2 1 1 3.19 0.183 100.0203 10.07 14.75 0.0018 
9 1 3 3 3 3 3 3 2 2 2.45 0.208 100.0196 7.78 13.62 0.0017 

10 2 1 2 3 1 2 3 1 2 2.6 0.236 99.9384 8.31 12.56 -0.0054 
11 2 1 2 3 2 3 1 2 3 2.48 0.241 99.9021 7.88 12.35 -0.0085 
12 2 1 2 3 3 1 2 3 1 3.41 0.217 99.9313 10.65 13.26 -0.006 
13 2 2 3 1 1 2 3 2 3 2.68 0.226 99.8583 8.56 12.91 -0.0123 
14 2 2 3 1 2 3 1 3 1 3.37 0.209 99.833 10.54 13.6 -0.0145 
15 2 2 3 1 3 1 2 1 2 2.85 0.225 99.8597 9.1 12.95 -0.0122 
16 2 3 1 2 1 2 3 3 1 3.24 0.186 99.9441 10.22 14.63 -0.0049 
17 2 3 1 2 2 3 1 1 2 2.72 0.202 99.9427 8.69 13.9 -0.005 
18 2 3 1 2 3 1 2 2 3 2.83 0.201 99.959 9.04 13.94 -0.0036 
19 3 1 3 2 1 3 2 1 3 2.22 0.313 99.8968 6.92 10.08 -0.009 
20 3 1 3 2 2 1 3 2 1 3.38 0.278 99.8915 10.57 11.12 -0.0094 
21 3 1 3 2 3 2 1 3 2 3.53 0.276 99.8694 10.95 11.2 -0.0113 
22 3 2 1 3 1 3 2 2 1 2.89 0.245 99.9751 9.23 12.21 -0.0022 
23 3 2 1 3 2 1 3 3 2 3.24 0.236 99.9989 10.22 12.53 -0.0001 
24 3 2 1 3 3 2 1 1 3 2.65 0.256 99.9986 8.46 11.83 -0.0001 
25 3 3 2 1 1 3 2 3 2 3.17 0.239 99.9221 10.01 12.42 -0.0068 
26 3 3 2 1 2 1 3 1 3 2.35 0.268 99.9424 7.42 11.44 -0.005 
27 3 3 2 1 3 2 1 2 1 3.92 0.23 99.9128 11.86 12.75 -0.0076 

The combination of the levels that give the highest average S/N represents the optimal setup. Thus, the 
combination of control factors that gave the optimum SPF is A1B3C1D1E1F1G1H3I1. The effect of a certain 
control factor on the response factor could be inferred from the difference between the highest and the 
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lowest value of the S/N ratio. It could be seen that the SPF is most responsive to HP output temperature (I) 
and least sensitive to the TTES volume (E). Higher SPFs are expected when the target output temperature 
of the HP (I) is set low because less energy is needed by the compressor to reach a lower output 
temperature for a given high-side pressure. However, this is limited by the minimum temperature 
requirements of the DHW and SH distribution systems. Applying the determined control factor combination in 
simulation resulted in an optimal SPF of 4.2.  

The combination of control factors that would give the optimum LCOH is A1B2C1D1E1F1G1H3I1. This 
resulted in an optimal LCOH of 0.122 USD/kWh, which is comparable to the LCOH of some conventional 
solar thermal combi HP systems [51]. As expected, optimizing the LCOH requires the reduction of capital 
and operation expenses, like using shorter and fewer BHEs (C), a smaller SC area (D), a smaller tank (E), a 
smaller pumping requirement (F), and a lower HP output temperature (I).  

For GTC, the optimum parameter combination is A3B3C3D3E1F1G3H1I3. This resulted in an optimal GTC 
of 100.24%. The GTC is most responsive to the BHE spacing (B) and SC area (D). This means that the 
reduction of the temperature in the ground could be reduced by increasing the spacing between the BHEs or 
increasing the solar input to the system. Large solar input could even increase ground temperature, which 
could be beneficial to the system to some extent. Drilling deeper and more boreholes could also help, albeit 
would entail higher costs.   

 
Figure. 4. The Taguchi average S/N ratio for each control parameter for every response factor.  

4.2. Taguchi method – ANOVA analysis 

ANOVA was used to estimate the relative significance of each parameter in terms of percentage contribution 
to the overall response (Table 7). The significance denotes which control factors could induce statistically 
significant effects on the response factor at different confidence levels. As shown, the SPF was most 
sensitive to the target output temperature of the HP. It is also noticeably more responsive to the operating 
parameters (F-I) than the design parameters (A-E). The LCOH is most sensitive to the BHE length (A) and 
number (C) since the BHE is the most expensive component of the system. This shows the influence of 
capital expenses. Almost all control parameters considered induced statistically significant changes to the 
LCOH. In contrast to the SPF, the GTC is mostly affected by the design parameters (A-D). The SC area (D) 
and BHE spacing (B) are shown to be the main contributors to the GTC.  

Table 7. The results of the ANOVA for each response factor. 

 
Significance codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’  

4.3. Utility-Taguchi – S/N ratios 

The utility index for each trial run for every response factor was calculated assuming that all response factors 
have equal weights (Table 8). The utility index is a number between 0 to 9 that represents the performance 
of the system (closer to 9 = better performance). The corresponding S/N ratios of the global utility indices 
were next calculated using the higher-the-better concept. The average S/N ratios are plotted in Figure. 5.  

Taking note of the highest S/N ratio for each control parameter gives an optimal parameter combination of 
A1B3C2D3E2F1G1H3I1. This combination gives the best overall performance of the system. This results in 
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a global utility index of 6.77 (SPF of 3.58, an LCOH of 0.165 USD/kWh, and a GTC of 100.03%). Compared 
to a SAGSHP system that uses a conventional working fluid, this optimized system exhibited a slightly lower 
SPF (SPFconventional = 3.89) [52] and comparable LCOH (LCOHconventional = 0.043 – 0.206 USD/kWh) [51], and 
GTC (<1°C increase) [52]. Although relatively good performance has been observed, other system or 
component changes can be explored to further improve its overall performance.    

Table 8. The utility indices and their S/N ratios 

Trial SPF utility LCOH utility GTC utility Global utility S/N ratio global utility 

1 6.76 8.41 0.15 5.11 14.16 
2 5.32 7.77 0.27 4.45 12.97 
3 4.07 7.13 0.23 3.81 11.62 
4 6.47 7.00 5.36 6.28 15.96 
5 5.42 6.59 5.29 5.77 15.22 
6 3.07 5.61 5.28 4.65 13.36 
7 6.19 5.81 6.94 6.31 16.00 
8 5.58 5.55 6.87 6.00 15.56 
9 2.47 4.45 6.86 4.59 13.24 
10 3.18 3.40 6.08 4.22 12.51 
11 2.60 3.20 5.74 3.85 11.70 
12 6.37 4.09 6.02 5.49 14.79 
13 3.53 3.75 5.32 4.20 12.47 
14 6.23 4.43 5.07 5.24 14.39 
15 4.26 3.79 5.33 4.46 12.99 
16 5.79 5.43 6.14 5.79 15.25 
17 3.70 4.72 6.12 4.85 13.71 
18 4.18 4.75 6.28 5.07 14.10 
19 1.30 0.98 5.69 2.65 8.47 
20 6.26 2.00 5.63 4.63 13.31 
21 6.78 2.07 5.42 4.76 13.55 
22 4.44 3.06 6.44 4.65 13.34 
23 5.78 3.38 6.66 5.27 14.44 
24 3.40 2.69 6.66 4.25 12.56 
25 5.50 3.27 5.93 4.90 13.81 
26 1.97 2.30 6.12 3.47 10.80 
27 8.02 3.59 5.84 5.82 15.29 

 
Figure. 5. The Taguchi average S/N ratio for each control parameter for every response factor.  

4.4. Utility-Taguchi – ANOVA 

As shown in Table 9, the utility index of a CO2 SAGSHP is most sensitive to the BHE length (A) and least 
sensitive to the TTES size (E). Relatively significant contributions can also be seen from the output 
temperature of the HP (I), BHE spacing (B), high-side pressure of the HP (H), and mass flow rate of the fluid 
circulating through the BHE and SC (F).  

Table 9. The results of the ANOVA for the utility index 
 df SS MS F Pr(>F) Significance Contribution 

Utility Index 
A 2 25.138 12.569 22.415 0.001 *** 22.64% 
B 2 18.275 9.138 16.295 0.002 ** 16.46% 
C 2 2.969 1.485 2.647 0.131  2.67% 
D 2 5.879 2.940 5.242 0.035 * 5.30% 
E 2 0.053 0.027 0.047 0.954  0.05% 
F 2 15.744 7.872 14.038 0.002 ** 14.18% 
G 2 7.082 3.541 6.315 0.023 * 6.38% 
H 2 17.244 8.622 15.376 0.002 ** 15.53% 
I 2 18.634 9.317 16.615 0.001 *** 16.78% 

Residual Error 8 4.486 0.561     
Significance codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 
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5. Conclusion 
A SAGSHP system that utilizes CO2 as a working fluid was modelled and then optimized in this study using 
the Taguchi method and the utility concept. The system was first optimized with regards to the SPF, LCOH, 
and GTC individually using the Taguchi method. Then a combination of the Taguchi method and the utility 
concept was then applied to perform multi-response optimization, considering the overall performance of the 
system if the SPF, LCOH, and GTC were deemed of equal importance.  

The different combinations of control parameters that optimize the SPF, LCOH, and GTC individually, are 
A1B3C1D1E1F1G1H3I1, A1B2C1D1E1F1G1H3I1, and A3B3C3D3E1F1G3H1I3, respectively. Applying 
these set-ups to the model results in an optimal SPF of 4.2, LCOH of 0.122 USD/kWh, and GTC of 100.24%. 
According to the ANOVA results, the most influential control factors are the HP’s target output temperature, 
the BHE length, and the SC area for the SPF, LCOH, and GTC, respectively.  

Combining the Taguchi method with the utility concept allows multi-objective optimization to determine the 
parameter set-up that will give the optimal overall performance, considering all response factors are weighed 
equally. By this, the parameter combination that gave the optimal utility index is A1B3C2D3E2F1G1H3I1. 
This resulted in a 3.58 SPF, a 0.165 USD/kWh LCOH, and a 100.03% GTC. Compared to a SAGSHP 
system that uses a conventional working fluid, this optimized system exhibited a slightly lower SPF but 
comparable LCOH. Although relatively good performance has been observed, other system or component 
changes can be explored to further improve its overall performance. For instance, other system 
configurations could be examined.  

Nomenclature FRUL  heat loss coefficient, W/(m2 K) FR(𝜏𝛼)  maximum efficiency of the solar collector 𝐺𝑇𝐶  critical solar irradiation, W/m2 𝐽   number of levels 𝑁𝑇𝑎𝑔𝑢𝑐ℎ𝑖  minimum number of Taguchi trial run 

NV   number of variables 𝑇𝐸𝑁𝑉  ambient temperature, K 𝑇𝑖𝑛   inlet temperature, K 𝑈   overall utility index 
 

Subscripts and superscripts 𝐶   compressor 𝐶𝑂2  CO2 working fluid 𝐶𝑂2_𝐺𝐶  CO2 through the gas coolers 

𝐷𝐻𝑊  domestic hot water 𝐸   evaporator 𝐺𝐶   gas cooler 
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Abstract: 

This works aims at evaluating the impact of different ratios of heating design loads to cooling ones on the 
thermodynamic efficiency of a R290 air-to-water reversible heat pump with the aid of an exergy analysis. The 
potential improvements of the investigated solution were also assessed. The heat pump was sized for a two-
pipe fan-coil system designed with supply/return water temperatures of 45/40 °C in winter and 7/12 °C in 
summer. The outdoor air was cooled from -7 ℃ to -12 ℃ in heating mode and heated from 30 ℃ up to 35 ℃ in 
cooling mode, respectively. The heating loads were varied in a range from 8 kW to 13 kW, whereas the cooling 
loads were ranged between 6 kW and 15 kW, respectively. 
The results obtained showed that heat exchanger sizing plays a significant impact on the distribution of exergy 
destruction within the system components. As the system was sized based on the cooling load, the air-based 
heat exchanger was found to be oversized and the water-based heat exchanger was observed to be 
undersized for covering the heating loads and vice versa. It was also found that for the ratios of heating design 
loads and cooling ones less than 1.2 the system should be sized based on the cooling design loads. In this 
case lower system exergy destruction could be obtained. Furthermore, in this case the thermodynamic 
improvement of the air-based heat exchanger, the water-based heat exchanger and the compressor had 
approximately the same potential of increasing the efficiency of the system. As the ratios of heating design 
loads and cooling ones were higher than 1.2, the heating load should have been used for sizing the system 
components due to higher thermodynamic efficiency of the system compared to the previous case and 
technical possibilities to be operated. Removing the avoidable irreversibilities within the air-based heat 
exchanger offered the biggest decrease of the exergy destruction within the system. 

Keywords: 

Exergetic analysis; Exergy destruction; Heat pump; Propane; Thermodynamic enhancement. 

1. Introduction 
Today a large offer of reversible heat pumps with investment costs comparable to those of non-reversible units 
is available. These solutions are one of the most widely used heating, ventilation and air conditioning (HVAC) 
technologies in Europe. About 70 % of air-conditioned office buildings are cooled down by reversible heat 
pumps [1]. Such units have the ability to provide low carbon heating and cooling and great thermal comfort 
levels through one distribution system (assuming the emitter is capable of providing both modes). 

During the last decades the research has demonstrated the impact of refrigerants on ozone depletion and 
global warming. So, the implementation of highly thermodynamically efficient heat pumps relying on very low 
global warming potential (GWP) refrigerants is compulsory. 

The authors of [2] dealt with a numerical analysis of a reversible air-source heat pump incorporated into the 
HVAC system of a typical office building. The results obtained showed that energy performance of the system 
strongly depended on the of the unbalance indicator, estimated as the ratio of cooling loads to heating ones 
of the building, and of the overall index of heat pump oversizing/downsizing with respect to the design loads 
of the building. 
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In [3] the simulation model of an air-to-water R410A based reversible heat pump was developed to simulate 
its performance at off design conditions. The annual efficiency of the system was found to be able to be 
maximized by changing temperature, flow rate of air and water and refrigerant mass flow rate. 

The relationship between air-to-water heat pump performance using R410A and the Italian building heating 
and cooling loads was numerically investigated by Madonna et al. [4]. The authors observed that the reversible 
heat pump oversizing can cause an excessive on/off cycling and an efficiency reduction (up to 25 %). 

Most of current heat pumps use hydrofluorocarbons (HFCs), which have a massive GWP. Therefore, in the 
last decade several studies have been devoted to investigate environmentally friendlier alternatives, e.g. 
hydrofluoroolefins (HFOs) [5] and hydrocarbons (HFC) [6]. However, the recent environmental concerns on 
HFOs are promoting the adoption of natural refrigerants. In addition, [6] observed that R290 is a better 
substitute for R134a than R600a for residential heat pump water heaters. 

From the review made above, it is possible to conclude that the reversible heat pump sizing strongly affects 
energy efficiency of such systems. Most of the investigations has been based on analyses focusing on 
conventional objective variables and conventional energy assessments. However, application of exergy 
analysis would provide better insight into possibilities to reveal the location, the magnitude and the sources of 
thermodynamic inefficiencies within the system. Advanced exergy analysis additionally considers 
thermodynamic interactions among components and the real potential for the system improving. Investigations 
of reversible heat pumps with ultra-low GWP refrigerants are also of high interest. Thus, the goal of this work 
is to bridge this knowledge gap by applying the exergy methodology for sizing an air-to-water reversible heat 
pump with propane and evaluating the real potential for its thermodynamic improvement.  

2. Materials and Methods 

2.1. Conventional Exergy Analysis 

In the conventional exergetic evaluation of the k-th component of the investigated system, the following 
equations were used [7]: 

- Gouy–Stodola theorem 

D,k 0 gen,kE T S= , (1) 

where D,kE  is exergy destruction rate within the k-th component, 0T  is temperature of the reference 

environment and gen,kS  is the entropy generation owing to internal irreversibilities; 

- the exergy balance for the k-th component 

F ,k P ,k D,kE E E= + , (2) 

where F ,kE  and P ,kE  are exergy rates associated with fuel and product of the component, respectively. 

2.2. Evaluation of Removable Exergy Destruction 

Since evaluating removable parts of exergy destruction occurring in each system component was within the 
scope of the work the method presented in [8] was applied. According to this method, the avoidable exergy 

destruction rate ( AV ,INT
D,kE ), which is internally caused, can be computed as the difference between the total 

exergy destruction of the investigated component ( D,kE ), i.e., calculated under real operation conditions, and 

its exergy destruction ( MIN ,k
D,kE ) evaluated under conditions at which its irreversibilities are reduced by improving 

its efficiency while accounting for the fact that the remaining components are operating under real conditions: 
AV ,INT MIN ,k
D,k D,k D,kE E E= − . (3) 

The avoidable exergy destruction within the k-th component, which is caused by the avoidable irreversibilities 

occurring within the r-th component (i.e., externally caused) ( AV ,EXT ,r
D,kE ), can be computed by subtracting the 

exergy destruction rate ( MIN ,r
D,kE ) within the k-th component under the conditions at which the r-th component 

operates with reduced irreversibilities and the remaining components are operated under their real conditions 

from the exergy destruction rate ( D,kE ) occurring within the k-th component under its real operation conditions: 

AV ,EXT ,r MIN ,r
D,k D,k D,kE E E= − . (4) 



The importance of the components from the thermodynamic viewpoint and priorities for improving the k-th 
components were identified on the basis of the sum of the internally caused avoidable exergy destruction (

AV ,INT
D,kE ) and the externally caused avoidable exergy destruction within the remaining components ( AV ,EXT ,k

D,rE

) 
n 1

AV , ,INT ,EXT AV ,INT AV ,EXT ,k
D,k D,k D,r

r 1
r k

E E E
−



=


= + . (5) 

2.2. Case Study 

The investigated heat pump system was considered to be able to be reversed by means of a refrigerant 
change-over, which reverses the flow passage into the two exchangers (Figure 1). In cooling mode, the air-
based heat exchanger (outside heat exchanger) worked as condenser, rejecting heat into the outdoor air, while 
the water-based heat exchanger (inside heat exchanger) worked as an evaporator, absorbing heat from the 
two-pipe water distribution system. In heating mode, the air exchanger worked as an evaporator, absorbing 
heat from outdoor air, while the water exchanger worked as a condenser, transferring heat into the same 
distribution system. It was assumed that the cold-emission terminal units were adapted for hot emission at low 
temperatures. 

 

Figure. 1.  Investigated reversible air-to-water unit connected to a two-pipe distribution system. 

In heating mode the outside air was assumed to be cooled in the air-based heat exchanger from −7 °C down 
to −12 °C and the water was assumed to be heated in the condenser (water-based heat exchanger) from 40 
°C up to 45 °C. In cooling mode the outside air was assumed to be heated in the outside heat exchanger 
(condenser) from 30 °C up to 35 °C and the chilled water was assumed to be cooled in the inside heat 
exchanger (evaporator) from 12 °C down to 7 °C. The pinch-point temperature in the outside and inside heat 
exchangers were taken as 12 K and 5 K, respectively. The pressure drop of the working fluids in the pipes and 
components was neglected. 

In the design mode, which was used for sizing system, the following assumption were made: 

• the evaporation temperature of R290 was calculated as the difference between the temperature of the 
secondary working fluid (air for heating mode and chilled water for cooling mode, respectively) at the 
evaporator outlet and the pinch point temperature difference in the evaporator (12 K or 5 K, respectively); 

• the temperature of R290 at the compressor inlet was increased by 5 K due to superheating within the 
evaporator; 

• the condensation temperature of R290 was calculated by adding the value of the pinch point temperature 
of the condenser (5 K or 12 K, respectively) to the temperature of the secondary working fluid (heated water 
or outside air, respectively) at the condenser outlet.  

The specific power required by compressor was estimated from the following equation [3], [9] 

( )CM,in CM,out
CM

is

h h
l


−

= , (6) 

where is  is the compressor’s isentropic efficiency, and CM ,inh  and CM ,outh  are the specific enthalpies at the 

inlet and outlet of the compressor, respectively. 

Specific enthalpy at the compressor outlet after real compression was calculated as 



CM,out ,is CM,in
CM,out CM,in

is

h h
h h


−

= + , (7) 

where CM ,out ,ish  is the specific enthalpy at the compressor outlet after isentropic compression. 

The volumetric ( vol ) and isentropic ( is ) efficiencies of the compressor were calculated using Pierre’s 
correlations for “good” reciprocating compressors [10] following the methodology used in [11], [12]: 

CM,in CM,in
vol 1 s 2

CM,out

t 18 p
k 1 k exp k

100 p


 − 
=  +          

; (8) 

CM,invol 1
e

is 2

t 18 T
1 k exp a b

100 T




−   
= +    +  
   

, (9) 

where CM ,int  is the refrigerant temperature at the compressor inlet, CM ,in CM ,outp p  is the pressure ratio, 1 2T T  

is the ratio of the condensation and evaporation absolute temperatures (in Kelvin) corresponding to the 
discharge and the suction compressor pressures. The remaining symbols - 1k , sk , 2k , ek , a  and b  - are 

constants equal to 1.04, 0.15, −0.07, −0.1, −2.40, and 2.88, respectively. 

The expansion valve was modelled as an isenthalpic component 

EXV ,in EXV ,outh h= , (10) 

where EXV ,inh , EXV ,outh  are the specific enthalpies at the inlet and outlet of the expansion valve, respectively. 

Mass flow rate of R290 under design conditions in heating mode was calculated as 
Design
Heat

wf
CD,in CD,out

Q
m

h h
=

−
, (11) 

where Design
HeatQ  is the heating load of the system at the design conditions, CD,inh  is the specific enthalpy of the 

refrigerant at the condenser inlet (i.e. at the compressor outlet) and CD,outh  is the specific enthalpy of the 

refrigerant at the condenser outlet. 

And consequently, the heat transfer rate in the evaporator was calculated as 

( )EV wf EV ,out EV ,inQ m h h= − , (12) 

where EV ,outh  and EV ,inh  are the specific enthalpies of R290 at the evaporator’s outlet and inlet, respectively. 

In cooling mode the mass flow rate of R290 was calculated by the following equation 
Design
Cool

wf
EV ,out EV ,in

Q
m

h h
=

−
, (13) 

where Design
CoolQ  is the cooling load of the system at the design conditions, EV ,outh  is the specific enthalpy of the 

refrigerant at the evaporator outlet (at the compressor inlet) and EV ,inh  is the specific enthalpy of the refrigerant 

at the evaporator inlet (at the expansion valve outlet). 

Hence, the heat transfer rate of the condenser was found as 

( )CD wf CD,in CD,outQ m h h= − . (14) 

The power required by compressor was evaluated as 

( )CM wf CM ,out CM ,inW m h h= − . (15) 

The compressor swept volume ( sV ) was estimated using the following equation 



wf CM,in
s

vol

m
V

N




= . (16) 

where N  is the compressor rotational speed, vol  is the compressor’s volumetric efficiency and CM ,in  is the 

specific volume of R290 at the suction line of the compressor. 

Mass flow rates of the secondary fluids through the heat exchangers were governed by the energy rate balance 
equations 

( )
( ) ( )( )

EV
air water

air water ,in air water ,out

Q
m

h h
=

−
; (17) 

( )
( ) ( )( )

CD
water air

water air ,out water air ,in

Q
m

h h
=

−
; (18) 

where airh  and waterh  are the specific enthalpies of the air and water at inlet (in) and outlet (out), respectively. 

The condenser was divided into two main sections: the de-superheating region and the phase change region. 
The subcooled zone was neglected. The evaporator consisted of an evaporation region and a superheating 
one. The heat transfer rate within these sections was evaluated using the logarithmic mean temperature 
difference approach [3], [9] 

Q U A LMTD=   , (19) 

where Q  is the heat transfer rate, U  is the overall heat transfer coefficient, A  is the heat transfer area of the 

considered section and LMTD  is the logarithmic mean temperature difference defined by the following 
equation 

2 1

2

1

T T
LMTD

T
ln

T

 



−
=

 
 
 

, (20) 

where 1T  and 2T  are temperature differences between the working fluids on the hot and cold sides at each 

end of the considered section. 

For the air-based heat exchanger (finned-tube heat exchanger), the following expression for the overall heat 
transfer coefficient referring to secondary fluid heat transfer surface was applied 

1

air

air wf wf

A1 1
U

A 

−
 

= +  
 

, (21) 

where airA  and wfA  are the heat transfer areas on the air and the refrigerant side, respectively, and air  and 

wf  are the corresponding heat transfer coefficients, respectively. 

The plate heat exchanger was designed as the inside unit. 

The data presented in [13], [14], [15] were generalized and used for calculation of the overall heat transfer 
coefficients within the specified condenser and evaporator regions. 

The temperature and absolute pressure of the outside air were used to ascertain the thermodynamic properties 
at the evaporator inlet for heating mode and at the condenser inlet for cooling mode, respectively. 

The thermo-physical properties of all the working fluids were evaluated via CoolProp [16]. The simulations 
were performed through MATLAB software package. 

The same procedure was applied for the design of the system and estimation of internally and externally 
caused exergy destruction with pinch point temperatures in the air-based heat exchanger and the water-based 
heat exchanger equal to 6 K and 2 K, respectively and increased efficiency of the compressor by 10 % 
compared to real designed conditions. 

After finding geometric parameters of the system, the operating characteristics were calculated for off-design 
conditions. During the off-design operations in heating mode, the water temperatures at the inlet and outlet of 
the water-based heat exchanger were equal to 40 °C and 45 °C, respectively. During cooling mode at the off-



design conditions, the water temperatures at the water-based heat exchanger’s outlet and inlet were equal to 
7 °C and 12 °C, respectively. Then, the mathematical approach suggested in [17] was adopted to assess the 
thermodynamic parameters of the investigated heat pumps under off-design conditions in both cooling and 
heating modes. During these calculations the mass flow rate of the working fluid was governed by the Eq. (16). 
Eq. (19) was used for the evaluation of either the heat transfer rates or the temperatures within considered 
heat transfer section. 

As the main focus of this work is on the implementation of an exergetic evaluation, the overall heat transfer 
coefficients were considered as constant under off-design modes and equal to the ones estimated for the 
design mode. 

The off-designed modes were estimated under real operation conditions and under conditions conducive to 
the evaluation of the removable exergy destruction. 

Exergetic analysis was performed based on the selection of the ambient (outdoor) air parameters as the 
reference ones [18]. 

3. Results and Discussion 
Heat transfer areas of the air- and water-based heat exchangers, which were required for covering heating or 
cooling loads by the inside heat exchanger, are presented in Figure 1. It could be observed that in general for 
covering cooling loads the air-based heat exchanger was found to be larger and the water-based heat 
exchanger was found to be smaller compared to the required heat transfer areas for covering the same heating 
loads with the same pinch point temperature. Also, the value of oversizing or undersizing depended on the 

ratios between heating and cooling loads ( Heat CoolQ Q ), which then was found to affect the irreversibilities 

within the components.  

For example, if the system had been sized with the specified pinch point temperature within heat exchangers 
on the base of heating design loads equal to 12 kW the area of the outside heat exchanger should have been 
7.7 m2 and the area of the inside heat exchanger should have been 2.2 m2. However, for providing the same 
cooling load with the same pinch point temperature the heat transfer area of the outside and inside heat 
exchangers should have been 18.4 m2 and 1.3 m2, respectively. Thus, the system designed in this way would 
have had undersized area of the air-based heat exchanger for operation with 12 kW cooling load, which should 
have been compensated with larger temperature difference, leading to increased irreversibilities within the 
outside heat exchanger, expansion valve and compressor. On the other hand, the water-based heat exchanger 
of the system would have had oversized area for covering 12 kW cooling demand, which would have provided 
lower temperature difference within the heat exchanger and thus decreased irreversibilities within this 
component, expansion valve and compressor. The higher the ratios of heating demand to cooling one (

Heat CoolQ Q ) for the system designed on the base of heating loads, the better agreement between the 

designed and required areas of the air-based heat exchanger and larger oversizing of the designed areas of 
water-based heat exchanger for covering cooling loads. 

 

Figure. 2.  Needed heat transfer areas for the air- and water-based heat exchangers required for covering the 
heating or cooling loads of the water-based heat exchanger. 

If the system had been sized using a cooling design load of 10 kW, the areas of the outside and inside heat 
exchangers would have been equal to 15.3 m2 and 1.1 m2, respectively, and appropriate exergy destruction 
would have been obtained. In case of providing 10kW of heating load, due to oversized area of the air-based 
heat exchanger and undersized area of the water-based heat exchanger, this system would demonstrate other 

values of exergy destruction. For higher ratios Heat CoolQ Q  of the system designed on the base of the cooling 

loads the degree of difference between the designed areas of the air-based heat exchanger and the needed 



ones for covering heating loads would have been smaller. However, undersizing the water-based heat 
exchanger for covering heating loads would have been bigger. 

The distribution of the exergy destruction rates in the components of the investigated system sized on the base 

of the heating design load with different ratios between heating and cooling loads ( Heat CoolQ Q ) is shown in 

Figure 3. It could be seen that when the designed system was operated for covering cooling loads (empty 
circles in Figure 3a) at the ratios of heating loads to cooling ones ranging from 0.65 to 1.4 the air-based heat 
exchanger had much larger exergy destruction rates compared to the mode operated for covering heating 
loads (filled circles in Figure 3,a). This could be obtained due to undersized area of the outside heat exchanger, 
which was explained with the above suggestions (see Figure 2). 

 

Figure. 3.  Exergy destruction rates in the components of the system sized on the base of heating design 
loads with different ratios to heating loads and cooling ones: a) outside heat exchanger, b) inside heat 
exchanger, c) compressor, d) expansion valve, filled circles – operated for covering heating load, empty circles 
- operated for covering cooling load. 

Oversized areas of the water-based heat exchanger did not change substantially exergy destruction rates 
within the inside heat exchanger operated for covering cooling loads (see Figure 3b). 

At the ratios of heating loads and cooling ones ranging from 0.65 to 1.4 temperature differences in the air-
based heat exchanger was increased. As a result, it provided higher pressure ratios in the compressor and 
the expansion valve. The exergy destruction within these components was incresed (empty circles in Figure 
3c and Figure 3d) in comparison to heating modes (filled circles in Figure 3c and Figure 3d). 

If the system had been sized on the base of the cooling design loads (Figure 4) it could not have been operated 

for the values of Heat CoolQ Q  higher than 1.3 due to technological limitations. Similarly to the previous scenario, 

in case of sizing system based on cooling design loads the outside heat exchanger would have been oversized 
for covering heating loads, resulting in decreased exergy destruction rates (filled circles in Figure 4a) within 

this component compared to the cooling modes (empty circles in Figure 4a). For Heat CoolQ Q  values higher 

than 0.8, in case of the use of an undersized water-based heat exchanger during heating modes, the exergy 
destruction rates would have been higher (filled circles in Figure 4b) than during cooling modes (empty circles 
in Figure 4b). As it was said above, oversized and undersized areas led to a decrease and an increase of 
temperature driving force for heat transfer (temperature differences) and pressure ratios, respectively. As a 
result, exergy destruction rates within compressor and expansion valve in heating mode (filled circles in Figure 
4c and Figure 4d) were found to be larger than during cooling modes (empty circles in Figure 4c and Figure 
4d). 



 

Figure. 4.  Exergy destruction rates in the components of the system sized on the base of cooling design loads 
with different ratios of heating loads and cooling ones: a) outside heat exchanger, b) inside heat exchanger, 
c) compressor, d) expansion valve, filled circles – operated for covering heating load, empty circles - operated 
for covering cooling load. 

The values of the total exergy destruction rates in the system with different ratios of heating loads and cooling 
ones are shown in Figure 5.  

It was found that for the ratios of heating loads and cooling ones within the range 0.65 to 1.2 the system should 
have been sized based on the cooling loads. For such design lower total exergy destruction within the system 
could have been obtained (from 4.5 kW to 6.5 kW) compared to the system sized on the base of heating loads, 
which demonstrated higher total exergy destruction (from 12.0 kW to 6.5 kW). 

As the ratios of heating design loads and cooling ones were higher than 1.2, the heating design load should 
have been used for sizing the system components. Under such design conditions thermodynamic efficiency 
of the system was substantially decreased. 

 

Figure. 5.  Total exergy destruction rates in the system with different ratios between heating and cooling 
loads. 

The values of the removable and internally caused exergy destruction rate within the k-th component ( AV ,INT
D,kE

) and that of the removable and externally caused exergy destruction rate within the remaining components 

caused by the k-th component ( AV ,EXT ,k
D,rE ) for the system designed on the base of heating load are presented 

in Figure 6. The system was operated for covering 10 kW and 7 kW of heating and cooling loads, respectively.  

It was observed from Figure 7 that 0.44 kW of removable exergy destruction rate in the compressor could be 
reduced by improving this component. Another smaller part of removable exergy destruction rate in the 
compressor was caused by the irreversibilities that occurred in the remaining components: inside heat 
exchanger (i.e. 0.07 kW) and outside heat exchanger (0.29 kW). Also, 0.11 kW of removable exergy 
destruction rate within the inside heat exchanger could be reduced by decreasing the irreversibilities within 
this component. Another part of removable exergy destruction rate within the water-based heat exchanger 



(0.06 kW) could be eliminated by improving the remaining components (i.e. compressor and air-based heat 
exchanger). The results obtained from the proposed methodology indicated that the internally caused and 
removable exergy destruction rate in the expansion valve was zero. This means that the exergy destruction 
rate within this component could be reduced through the enhancement in the remaining components. The 
inside heat exchanger was found to be responsible for 0.12 kW of exergy destruction rate, which could be 
removed within the expansion valve. In addition, 0.38 kW of removable exergy destruction rate within the 
expansion valve were caused by irreversibilities within outside heat exchanger. Furthermore, 0.04 kW of 
removable exergy destruction rate within the expansion valve depended on irreversibilities taking place in the 
compressor. According to the results presented in Figure 6 the largest value of exergy destruction rate, which 
could be removed in the air-based heat exchanger, was internally caused (0.62 kW). Furthermore, 0.12 kW 
and 0.05 kW of avoidable exergy destruction within the outside heat exchanger depended on irreversibilities 
taking place in the compressor and the inside unit, respectively. 

Therefore, according to the results obtained the highest priority for improvement of the considered system had 
to be given to the air-based heat exchanger. This was due to the fact that the sum of the internally caused and 
the externally caused exergy destruction rates, which could be avoided within the investigated heat pump with 
the help of improving this component, was the highest one and equal to 1.32 kW (i.e. 58 %) (Figure 6). 
Secondly, the investigator needed to focus on the compressor, being accountable for 0.63 kW (i.e. 27 %) of 
avoidable exergy destruction within the evaluated system. Thirdly, the water-based heat exchanger 
enhancement was found to lead to a potential decrease of 0.35 kW (i.e. 15 %) of exergy destruction. 

 

Figure. 6.  Values of the internally caused and externally caused avoidable exergy destruction rates (kW) in 
the components of the R290 air-to-water reversible heat pump designed on the base of heating load and 
operated for covering 10kW and 7kW of heating and cooling loads, respectively. 

Compared to the results obtained from the previous case, slightly different values of the avoidable exergy 
destruction were evaluated within the studied system designed on the base of cooling load (see Figure 7). The 



system was operated for covering 8kW and 11kW of heating and cooling loads. The major differences were 
found to be associated with the avoidable parts of exergy destruction caused by the outside heat exchanger.  

 

Figure. 7  Values of the internally caused and externally caused avoidable exergy destruction rates (kW) in 
the components of the R290 air-to-water reversible heat pump designed on the base of cooling load and 
operated for covering 8 kW and 11 kW of heating and cooling loads, respectively. 

The impact of irreversibilities within the outside heat exchanger was decreased. As a result, the outcomes 
obtained showed that the outside, inside heat exchanger and the compressor had almost the same priority for 
improvement. The air-based heat exchanger revealed 0.56 kW avoidable exergy destruction within the system. 
Also, the water-based heat exchanger offered the potential to reduce 0.49 kW of exergy destruction rate. Also, 
the compressor enhancement was found to lead to a potential decrease of 0.47 kW of exergy destruction 
within the investigated system. 

Conclusions 
An exergy-based analysis has been carried out to evaluate the impact of different ratios between heating and 
cooling loads on the thermodynamic efficiency of a reversible air-to-water system with propane for providing 
heating and cooling needs. The following major findings have been found: 

- For the system sized using heating design loads undersizing and oversizing areas of the air-based 
and water-based heat exchangers were obtained, respectively, for covering the same cooling loads 
with the same pinch-point temperature differences and vice versa; 

- Such disagreement of designed and required heat transfer areas affect the distribution of 
irreversibilities within the components of the system significantly, mainly depending on the ratios 
between heating and cooling loads and the way of system design (based on heating or cooling load); 

- It has been found that for the ratios of heating loads and cooling ones within the range from 0.65 to 
1.2 the system should be sized based on the cooling loads. For such design approach lower total 



exergy destruction within the system could be obtained compared to the system sized on the base of 
heating loads. As the ratios of heating loads and cooling ones are higher than 1.2, the heating design 
load should be used for sizing system components. This is because the system designed on the base 
of cooling load could not be operated for covering heating needs due to technological limitations. 

- For the system sized on the base of heating loads removing the avoidable irreversibilities within the 
air-based heat exchanger offer the biggest decrease of the exergy destruction within the system; 

- thermodynamic improvement of the air-based, water-based heat exchanger and the compressor have 
approximately the same potential for increasing efficiency of the system designed on the base of 
cooling loads. 
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Nomenclature 
A  heat transfer area (m2) 

E  exergy rate (W) 

Q  heat transfer rate (W) 

h  specific enthalpy (J/kg) 

1k , sk , 2k , ek , a  and b  Pierre’s correlations constants 

m  mass flow rate (kg s−1) 

N  rotational speed (s−1) 

P absolute pressure (Pa) 

s specific entropy (J/(kg·K)) 
T temperature (K) 

U  overall heat transfer coefficient (W m−2 K−1) 

V  volume (m3) 

  specific volume (m3/kg) 

W  shaft power required by compressor (W) 

GWP global warming potential 

HFC hydrofluorocarbon 

HFO hydrofluoroolefin 

HVAC heating, ventilation, and air-conditioning 

LMTD  logarithmic mean temperature difference (K) 

Subscripts and superscripts 

air air 

CD condenser 

CM compressor 

D destruction 

EXT external 

EXV expansion valve 

EV evaporator 

F fuel 

gen generation 

INT, int internal 

is isentropic 

in inlet 

k k-th component 

MIN minimum 

out  outlet 

P product 

r r-th component 



ref refrigerant 

s swept 

vol volumetric 

water water 

wf working fluid 

0  reference state 

Greek symbols 

  convection heat transfer coefficient (W m−2 K−1) 

  efficiency (-) 
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Abstract: 

A differential mathematical model has been developed for the simulation of the ammonia-water absorption 
refrigeration system ROBUR®, model ACF60-00 LB. The model, with modular structure, contains the governing 
equations based on mass, species, and energy, implemented for the main system components. The model 
captures both thermal and mass resistance in the mass and transfer processes that simultaneously occur in 
the system. A calculation procedure is presented to evaluate the performance of the cooling system under off-
design conditions, when driven by hot water temperature ranging between 160 and 210 ºC. Performance of 
the system when the ambient temperature is up to 40ºC has been analysed, assumed that the pumped solution 
flow rate kept constant, and the high-pressure level may be used as a control strategy. Results show that, at 
ambient temperature of 40ºC, the cooling capacity of the is restricted by the size of the air-coolant absorber if 
the feed hot water temperature is 210ºC. However, difficulties in condenser operation reduce the cooling 
capacity of the system when the temperature of the feed water drops to 160ºC. In addition, at ambient 
temperature of 40ºC and feed water temperature of 210ºC, geometry restriction due to the rectifier and the 
solution-cooled absorber results in COP increase. In such working conditions, the refrigeration system 
operates at its maximum high-pressure level. 

Keywords: 

Thermodynamics; ammonia-water; hot climate; absorption; GAX; ASTEP 

1. Introduction 
The world's population is expected to reach 9,7 billion people in 2050 [1]. Population growth beside economic 
development and changing consumption pattern will be followed of a notable increase in energy and water 
consumption. Therefore, there is a greater concern to reduce the environmental impact of energy and to 
optimize the efficient use of water. Currently, there is a great deal of interest in absorption systems because 
of their environmentally friendly technology. Absorption systems can help to reduce CO2 emissions, slowing 
global warming and biodiversity loss. One of the main advantages of absorption systems is the possibility of 
using both waste heat from industrial processes and solar energy as a power source. In addition, absorption 
systems when air-cooled have no water consumption.  

In this framework, the European ASTEP project has, among other main goals, to demonstrate the feasibility 
of the application of solar thermal energy to partially cover the cooling demands at an industrial site. 
Specifically, one of the tasks is partially satisfy the MANDREKAS dairy company cooling demand, at 5ºC, at 
different operating conditions, such as feed hot water temperature and outdoor temperature.  Feed hot water 
temperature is supplied by a patented solar concentrator (sun dial). 

The ammonia-water mixture is particularly suitable for generating chilled water at sub-zero temperatures in 
air-cooled systems. The most relevant drawback of the ammonia-water mixture, which determines the 
operation of the absorption systems, is that the vapor pressure of the water is not negligible as compared to 
the vapor pressure of the ammonia. As a result, the refrigerant always contains a small amount of water. The 
presence of water in the evaporator significantly deteriorates the performance and the efficiency of the system. 
The water content in the refrigerant can be reduced by using a distillation column [2]-[3], a condensation 
rectifier [5]. The efficiency of the system may be improved when the absorption system operates according to 
a GAX cycle. The key problem in the GAX cycle is the heat transfer between the absorber and the generator 
[6].   

In the present analysis, a differential mathematical model with modular structure has been developed. The 
model implemented is based on the equations developed by Colburn and Drew for the condensation of a 
binary vapor mixture with a miscible condensate, [7]. The model includes the mass transfer resistance in both 
the liquid and vapor phases, which is dominant in the mass transfer processes occurring in an absorber system 



 
 
[8]. The discretized and modular character of the model together with the consideration of mass transfer 
resistances gives it a high reliability. The model studies the performance and efficiency of the ammonia-water 
absorption refrigeration system ROBUR®, model ACF60-00 LB, at part load operation, focusing on the 
operating condition in hot climate when driven with hot water at high and low temperature. Limitations in the 
operation of the chiller to ambient temperature beyond 40ºC are analysed. 

 

2. Methodology 

2.1 System description 

To study the performance of the single effect air-cooled ammonia/water absorption chiller, a mathematical 
model has been implemented in Engineering Equation Solver Software, on the bases of mass, species and 
energy conservation balances. The material thermal properties have been evaluated from [9]. Figure 1 shows 
a schematic diagram of the chiller. The geometry of the different devices of which the chiller consists, are 
detailed in Table 1. The distillation column includes a rectifying section and a stripping section, located 
respectively, above and below of the column feed entry point. A rectifier completes the purification system to 
achieve vapor refrigerant with a high grade of purity. The lack of appreciable benefits that the rectifying section 
entails, beside the decrease of COP associated with the use of coupled fluid-cooled rectifier [2]-[3] justifies 
considering the purifying system to consist of a distillation column fed from above (only with striping section) 
helped by a concentrated solution-cooled rectifier to obtain refrigerant vapor of the required purity. This 
assumption is corroborated by the schematic diagram of the ROBUR [10]-[11]. An solution-cooled absorber 
operates as regenerative generator absorption heat chiller, GAX [12]. The chiller includes three restrictors. 
Restrictors 2 and 3 allow to reestablish the low-pressure level at the inlet of the solution pump. In this study, it 
is assumed that restrictor 1 allows regulate both high- and low-pressure levels to optimize the chiller 
performance. 

 

Figure. 1: Schematic diagram of the ammonia-water absorption chiller ROBUR model ACF60-00 LB 

The coupling between the absorption and desorption processes is achieved in the solution-cooled absorber 
(CABS), which operates, on the one hand, thanks to the temperature reduction that occurs in the lean solution 
flow that leaves the desorber as it passes through the distillation tower (DC), the solution heat exchanger 
(SHX) and the solution valve (SV), to finally enter the CABS. On the other hand, the rich solution leaving the 
absorber increases significantly in temperature as it passes through the solution cooled rectifier (CR), until it 
reaches values close to the dew point temperature of the steam leaving the distillation tower to the rectifier. 
Therefore, the performance of the absorption system according to a GAX cycle depends on the heat recovery 
efficiency in DC, SHX and CR. 

Condenser, air-cooled absorber, and evaporator tubes are described by its inner diameter, Di, and thickness, 
e. The number of tubes is fixed for condenser and absorber, while the tubes length for these devices are 
obtained in the design process. Conversely, the evaporator tubes length, L, is fixed, while the number of baffles 



 
 
for the chilled water passage is obtained in the design process. In addition, the refrigerant quality at the exit of 
evaporator is fixed at 0,96 to limit the temperature glide. It is assumed that both solution-cooled absorber and 
the solution-cooled rectifier consist of a helical tube. Vapor mass fraction at the rectifier outlet, efficiency of the 
solution-cooled absorber and the number of turns for both the rectifier and the air-cooled absorber are 
determined by an iterative process. Nevertheless, while the number of turns remain invariable once are 
determined, both vapor mass fraction at the rectifier outlet and efficiency of the solution-cooled absorber is 
determined according to the operational conditions of the chiller. Refrigeration heat exchanger is modeled 
assuming that its efficiency is 0,9. 

The distillation column geometry is defined by its inner diameter Di, hole diameter, dh=0,00381 m, tray 
thickness, etray, tray spacing, St, weir length, lw, hole pitch, sh=3 dh, weir height, hw. and two relationships, f1 
and f2 [13], being At=π/4 Di

2, Ad, and Aa=At-2Ad, the column area, the downcomer area and the active area, 
respectively. ew refers to the weight of the liquid entrainment per unit weight of vapor flowing in the distillation 
column. The reboiler is assumed to be a cylinder equipped externally with annular fins, with the hot water in 
cross flow over the cylinder, through the resulting fined annuli passage. The geometry of the finned external 
surface for condenser, absorber and reboiler annuli, determined by its thickness, tm, and pitch, s, of their fins 
are shown in table 1.  

Table 1.  Chiller geometry. 

Condenser/air-cooled absorber Rectifier/solution 

cooled absorber 

Evaporator 

Di [m] 0.02 Dto [m] 0.075 Di [m] 0.015 

tm [m] 0.0002 Dti [m] 0.045 e [mm] 0.002 

s [m] 0.003 Dwi [m] 0.0065 s [m] 1.15(Di+e) 

e [m] 0.002 e [m] 0.002 Ntube 35 

Ntube 2   Di,shell [m] (Ntube +1) s 

    L [ m] 1.1 

 

Reboiler Distillation column 

hf [m] 0,63 Di [m] 0.075 

tm [m] 0,0004 Ad [m2] 0.12 At 

s [m] 0,003 St [m] 0.15 

 hw [m] 0.1 St 

etray [m] 0.003 𝐴𝑑 𝐴𝑡⁄  𝑓1(𝑙𝑤 𝐷𝑖⁄ ) 𝐴ℎ 𝐴𝑎⁄  𝑓2(𝑑ℎ 𝑠ℎ⁄ ) 

 

 

2.2. Mathematical models 

Mathematical models have been developed for each of the key devices that make up the absorption machine 
[11]. Such models provide the flow, temperature, concentration of liquid and vapor phases throughout the 
length of these devices. The following assumptions have been considered: 

• Processes are in steady-state 

• Heat losses to the ambient are neglected 

• Flow is one-dimensional 

• Heat and mass transfer is in radial direction of the tube  



 
 

• Pressure in distillation column, rectifier, solution-cooled absorber, air-cooled absorber, evaporator 
and condenser is constant 

2.2.1 Distillation column 

It is assumed that the rectifying section of the distillation column is avoided in the model, due to is low efficiency 
[3]. Vapor generated in a lower tray interacts with the liquid solution from the upper tray increasing its ammonia 
content. Simultaneously, the liquid solution coming from the reboiler dissimilates its temperature on its way to 
the heat exchanger, located at the top of the tower, by interacting with the liquid coming down from the 
successive trays. For simplicity, the interaction between the liquid coming from the reboiler and the steam 
generated in each of the trays is disregarded. The ammonia molar fraction of the vapor leaving the i-tray, �̅�𝑣,𝑖, 
is obtained calculating the Murphree vapor plate efficiency, eM. In that way,    �̅�𝑣,𝑖 = �̅�𝑣,𝑖−1(1 − 𝑒𝑀) + 𝑒𝑀�̅�𝑣 𝑒,𝑖, (1) 

where �̅�𝑣 𝑒,𝑖 , refer to the molar fraction of the vapor leaving the i-tray at thermodynamic equilibrium. The 
Murphree vapor plate efficiency is obtained as 𝑒𝑀 = 6.8 (𝑁𝑅𝑒𝑁𝑆𝑐)0.1 (𝑁𝐷𝑔𝑁𝑆𝑐)0.115

, (2) 

here 𝑁𝑅𝑒, 𝑁𝑆𝑐, 𝑁𝐷𝑔 are dimensionless groups depending on some thermodynamic properties of the liquid (L, 

L, L, Dkl, evaluated with the Wilke-Chang expression [13], vapor velocity and geometrical characteristics of 
the column (fractional free area, 𝐴ℎ 𝐴𝑡⁄ , and weir height, hw). The effect of the liquid entrainment in the 
Murphree vapor plate efficiency has also been considered by using the Fair method [13]. The reboiler 
Murphree efficiency is assumed to be 1. The vapor purification process is eventually completed by partial 
condensation in the liquid-cooled rectifier. Reboiler is considered as an additional tray. Conservation equations 
for mass, species and energy in a generic tray are expressed as 
 �̇�𝐿,𝐹 + �̇�𝐿,𝑖+1 + �̇�𝑉,𝑖−1 = �̇�𝐿,𝑖−1 + �̇�𝑉,𝑖+1, (3) 𝑥𝐹�̇�𝐿,𝐹 + 𝑥𝐿,𝑖+1�̇�𝐿,𝑖+1 + 𝑥𝑉,𝑖−1�̇�𝑉,𝑖−1 = 𝑥𝐿,𝑖−1�̇�𝐿,𝑖−1 + 𝑥𝑉,𝑖+1�̇�𝑉,𝑖+1, (4) ℎ𝐿,𝐹�̇�𝐿,𝐹 + ℎ̃𝐿,𝑖+1�̇�𝐿,𝑖+1 + ℎ𝑉,𝑖−1�̇�𝑉,𝑖−1 + �̇�𝑟𝑒𝑏 = ℎ̃𝐿,𝑖−1�̇�𝐿,𝑖−1 + ℎ𝑉,𝑖+1�̇�𝑉,𝑖+1, (5) ℎ𝐿,𝑖+1�̇�𝐿,𝑖+1 + ℎ𝑑𝑃,𝑖  �̇�𝑑𝑃 = ℎ̃𝐿,𝑖+1�̇�𝐿,𝑖+1 + ℎ𝑑𝑃,𝑖+1�̇�𝑑𝑃, (6) 

(ℎ𝑑𝑃,𝑖 − ℎ𝑑𝑃,𝑖+1) �̇�𝑑𝑃 = 𝜋𝐷𝑤𝑜𝑒𝑡𝑟𝑎𝑦ℎ𝑡,𝑑𝑃 (𝑇𝑑𝑃 𝑖−𝑇𝑤0)−(𝑇𝑑𝑃 𝑖+1−𝑇𝑤0)𝑙𝑛( 𝑇𝑑𝑃 𝑖−𝑇𝑤0𝑇𝑑𝑃 𝑖+1−𝑇𝑤0)  (7) 

where F refers to the feed flow, applicable in the feed tray. �̇�𝑟𝑒𝑏 refers to heat flux supplied by the hot water 
supply, applicable in the bottom tray. Eq (7) models the heat transfer process that takes place between the 
dilute solution and the concentrated solution in the gap between consecutive trays. ℎ𝑡,𝑑𝑃 refers to the heat 
transfer coefficient between the dilute solution and the tube wall.  

 
2.2.2 Air-cooled absorber, solution cooled absorber and rectifier 

Bulk temperature of the liquid phase, TbL, is obtained by means of mass, species and energy balance at the 
vapor and liquid interface. Namely, mass balance at interface, which states than the mass transfer between 
the vapor and the liquid phases must be equal, can be expressed as Eq. (8), where a film model is used. Eq. 
(9) is obtained stating a balance energy at the liquid vapor interface [7]   𝑓1(𝑇𝑖 , 𝑧 ) = 0, (8) 𝑓2(𝑇𝑖 , 𝑧 ) = 0, (9) 

In these equations, z refers to the ratio of ammonia to total molar flux through the interface and 𝑇𝑖  is the 
temperature interface. An iterative process leaves to calculate total and partial mass fluxes transferred through 
the interface, �̇�,  �̇�𝑁𝐻3 and �̇�𝐻2𝑂. New vapor condition is calculated from mass and energy balance in the bulk 
vapor phase based on the differential control volume, which stablish that 𝑑�̇�𝑣 = −�̇�, (10) 



 
 𝑑(𝑥𝑣𝑏�̇�𝑣) = −�̇�𝑁𝐻3, (11) 𝑑(ℎ𝑣𝑏�̇�𝑣) = −(�̇�𝑁𝐻3 ∙ ℎ𝑣,𝑁𝐻3 + �̇�𝐻2𝑂 ∙ ℎ𝑣,𝐻2𝑂 + �̇�𝑣,𝑖), (12) 

Similarly, flow rate, temperature and composition of the liquid phase at the exit of the control volume may be 
obtained with mass balance in the bulk liquid, which states that 𝑑�̇�𝑙 = �̇�, (13) 𝑑(𝑥𝑙𝑏�̇�𝑙) = �̇�𝑁𝐻3, (14) 𝑑(ℎ𝑙𝑏�̇�𝑙) = −𝑑(ℎ𝑣𝑏�̇�𝑣) − �̇�𝑐𝑓,𝑖, (15) 

The pumped mass flow rate is assumed to be constant, equal to 0,045 kg/s. 

 

2.2.3 Evaporator and condenser 

Bulk temperature of the biphasic phase is obtained by means of energy balance ℎ𝑖�̇�𝑖 + ℎ𝑐𝑓,𝑖�̇�𝑐𝑓 = ℎ𝑖+1�̇� 𝑖+1 + ℎ𝑐𝑓,𝑖+1�̇�𝑐𝑓, (16) 

2.2.4 Reboiler 

The energy balance is expressed as ℎ𝐿 2�̇�𝐿 2 + ℎ𝑐𝑓,𝑟𝑒𝑏 𝑖𝑛�̇�𝑐𝑓,𝑟𝑒𝑏 𝑖𝑛 = ℎ𝐿,1�̇� 𝐿,1 + ℎ𝑐𝑓,𝑟𝑒𝑏 𝑜𝑢𝑡�̇�𝑐𝑓,𝑟𝑒𝑏 𝑜𝑢𝑡, (17) 

where subscripts L1 and L2 refers, respectively, to the liquid coming out to the tray 1 and 2 of the distillation 
column 

 

2.2.5 Heat flux in condenser, air-cooled absorber and reboiler  

These devices are externally finned. The heat flux transferred between the coolant and the bulk solution of the 
discrete element i, �̇�𝑐𝑓,𝑖 , is evaluated as �̇�𝑐𝑓,𝑖 = 𝑈𝐴𝑐𝑓,𝑖 ∙ 𝐷𝑇𝐿𝑀𝑖, (18) 

where 𝑈𝐴𝑐𝑓,𝑖 is the thermal conductance referred to the element outer finned surface, Acf, i, defined as 1𝑈𝐴𝑐𝑓,𝑖 = 1ℎ𝐿𝑤𝐴𝐿,𝑖 + 1𝜂∙ℎ𝑐𝑓A𝑐𝑓,𝑖 + 𝐷𝑖2 𝑘𝑤𝐴𝐿,𝑖 𝑙𝑛 (𝐷𝑤0𝐷𝑤𝑖 ), (19) 

𝐷𝑇𝐿𝑀𝑖 is the logarithm mean temperature difference, calculated as 𝐷𝑇𝐿𝑀𝑖 = (𝑇𝐿−𝑇𝑐𝑓 𝑖)−(𝑇𝐿−𝑇𝑐𝑓 𝑖+1)𝑙𝑛( 𝑇𝐿−𝑇𝑐𝑓 𝑖𝑇𝐿−𝑇𝑐𝑓 𝑖+1) , (20) 

 is the overall outer surface efficiency, evaluated as 𝜂 = 1 − 𝐴𝑓,𝑖 𝐴𝑐𝑓,𝑖⁄ (1 − 𝜂𝑓), where 𝜂𝑓is the fin efficiency 
and Af,i is the element fin area. In case of the reboiler, only one discrete volume has been considered. The 
cooling air-facing velocity is fixed at 1,25 m/s   

 

2.2.6 Heat flux in rectifier, solution-cooled absorber and evaporator  

The heat flux transferred between the coolant and the bulk solution of the discrete element i is evaluated as �̇�𝑐𝑓,𝑖 = 𝐴𝑐𝑓,𝑖(𝑇𝑤0−𝑇𝑐𝑓,𝑖)1ℎ𝑐𝑓+𝑙𝑛(𝐷𝑤𝑜/𝐷𝑤𝑖)2𝑘𝑤/𝐷𝑤𝑖 , (21) 

where Tw0 is the temperature of the outer wall of the tube 

 

2.3. Heat and mass transfer coefficients 

In the reboiler, the heat transport coefficient between the finned tube wall and the coolant is obtained from [15] 
and the heat transfer coefficient in the solution side is calculated from Táboas et al. [16], to consider the mass 



 
 
transfer resistance though the liquid-vapor interface at solution side. The correlation proposed by Klimenko 
[17] is used between the biphasic refrigerant and the tube surface. In the evaporator, the heat transport 
coefficient between the tube wall and the coolant is obtained following the procedure described in [18] for the 
shell-side heat transfer in baffled shell-and-tube heat exchangers. In the condenser and in the absorber, the 
heat transfer coefficient between the liquid and the tube surface is calculated from the film wise condensation 
theory in a horizontal tube. In laminar regime, the heat transfer coefficient is obtained from the Nusselt equation 
for a smooth film [18] ignoring the vapor shear stress effect. The increase in heat transfer due to the waviness 
of the film flow is considered with the Kutateladze and Gogonin equation [18]. In turbulent regime, the Yüksel 
and Müller equation [18] has been used to calculate the heat transfer coefficient. Corrections proposed by 
Numrich equations [18] have been applied to consider the effect of the shear stress at the condensate film 
surface, both in laminar and turbulent regime. The heat transport coefficient between the solid surface and the 
coolant for absorber and condenser has been evaluated by [18]. In the absorber, the heat transfer coefficient 
between the liquid and the liquid vapor interface is assumed to be equal to the heat transfer coefficient between 
the liquid and the tube wall. The heat transfer coefficient in the refrigerant vapor phase is obtained from 
Gnielinski [18]. The mass transfer coefficient is calculated by means of the Chilton and Colburn analogy [18] 
from the heat transfer coefficient.  

 

2.4. Solution method 

An iterative process has been implemented to integrate each device that make up the absorption chiller and, 
thus, to determine the performance of the chiller. It is assumed that the following parameters have fixed values: 
geometry of the refrigeration system, detailed in Table 1, mass fraction of the solution filled, 𝑥0, quality of the 
refrigerant at the evaporator outlet, Qevap out, mass flow rate of the pumped solution,  �̇�𝑑𝑅, air-facing velocity, 
va, and mass flow rate of feed hot water,. Both Nturns, rect and Nturns, cabs are fixed values, which must be 
determined to satisfy all operating conditions. In addition, the mass flow rate of the chilled water, �̇�𝑐𝑓,𝑒𝑣𝑎𝑝, may 
be altered, according to the manufacturer data. 

For every operating condition of the absorption system, determined by the ambient temperature and the 
temperature of the hot water supply, the magnitudes that must be calculated are: the loss of pressure in the 
valve 1, that participates in determining PH, and PL,  and thus, the minimum interface area of the condenser 
and of the air-cooled absorber, xref, which allows the coupling of the rectifier, effcabs, which allows the coupling 
of the solution-cooled absorber, and �̇�𝑐𝑓,𝑒𝑣𝑎𝑝, which allows the coupling of the evaporator. The calculation 
procedure is summarized below. 

1. Guess the number of the turns of the rectifier, Nturns, rect 
2. Guess the number of the turns of the solution-cooled absorber, Nturns, cabs 

3. Guess the los of pressure in valve 1, Pvalv1 

4. Calculate the high-pressure level, PH, given by Pvalv1 added to the condensation pressure of the 
saturated refrigerant at ambient temperature  

5. Guess the refrigerant mass fraction, xref,  
6. Guess the low-pressure level, PL 
7. Guess the refrigerant mass flow rate �̇�𝑟𝑒𝑓 

8. Calculate the circulation ratio f given by �̇�𝑟𝑒𝑓/�̇�𝑑𝑅 

9. Calculate the mass fraction of the dilute solution, xdP, given by (𝑓 ∙ 𝑥0 − 𝑥𝑟𝑒𝑓) (𝑓 − 1)⁄  

10. Calculate the mass fraction of the concentrate solution, xdR, given by (1 − 1 𝑓⁄ )𝑥𝑑𝑃 + 𝑥𝑟𝑒𝑓 𝑓⁄  

11. Calculate the dilute solution flow rate, �̇�𝑑𝑃, given by �̇�𝑑𝑅 − �̇�𝑟𝑒𝑓 

12. Calculate the reboil heat flux, �̇�𝑟𝑒𝑏, the mass fraction, mass flow rate and specific enthalpy of the vapor 
flow coming out of the upper tray of the distillation column and the temperature of the liquid flow from 
the reboiler, given by Eqs (1)-(7)  

13. Guess the temperature of the solution at the pump outlet, Tpump out 
14. Guess the efficience of the solution-cooled absorber, effcabs 
15. Guess the reflux ratio and the mass fraction and temperature of the condensate at the rectifier outlet, 

TR and xR, respectively 

16. Check �̇�𝑟𝑒𝑏 using Eqs (18)-(20). If verified, go to step 17. Otherwise, guess a new value of �̇�𝑟𝑒𝑓 and 

go to step 8 
17. Check the interface area of the evaporator using Eqs (16) and (21). If verified, go to step 17. Otherwise: 

o guess a new value of �̇�𝑐𝑓,𝑒𝑣𝑎𝑝, and go to step 17, or 

o guess a new value of PL and go to step 12 



 
 

18. Check the reflux ratio and the temperature and mass fraction of the condensate at the rectifier outlet 
using Eqs (8)-(15). If verified, go to step 19. Otherwise, guess new values of reflux ratio, TR and xR 
and go to step 16 

19. Check the number of turns of the rectifier, Nturns, rect using Eqs (8)-(15) and Eq. (21). If verify, go to step 
20. Otherwise, guess a new value of xref and go to step 9 

20. Calculate the refrigerant mass flow rate absorbed in the solution-cooled absorber, �̇�𝑟𝑒𝑓,𝑐𝑎𝑏𝑠, using 

Eqs (8)-(15) and Eq. (21).  
21. Check the number of the solution-cooled absorber, Nturns, cabs, using Eqs (8)-(15) and Eq. (21). Check 

effcabs. If verified, go to step 22. Otherwise, guess a new of effcabs and go to step 15 
22. Calculate the interface area of the air-cooled absorber, Aabs, using Eqs. (8)-(15) and Eqs. (18)-(20). If 

the resulting frontal area is greater that of the comercial chiller, guess a new value for Pvalv1 and go 
to steep 4  

23. Check Tpump out. If verified, go to step 24. Otherwise, guess a new value of Tpump out and go to step 16 
24. Calculate the interface area of the condenser using Eqs. (8)-(16) and (18)-(20). If the interface area is 

greater that a certain máximum value, guess a new value for Pvalv1 and go to steep 4 
 
Table 2 shows input and output parameters of each device to carry out the described iterative process. 
 

Table 2.  Iterative process. Input and output parameters. 

Distillation column  reboiler Evaporator 

input output input output input output �̇�𝑑𝑅, �̇�𝑟𝑒𝑓 𝑥𝑑𝑅, 𝑥𝑟𝑒𝑓 

 

xv upper, �̇�𝑣,𝑢𝑝𝑝𝑒𝑟  ℎ𝑣,𝑢𝑝𝑝𝑒𝑟  

�̇�𝑟𝑒𝑏 �̇�𝑐𝑓 𝑟𝑒𝑏 

 Tcf reb in 

�̇�𝑟𝑒𝑓 �̇�𝑒𝑣𝑎𝑝 

COP 

xref, Qevap, out, �̇�𝑒𝑣𝑎𝑝 

PL 

Leff, evap 

xR, TR, Tpump, out 

Reflux ratio 
�̇�𝑟𝑒𝑏 xv bottom, xL 2 �̇�𝐿,2 

 �̇�𝑐𝑓 𝑒𝑣𝑎𝑝 

Tcf evap out 

 

Pvalv1, PL h dP cabs in Pvalv1  �̇�𝑟𝑒𝑓  

 

 

rectifier Solution-cooled 
absorber 

Air-cooled absorber Condenser 

input output input output input output input output 

x,ref   

Pvalv1 

N turns, rect xm,ref, 

PL, Pvalv1 

�̇�𝑟𝑒𝑓,𝑐𝑎𝑏𝑠 vair, Tamb Tpump, out vair, 

Tcf out 

abs,m 

Leff cond 

 

Tpump out, 

hv cond in 

xR, TR, 
xref, Tcf out 

hv top 

Tref cabs in, 
TdP, cabs in, 
Tcf cabs in 

N turns, cabs 

 

�̇�𝑟𝑒𝑓,𝑎𝑏𝑠, 𝑥𝑟𝑒𝑓,,𝑐𝑎𝑏𝑠 𝑜𝑢𝑡 �̇�𝐿,,𝑎𝑏𝑠,𝑖𝑛 , 𝑥𝐿 𝑐𝑎𝑏𝑠 𝑜𝑢𝑡 Leff abs Pvalv1 
hv cond in 

 

xdR,  

xv top 

Reflux 
ratio 

xdP, 

effcabs 

 𝑇𝐿,,𝑎𝑏𝑠,𝑖𝑛, 𝑥𝐿 𝑐𝑎𝑏𝑠 𝑜𝑢𝑡  �̇�𝑟𝑒𝑓, 
xref 

 

�̇�𝑟𝑒𝑓 , �̇�𝑑𝑅 �̇�𝑣,𝑡𝑜𝑝 �̇�𝑑𝑃 ,�̇�𝑑𝑅 𝑥𝐿 𝑐𝑎𝑏𝑠 𝑜𝑢𝑡 PL    

 

 

2.4.1. Mathematical model validation 

Model has been validated with the data supplied by the manufacturer. Figure 2 compares measured 
(manufacturer data) and predicted (model), provided that the loss of pressure in valve 1 to be the suitable.  

The agreement is fair in the whole range of ambient temperature and of hot feed water analysed. Nevertheless, 
the validity range of the implemented model cannot be extended to ambient temperatures above 40ºC, as 
explained below. 

 



 
 
 

   

Figure. 2.  Measured and predicted values for the performance of the ammonia-water chiller: a) cooling 
capacity, b) coefficient of performance. 

 

3. Results 

Figure 3 depicts shows the effect of the loss of pressure in valve 1 on the high-pressure levels at each operating 
condition, determined by the feed water temperature and the ambient temperature, ºC. It is observed that, for 
a certain value of Pvalv1, PH increases with ambient temperature as the refrigerant condensing pressure 
increases. PH also increases with hot water supply temperature as the mass fraction of the dilute solution 
decreases.  

 

 

Figure. 3.  High-pressure level in the ammonia-water absorption system. Box: feed hot water temperature and 
ambient temperature, ºC 

Figure 4 shows the evolution of the logarithmic mean temperature difference in the condenser, LMDTcond, when 
varying Pvalv1. The results shows that LMDTcond increases notably when Pvalv1 increases, due to PH rise. The 
ambient temperature has also influence on the LMDTcond. This is because the condensing pressure of the 
refrigerant decreases. 

It is concluded that the operational limit of an absorption system operating at high ambient temperature and 
low feed water temperature is established by the size of the air-cooled condenser.    

Figure 5 left illustrates the evolution of the low-pressure level, PL. Results shows that, in all operating 
conditions, PL decreases as the ambient temperature drops. This is because PL is eventually determined by 
thermal resistance between the refrigerant vapor being absorbed and the coolant-air at the outlet of the air-
cooled absorber. Results also show that PL increases as the temperature of the feed hot water decreases. 
This is attributable to the influence exerted by the refrigerant mass flow rate, �̇�𝑟𝑒𝑓, as it is explained below.  
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Figure. 4.  Condenser: a) logarithmic mean temperature difference, b) Minimum required transfer area, 
expressed as a percentage of its geometric area. Box: feed hot water temperature and ambient temperature, 
ºC 

Figure 6 left shows the evolution of the cooling capacity, that is, of the refrigerant mass flow rate, with the 
operating conditions. Figure 6 right illustrates the influence of the temperature of the feed hot water on the 
logarithmic mean temperature difference of the evaporator, LMTDevap. When comparing results in Figure 5 and 
Figure 6, it can be observed that evaporator coupling results in PL reduction and LMTDevap increase when �̇�𝑟𝑒𝑓 
increases. However, when the temperature of the hot water is 210º C, LMTDevap experiences a slight increase 
instead when �̇�𝑟𝑒𝑓 is incremented. This is due to, at 210ºC, the rectifier coupling entails refrigerant mass 
fraction increases as the ambient temperature does, as will see later, what favours LMTDevap increase. 

 

    
Figure. 5. a) Cooling capacity of the ammonia-water absorption system. b) Coefficient of performance. Box: 
feed hot water temperature and ambient temperature, ºC.  

 

     
Figure. 6. a) Logarithmic mean temperature difference of the evaporator. b) Low-pressure level. Box: feed hot 
water temperature and ambient temperature, ºC.   

 

Figure 7 left illustrates the evolution of the effectiveness of the solution-cooled absorber, effcabs, and the 
refrigerant mass fraction that allows the coupling of the rectifier and of the solution-cooled absorber. Results 
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show that effcabs decreases as the ambient temperature increase when the temperature of the feed hot water 
is 210ºC. Hence, the temperature of the concentrated solution flow at the CABS outlet reduces, what favours 
the absorption system to operate as a GAX cycle, even when the ambient temperature is high. In addition, 
results shows that xref increases as the ambient temperature increases when the temperature of the feed hot 
water is 210ºC. This behaviour, particularly noteworthy when the ambient temperature approach to 40ºC, 
favours COP when the ambient temperature is high.  

Figure 7 right shows the influence of the feed water temperature on the minimum area required by the air-
cooled absorber, Aabs, normalized with the geometric area of the air-cooled absorber. Results show that Aabs 
increases when the temperature of the feed hot water increases. In fact, set the feed water temperature, PL 
must be larger than a certain value, which increases as the ambient temperature increases, to assure that Aabs 
remains below the geometric area of the air-cooled absorber. Results show that Aabs quickly dismisses when 
PL increases. In this sense, since PL increase as Pvalv1 does, high values of Pvalv1 are preferred when the 
ambient temperature is high to assure a high cooling capacity. However, reached the maximum value of PH, a 
higher ambient temperature entails a reduction of �̇�𝑟𝑒𝑓. Otherwise, �̇�𝑟𝑒𝑓  cannot be absorbed in its entirety. 

It is remarkable that, despite the feed water temperature is 210ºC, Aabs keeps far from its geometric value when 
the ambient temperature is 15ºC as compared with that obtained at 30ºC. This behaviour is due to PL is quite 
similar for both ambient temperatures. 

It is concluded that the operational limit of an absorption system operating at high ambient temperature and 
high feed water temperature is established by the size of the air-cooled absorber.    

 

          
Figure. 7. a) Effectiveness of the solution-cooled absorber. Refrigerant mass fraction. Box: Feed hot water 
temperature, ºC, b) Minimum required transfer area of the air-cooled absorber, expressed as a percentage of 
the geometry area 

 

4. Conclusions 
In this studio, a detailed analysis of the heat and mass transfer processes that take place in an air-cooled 
ammonia-water system that operates according to a GAX cycle. The goal is to achieve a detailed inside of the 
refrigeration system when operates at part load, particularly in hot climates. With that objective, a mathematical 
model has been developed. The model captures both thermal and mass resistance in the mass and transfer 
processes that simultaneously occur in the system. The discretized character of the model, with modular 
structure, together with the consideration of mass transfer resistances gives it a high reliability. The model has 
been validated with the data of the absorption system manufactured by ROBUR®, model ACF60-00 LB, 
provided by the manufacturer. 

A calculation procedure is presented to evaluate the performance of the cooling system under off-design 
conditions, when driven by hot water temperature in the range from 160 and 210 ºC and operating in ambient 
temperature from 15 to 40ºC. It has been assumed that the pumped solution flow rate keeps constant, and the 
high-pressure level may be used as a control strategy. 

Limitations in the operation of the chiller to ambient temperature beyond 40ºC are analysed. Results show 
that, at high ambient temperature, the cooling capacity of the system when the hot water temperature is 210 
ºC is restricted by the size of the air-coolant absorber. On the other hand, difficulties in condenser operation 
reduce the cooling capacity of the system at high ambient temperature when the feed hot water temperature 
is 160ºC. At high ambient temperature and high feed hot water temperature, geometry restrictions due to 
rectifier and to solution-cooled absorber results in high COP, what favours the system operation. However, at 
such operating condition, the refrigeration system demand for the maximum high-pressure level. Such COP 
improvement is due to the refrigerant mass fraction increase and efficiency solution-cooled absorber decrease. 
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Nomenclature 
Abbreviations 
Symbols: 
A area transfer 
Aa active area of the tray, m 
Ad downcomer area 
Ah hole area of the tray, m 𝐴ℎ 𝐴𝑡⁄  fractional free area  
An net open liquid area of one tray 
At tower cross-section area, m2 

CABS solution-cooled absorber 
Dw  wall diameter, m 
DLK diffusivity of the liquid light key 
dh hole diameter of the tray in the distillation column 
e  wall thickness, m 
etray tray spacing in the distillation column, m 
eM Murphree vapor plate efficiency 
ew weight of the liquid entrainment per unit weight of vapor flowing in the distillation column 
f circulation ratio, �̇�𝑑𝑅/�̇�𝑟𝑒𝑓 
FA fractional free area 
G superficial mass vapor velocity based on the cross-sectional area of the column  
h  reboiler length, m  
h specific enthalpy, kJ/kg 
h heat transfer coefficient  
hf  fin length, m 
hm mass transfer coefficient 
hw weir length in the distillation column 
lw hole pitch of the tray in the distillation column �̇�  mass flux 𝑁𝐷𝑔 dimensionless group, 𝜎𝐿/𝜌𝐿𝑈𝑣 𝑁𝑆𝑐 dimensionless group, 𝜇𝐿/𝜌𝐿𝐷𝐿𝐾  𝑁𝑅𝑒 dimensionless group, ℎ𝑤𝐺/𝜇𝐿𝐹𝐴  
P  pressure, kPa �̇� heat flux 
RECT solution-cooled rectifier 
RHX refrigerant heat exchanger 
s  fin pitch, m 
St weir length, m 
SHX solution heat exchanger 
T temperature, ºC 
tm  fin thickness, m 
V velocity 
x mass fraction 
z ammonia to molar flux ratio across the vapor-liquid interface  
 
Greek symbols 

 viscosity, kg/m-s 
 density, kg/m3 
 surface tension, N/m 
 
Subscripts and superscripts 
abs air-cooled absorber 
air coolant air 
cabs solution-cooled absorber 
cond air-cooled condenser 



 
 
cf coupling fluid 
dP dilute solution in ammonia 
dR concentrate solution in ammonia 
e  at thermodynamic equilibrium 
evap evaporator 
H2O water content 
H high level 
i inner  
i interface 
L liquid 
L low level 
F feed of the column distillation  
NH3 ammonia content 
o outer 
reb reboiler 
rect solution-cooled rectifier  
ref refrigerant 
V vapor 
̅ molar basis  
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Abstract: 
The present study presents the thermodynamic design of a vessel waste heat recovery prototype based on a 
cascade Organic Rankine Cycle (ORC) and an ejector cooling-vapor compression cycle (EVCC) in the context 
of the ZHENIT project. The system can be driven by high-temperature (>120 °C ) and a low-temperature (<80 
°C) waste heat and features 3 main operating modes: 1) electricity-only, 2) combined heat and power (CHP) 
via heat recovery from the ORC condenser and 3) combined cooling and power (CCP) from the simultaneous 
operation of the ORC and EVCC. Waste heat is supplied to the ORC (topping cycle), while heat recovered 
during the desuperheating is used for driving the EVCC (bottoming cycle). A series of parametric analyses 
were carried out to investigate the influence of key design parameters (working fluids and maximum ORC and 
EVCC temperatures, recuperator temperature rise, condensation temperature, compressor pressure ratio) on 
the performance of the prototype and select its design point. R1233zd(E) and R1234ze were found to be the 
best-performing fluids in the ORC and EVCC, respectively. Furthermore, the selected design ORC evaporation 
temperature is 120 °C, the condensation temperature (CHP mode) is 50 °C, while the EVCC generator 
evaporation temperature and compressor pressure ratio (CCP mode) are equal to 52 °C  and 0.84, 
respectively. Under the above conditions, the prototype ORC electric efficiency is up to 12.62% (electricity-
only mode), while the overall electrical and CCP efficiency (CCP) are 10.29% and 14.96%, respectively. 
Finally, the electrical COP of the EVCC is 7.62. 

Keywords: Thermodynamics; ORC; ejector cooling; waste heat; CHP; CCHP; trigeneration. 

1. Introduction 
The Organic Rankine Cycle (ORC) is a widely considered technology for electricity production from low-
temperature heat sources such as solar, biomass, geothermal and waste heat from industrial processes as 
well as exhaust gases and hot jacket cooling water of internal combustion engines of stationary and mobile 
applications, such as maritime vessels [1, 2]. Especially in the maritime industry, large amounts of fossil fuels 
are annually consumed for ship propulsion, cargo operations and electricity production. Therefore, there is an 
abundance in waste heat that could be exploited by ORC systems [3] in the form of engine and genset exhaust 
gases, compressed air intercoolers and jacket water cooler with typical temperatures from 60°C to 250°C [4].  

Vessel energy demand is not limited to electrical energy but also includes heating and cooling. The 
combination of ORCs with thermally activated cooling systems can also contribute to covering these demands. 
In the literature, cascade configurations of ORCs and sorption cooling technologies have been considered to 
this end, especially, absorption [5] and adsorption [6] chillers. In such configurations, low-temperature heat is 
recovered from the ORC desuperheater or condenser and is used for driving the chiller. An alternative 
thermally activated cooling technology is based on the ejector cooling cycle (ECC), which is typically 
considered for use in solar thermal applications (solar cooling) [7]. The operating principle of ECCs is similar 
to that of conventional vapor compression cycles (VCCs), however, it involves the substitution of the 
mechanical compressor with an ejector device that thermally compresses the low-pressure vapor exiting the 
cooling evaporator utilizing a high-pressure stream generated through the exploitation of waste heat.  

Notably, ejectors of ECCs can be easily integrated with conventional electricity-driven vapor compression 
cycles (VCCs) to improve their performance and improve their reliability and flexibility. The aforementioned 
concept is the basis of the prototype to be developed in the ZHENIT project, which is based on an innovative 
ejector-vapor compression cooling cycle (EVCC). In particular, the prototype will be based on a cascade layout, 
with an ORC as a topping cycle and an EVCC as a bottoming cycle. The ORC will be driven by waste heat, 
while the EVCC will be driven by heat recovered from the ORC desuperheater.  

The present work presents the preliminary thermodynamic design process and results of the prototype based 
on three operating modes: 1) electricity-only, 2) CHP and 3) CCP.  For the design, a series of parametric 
investigations were carried out to select the most appropriate working fluids and investigate the impact of 
different key design parameters on its performance.  



 

2. Methodology 

2.1. System description 
The ZHENIT ORC-EVCC prototype is designed for vessel engine waste heat recovery at temperature levels 
ranging from 60°C (jacket engine cooling water) to 150°C (engine exhaust gases) for electricity, heating and 
cooling production. Within the project, a micro-scale (10 kWe) prototype will be developed and demonstrated 
at lab-scale, along with the alternative vessel waste heat recovery solutions that are part of the ZHENIT 
solutions.  

In the present study, a high-T waste heat source consisting of Therminol VP1 oil [8] at a mass flow rate of 2.5 
kg/s with inlet/outlet temperatures of 150 °C /130°C, is considered. Meanwhile, a low-T waste heat source is 
additionally considered, consisting of hot water at inlet/outlet temperatures of 60°C /52°C with a mass flow rate 
of 0.4 kg/s. 

The layout of the prototype is pictured in Figure. 1. The ORC is the topping cycle and is driven by the high-T 
and (provisionally) low-T waste heat sources. Heat may be recovered during the desuperheating of the ORC 
working fluid in a heat exchanger (Generator) and used for driving the EVCC, which is the bottoming cycle. 
The EVCC is based on integrating an ejector into a conventional VCC. Compared to a VCC, the compression 
process of the low-pressure working fluid exiting the cooling evaporator is accomplished not only by a 
mechanical compressor but also by an ejector. More specifically, in the ejector, the working fluid leaving the 
compressor is further compressed as it is entrained by and mixed with high-pressure vapor produced in the 
Generator. As a result, the electricity consumption compared to a conventional VCC can be potentially 
reduced. 

 

 
Figure. 1. Waste heat recovery ORC-EVCC layout 

2.2. Operating modes 
The prototype can operate in three different modes:  

Mode 1 – Electricity-only: In this Mode, the EVCC is not operational and no cooling is produced. The ORC is 
driven exclusively by high-T waste heat. Furthermore, a recuperator is used to increase its efficiency. 
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Mode 2 – Combined heat and power (CHP): As in the previous case, the EVCC is not operational and the 
ORC is driven only by high-T waste heat. However, in this mode, the recuperator is bypassed and the 
condensation pressure of the ORC is increased to produce hot water at 45 °C. 

Mode 3 – Electricity and cooling (CCP): In this Mode, both the ORC and EVCC are operational. The ORC may 
be driven by both a high-T and a low-T waste heat source. After exiting the expander, the ORC working fluid 
is desuperheated in the Generator, in which the EVCC working fluid evaporates on the cold side of the heat 
exchanger. Cooling (chilled water at 10 °C) is produced in the EVCC evaporator. The low-pressure working 
fluid exiting the cooling EVCC evaporator is compressed in the compressor and enters the low-pressure port 
of the ejector. Meanwhile, the high-pressure vapor exiting Generator enters the high-pressure port of the 
ejector. In the ejector, the two flows are mixed. The resulting mixed flow exits the ejector at an intermediate 
pressure and is driven to the EVCC condenser, where it is condensed by cooling water.  

2.3. Working fluids 
The investigated ORC and EVCC working fluids and their properties are summarized in Table 1. A set of 
hydrofluoroolefins (HFOs), namely R1233zd(E), R1234ze and R1234yf, were considered because of their low 
environmental impact (low global warming and ozone depletion potential (ODP), being compliant with the 
regulations imposed by the Montreal [9] and Kyoto Protocols [10], as well as the F-gases regulations [11]. 
Furthermore, these fluids have either no (R1233zd(E)) or low flammability according to the ASHRAE safety 
classification. For the ORC, R1233zd(E) and R1234ze were considered, owing to their relatively higher critical 
temperatures, resulting in improved cycle efficiencies. For the EVCC, R1233zd(E) was not considered because 
of its significantly lower evaporation pressure, which is below the atmospheric and may cause issues because 
of air leakage into the refrigerant circuit. 

Table 1. Investigated working fluids and their properties 

Working fluid Τcrit (°C) pcrit (bar) ODP GWP ASHRAE  
safety group 

R1233zd(E) (ORC) 165.5 35.7 0 1 A1 
R1234ze (ORC& EVCC) 109.4 33.4 0 6 A2L 
R1234yf (EVCC) 94.7 33.8 0 4 A2L 

 

2.4. Design 
The modeling of ORC and ECC/VCC systems has been extensively investigated in the relevant literature [7]. 
Therefore, in the present work, only the most significant modeling aspects which are relevant to the particular 
investigated prototype are presented.  

All modeling assumptions are summarized in Table 2. The thermophysical properties of the heat source 
stream, working fluids and cooling water are calculated with REFPROP [12]. Two ORC evaporation 
temperatures are investigated, equal to 90 and 120 °C. Although higher ORC evaporation temperatures would 
potentially result in improved efficiencies, a maximum upper bound of 120 °C was considered because of 
technological limitations (material limitations and limitations of built-in volume ratios) of volumetric expansion 
machines (scroll and screw expanders) at the targeted scale of the prototype (around 10 kWe) and technical 
challenges of testing higher temperature heat sources (above 140 °C) at lab scale. A condensation 
temperature (Tcond) of 30÷65 °C is assumed for the ORC (depending on whether only electricity or heating is 
also produced) and 30 °C for the EVCC. The subcooling degree in both condensers is 5 K to prevent pump 
cavitation problems, while the superheating degree at the ORC evaporator and EVCC generator is 10 K. 
Finally, the evaporation temperature in the EVCC evaporator is 5 °C while the working fluid leaves it 
superheated by 5 K. Additional modeling assumptions are included in the table. For some parameters, ranges 
are provided instead of particular values. This is because, for these parameters, parametric investigations are 
carried out (presented in Section 3).  

Table 2 General modeling assumptions 

Parameter Value 
High-T waste heat source  
HT source mass flow rate 2.5 kg/s 
HT source inlet temperature 150°C 
HT source outlet temperature 130°C 
Low-T waste heat source  
LT source mass flow rate 0.4 kg/s 
LT source inlet temperature 60°C 
LT source outlet temperature 52°C 
ORC  
Expander isentropic efficiency 0.70 
ORC pump isentropic efficiency 0.65 



Expander-generator electromechanical efficiency 0.92 
ORC pump motor efficiency 0.95 
Pinch point in Generator (ORC desuperheater) 5 K 
Superheating degree at expander inlet 10 K  
Condensation temperature 30 °C  (Mode 1), 50÷65 °C (Mode 2) 
Subcooling degree at condenser outlet  5 K  
Recuperator cold stream temperature rise  10÷20 °C  (Mode 1), 0 K (Mode 2 and Mode 3) 
Evaporation temperature 70÷120 °C 
EVCC  
EVCC pump isentropic efficiency 0.65 
EVCC pump motor efficiency 0.95 
EVCC compressor isentropic efficiency 0.65 
Compressor-motor electromechanical efficiency 0.95 
Superheating degree at ejector inlet 10 K  
Evaporation temperature (EVCC cooling evaporator) 5 °C 
Superheating degree at EVCC cooling evaporator outlet 5 K  
Condensation temperature 30 °C 
Subcooling degree at condenser outlet 5 K  
Compressor pressure ratio (Eq. 9) 0.70÷0.98 
Generator evaporation temperature 46÷60 °C  
EVCC working fluid mass flow rate in generator calculated to satisfy pinch point in Generator 
Primary flow isentropic efficiency 0.95 
Secondary flow isentropic efficiency 0.65 
Ejector throat and constant area section cross-flow areas calculated from ejector model 
entrainment ratio calculated from ejector model  

 

The mass flow of the ORC working fluid (�̇�𝑂𝑅𝐶) is calculated from the energy balance equation in the ORC 

evaporator, based on the mass flow rate (�̇�𝑤ℎ,𝐻𝑇) and enthalpy of the high-T waste heat stream at its inlet 

(ℎ𝑤ℎ,𝑖𝑛) and outlet (ℎ𝑤ℎ,𝑜𝑢𝑡): �̇�𝑒𝑣𝑎𝑝,𝑂𝑅𝐶 = �̇�𝑂𝑅𝐶(ℎ2 − ℎ1) = �̇�𝑤ℎ,𝐻𝑇(ℎ𝑤ℎ,𝑖𝑛 − ℎ𝑤ℎ,𝑜𝑢𝑡) (1) 

In Mode 3, the enthalpy of the ORC working fluid at the preheater outlet is determined from the energy balance 
equation of this heat exchanger based on the mass flow rate (�̇�𝑤ℎ,𝐿𝑇) and inlet (ℎ𝑤ℎ,𝑖𝑛) and outlet (ℎ𝑤ℎ,𝑜𝑢𝑡) 
enthalpy of the low-T waste heat stream in the heat exchanger: �̇�𝑝𝑟𝑒,𝑂𝑅𝐶 = �̇�𝑤ℎ,𝐿𝑇(ℎ𝑤ℎ,𝑖𝑛 − ℎ𝑤ℎ,𝑜𝑢𝑡) = �̇�𝑂𝑅𝐶(ℎ1 − ℎ6) (2) 

The net electric power output of the ORC (𝑃𝑒,𝑂𝑅𝐶) is equal to the gross electrical power of the expander 

(𝑃𝑒,𝑒𝑥𝑝) minus the electrical power consumed by the ORC pump (𝑃𝑒,𝑝𝑢𝑚𝑝,𝑂𝑅𝐶): 𝑃𝑒,𝑂𝑅𝐶 = 𝑃𝑒,𝑒𝑥𝑝 − 𝑃𝑒,𝑝𝑢𝑚𝑝,𝑂𝑅𝐶 =  �̇�𝑂𝑅𝐶 (𝜂𝑒𝑚,𝑒𝑥𝑝−𝐺(ℎ2 − ℎ3) − (ℎ6 − ℎ5)𝜂𝑀,𝑝𝑢𝑚𝑝 ) (3) 

These are calculated also considering the ORC expander-generator electromechanical efficiency (𝜂𝑒𝑚,𝑒𝑥𝑝−𝐺) 

and ORC pump motor efficiency (𝜂𝑀,𝑝𝑢𝑚𝑝,𝑂𝑅𝐶). 

In Mode 2, useful heat is recovered from the ORC condenser (�̇�ℎ𝑒𝑎𝑡), calculated according to the following 
equation: �̇�ℎ𝑒𝑎𝑡 = �̇�𝑂𝑅𝐶(ℎ4 − ℎ5) (4) 

The EVCC is designed considering the thermal input provided to the cycle from the desuperheating of the 
ORC working fluid in Generator 1 in Mode 3. More specifically, for each EVCC generator evaporation 
temperature, the mass flow rate of the EVCC primary flow at the ejector inlet (�̇�𝑝), along with the state of the 
ORC working fluid at the Generator outlet are iteratively calculated to achieve the desired 5 K pinch point in 
this heat exchanger (Table 2), according to the energy balance equation: �̇�𝑔𝑒𝑛 = �̇�𝑂𝑅𝐶(ℎ3 − ℎ4) = �̇�𝑝(ℎ2 − ℎ1) (5) 

A critical operational parameter of the EVCC is the mass flow rate of the secondary flow entrained in the ejector 
(�̇�𝑠), which affects the cooling output of the system. For its calculation, a modified ejector design model based 
on the 1-D model by Huang [13] is applied. The details of the aforementioned model can be found in the 



original publication by Huang [13]. The inputs to this model are: 1) the primary flow thermodynamic state 
(pressure and temperature), 2) the primary flow mass flow rate, 3) the secondary flow state (pressure and 
temperature) and 4) the backpressure of the ejector (imposed and equal to the EVCC condensation pressure). 

 

The outputs of the model are the main ejector dimensions, namely the converging-diverging nozzle throat and 
outlet cross-sectional areas, the mixing section cross-sectional area as well as the diffuser outlet cross-
sectional area, as well as the secondary flow mass flow rate of the ejector. The ratio of the secondary and 
primary mass flow rate of the ejector is defined as the ejector entrainment ratio (𝜔): 𝜔 = �̇�𝑠�̇�𝑝 (6) 

Higher entrainment ratios indicate that the ejector operates more efficiently, since more low-pressure vapor is 
entrained for the same amount of high-pressure vapor supplied to the ejector.  

An important design parameter of the EVCC is the compressor pressure ratio (not to be confused with the 
common compressor pressure ratio definition), which is defined according to the following equation: 𝑝𝑟,𝑐𝑜𝑚𝑝 = 𝑝13 − 𝑝12𝑝9 − 𝑝12  (7) 

The compressor pressure ratio as it is defined in the present study is the ratio of the pressure increase of the 
secondary flow achieved by the compressor divided by the pressure difference of the EVCC working fluid in 
the condenser and cooling evaporator. It can theoretically vary from a minimum of 0 (the whole compression 
is achieved by the ejector and no compressor is used) to a maximum of 1 (the whole compression is achieved 
by the compressor and no ejector is used). 

In addition to the mass flow rate of the secondary flow, an additional output of the ejector model is the state of 
the mixed flow at the ejector outlet. 

The cooling produced in the EVCC evaporator (�̇�𝑐𝑜𝑜𝑙) is calculated from the equation: �̇�𝑐𝑜𝑜𝑙 = �̇�𝑠(ℎ6 − ℎ5) (8) 

The power consumption of the EVCC (𝑃𝑒,𝐸𝑉𝐶𝐶) is equal to the power consumption of the compressor (𝑃𝑒,𝑐𝑜𝑚𝑝) 

plus the power consumed by the EVCC pump (𝑃𝑒,𝑝𝑢𝑚𝑝,𝐸𝑉𝐶𝐶): 𝑃𝑒,𝐸𝑉𝐶𝐶 = 𝑃𝑒,𝑐𝑜𝑚𝑝 + 𝑃𝑒,𝑝𝑢𝑚𝑝,𝐸𝑉𝐶𝐶 =  �̇�𝑠(ℎ13−ℎ12)𝜂𝑒𝑚,𝑐𝑜𝑚𝑝−𝑀 + �̇�𝑝(ℎ7−ℎ10)𝜂𝑀,𝑝𝑢𝑚𝑝,𝐸𝑉𝐶𝐶  (9) 

For their calculation, the compressor electromechanical efficiency (𝜂𝑒𝑚,𝑐𝑜𝑚𝑝−𝑀) and the EVCC pump motor 

efficiency (𝜂𝑀,𝑝𝑢𝑚𝑝,𝐸𝑉𝐶𝐶) are considered.  

The total net power produced by the whole ORC-EVCC system (𝑃𝑒,𝑡𝑜𝑡) in Mode 3 is equal to the net power 
produced by the ORC electrical generator minus the power consumption of the EVCC: 𝑃𝑒,𝑡𝑜𝑡 = 𝑃𝑒,𝑂𝑅𝐶 − 𝑃𝑒,𝐸𝑉𝐶𝐶 (10) 

 
2.5. Performance assessment indexes 
The electrical efficiency of the ORC is defined as follows: 𝜂𝑒,𝑂𝑅𝐶 = 𝑃𝑒,𝑛𝑒𝑡,𝑂𝑅𝐶�̇�𝑒𝑣𝑎𝑝,𝑂𝑅𝐶 + �̇�𝑝𝑟𝑒,𝑂𝑅𝐶 (11) 

The electrical COP of the EVCC is defined according to the following equation: 𝐶𝑂𝑃𝑒 = �̇�𝑐𝑜𝑜𝑙𝑃𝑒,𝐸𝑉𝐶𝐶 (12) 

The overall electrical efficiency of the ORC-EVCC in Mode 3 is defined as follows: 𝜂𝑒,𝑡𝑜𝑡 = 𝑃𝑒,𝑡𝑜𝑡�̇�𝑒𝑣𝑎𝑝,𝑂𝑅𝐶 + �̇�𝑝𝑟𝑒,𝑂𝑅𝐶 (13) 

 

The combined cooling and power overall efficiency in Mode 3 is defined as follows: 



𝜂𝐶𝐶𝑃 = 𝑃𝑒,𝑡𝑜𝑡 + �̇�𝑐𝑜𝑜𝑙�̇�𝑒𝑣𝑎𝑝,𝑂𝑅𝐶 + �̇�𝑝𝑟𝑒,𝑂𝑅𝐶  (14) 

 

3. Results and discussion 

3.1. Parametric investigations 
The design of the prototype is based on the selection of several parameters, some of the most significant being 
the following: 1) working fluid in ORC, 2) working fluid in EVCC, 3) ORC evaporation temperature, 4) EVCC 
generator evaporation temperature, 5) compressor pressure ratio (as defined in Eq. 7). The selection of these 
parameters is subject to thermodynamic (waste heat temperature, efficiencies) and technical constraints 
(equipment components). As a first step in the design process, a series of parametric investigations are carried 
out to examine their influence on the performance of the prototype. In the following investigations, while these 
parameters are varied, all other design parameters are kept constant, equal to the values summarized in Table 
2. 

The ORC electrical efficiency variation as a function of the recuperator cold stream temperature rise for 
different ORC evaporation temperatures for Mode 1 (electricity-only) is presented in Figure. 2. As expected, 
the highest evaporation temperature of 120 °C results in the highest efficiency. Because low evaporation 
temperatures are considered in the ORC, the possible cold stream temperature rise in the recuperator is 
relatively low, thus the efficiency improvement potential is very small. A maximum efficiency of 12% is achieved 
with R1233zd(E) for an evaporation temperature of 120 °C when the temperature rise is 20 K. For R1234ze(E), 
the maximum electrical efficiency is 8.86% when the evaporation temperature is 120 °C and the temperature 
rise in the recuperator is 14 K. Note that because of the significantly lower critical temperature of R1234ze(E) 
compared to R1233zd(E), the cycle’s maximum operation temperature is lower, thus less heat can be 
recovered in the recuperator, and the cold stream temperature rise is limited . 

  
Figure. 2. ORC electrical efficiency as a function of the cold stream temperature rise in the recuperator for 
different ORC evaporation temperatures in Mode 1 (Electricity-only, Tcond=30 °C) 

The ORC electrical efficiency as a function of the ORC condensation temperature for different evaporation 
temperatures in Mode 2 (CHP) is depicted in Figure. 3. As expected, increasing the condensation temperature 
results in a significant, linear decline in electrical efficiency, since useful heat is produced to the detriment of 
electrical power. Therefore, the ORC condensation temperature must be selected to have an intermediate 
value in order to produce hot water at a sufficiently hight temperature as well as securing the highest possible 
ORC electric efficiency . 

  
Figure. 3. ORC electrical efficiency as a function of the ORC condensation temperature for different ORC 
evaporation temperatures in Mode 2 (CHP) 

The ejector entrainment ratio as a function of the compressor pressure ratio for different EVCC generator 
evaporation temperatures is illustrated in Figure. 4.  
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Figure. 4. Ejector entrainment ratio as a function of the compressor ratio for different EVCC generator 
evaporation temperatures  

Higher compressor pressure ratios result in higher ejector entrainment ratios since the secondary flow enters 
the low-pressure port at a higher pressure and is more easily entrained by the primary flow. Furthermore, 
higher EVCC generator evaporation temperatures also result in increased entrainment ratios. This is because 
as the pressure of the primary flow is increased, it can more easily entrain low-pressure vapor. It can be 
observed that for each EVCC generator evaporation temperature, there is a minimum compressor pressure 
ratio which is necessary for the ejector to be able to operate. This is because, for lower pressure ratios, the 
primary flow can't entrain any low-pressure vapor exiting the cooling evaporator. The minimum required 
pressure ratio is positively correlated with the primary flow pressure (and hence the EVCC generator pressure). 
Notably, for an EVCC generator evaporation temperature of 46 °C, the compressor pressure ratio must be at 
least equal to approximately 0.94 (R1234ze) and 0.96 (R1234yf) for the ejector to be able to operate. On the 
other hand, if the EVCC generator evaporation temperature is increased to 60 °C, the compressor pressure 
ratio may be reduced to as low as 0.72 (R1234ze) and 0.76 (R1234yf). 

If the compressor pressure ratio is higher than 0.9, essentially the whole compression is carried out by the 
compressor, which greatly assists the primary flow in entraining low-pressure vapor, reading to entrainment 
ratios above 1.5. Note that the ejector entrainment ratio is independent of the ORC evaporation temperature.  

The EVCC electrical COP as a function of the compressor pressure ratio for different EVCC generator 
evaporation temperatures is illustrated in Figure. 5. Οn the same diagrams, the electrical COP of a 
conventional VCC operating within the same cooling evaporation and condensation temperatures (see Table 
2) is illustrated (straight line).  

 

 

 

 
Figure. 5. Electrical COP of EVCC as a function of the compressor pressure ratio for different EVCC 
generator evaporation temperatures in Mode 3 (CCP) 

 

As the pressure ratio increases, both the cooling output and the electrical consumption of the compressor 
increase. However, the increase in the compressor electricity consumption is more significant, and thus the 
electrical COP ultimately declines. Notably, for pressure ratios above approximately 0.95, the electrical COP 
of the EVCC is lower than that of a conventional VCC. In this case, the secondary’s stream pressure rise 
through the ejector is significantly low, thus the whole cycle is operating practically as a VCC. However, due 
to the existence of EVCC pump the electrical power required is slightly higher compared to VCC, thus the 
electrical COP takes lower values. Although lower compressor pressure ratios result in higher electrical COP 
values, they are also associated with lower ejector entrainment ratios and cooling output. Therefore, the 
compressor ratio should be selected to ensure 1) a higher electrical COP than that of a conventional VCC and 
2) a sufficiently high cooling production for a particular application, and 3) it should be sufficiently high to enable 
the ejector operation.  
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Note that the EVCC generator evaporation temperature does not affect the electrical COP. As the generator 
evaporation temperature is increased, the primary flow mass flow rate in the generator is decreased because 
the heat recovered from the ORC is reduced (this happens because the pinch point in the EVCC generator is 
located at the end of preheating and the start of boiling for the EVCC working fluid, thus increasing the EVCC 
generator saturation temperature results in less heat being recovered from the ORC working fluid), while the 
enthalpy difference of the EVCC working fluid in the heat exchanger is increased (Eq. 5). Although the 
entrainment ratio of the ejector is increased, the secondary flow mass flow rate is reduced, because the 
reduction of the primary flow mass flow rate is more significant. Consequently, increasing the EVCC generator 
evaporation temperature only leads to lower secondary flow mass flow rates, equally resulting in both lower 
compressor power consumption and cooling output for a given thermal input to the EVCC, affecting in the 
same way both the numerator and denominator of the electrical COP (Eq. 12). Considering the above, the 
EVCC generator evaporation temperature should be kept as low as possible so that more heat is recovered 
from the ORC, but at the same time the ejector is capable of operating at low compressor pressure ratios (that 
also lead to better electrical COP).   

The overall electrical efficiency of the ORC-EVCC as a function of the compressor pressure ratio for different 
EVCC generator evaporation temperatures and ORC evaporation temperatures in Mode 3 is illustrated in 
Figure. 6. For the results presented in both of these diagrams, the ORC working fluid is assumed to be 
R1233zd(E).  

 

 

 

 
Figure. 6. Overall electrical efficiency of ORC-EVCC as a function of the compressor pressure ratio for 
different EVCC generator evaporation temperatures and ORC evaporation temperatures in Mode 3 (CCP) 

Higher overall efficiencies are observed for the highest ORC evaporation temperature of 120 °C  because of 
the significantly higher power output of the ORC. Furthermore, the overall electrical efficiency is increased for 
higher EVCC generator evaporation temperatures, since these lead to lower compressor power consumption 
(as described previously). Finally, for higher compressor ratios, more electric power is required to drive the 
compressor, thus the net electric power output (and overall electrical efficiency) is decreased.  Regardless, 
the impact of the compressor pressure ratio on the overall electric efficiency is not significant. Therefore, to 
maximize the overall electric efficiency, both the ORC evaporation and EVCC generator evaporation 
temperatures must be as high as necessary. 

The overall combined electrical and cooling efficiency of the ORC-EVCC as a function of the compressor 
pressure ratio for different EVCC generator evaporation temperatures and ORC evaporation temperatures is 
illustrated in Figure. 7. 

 

 

 

 
Figure. 7. Combined cooling and power efficiency of ORC-EVCC as a function of the compressor pressure 
ratio for different EVCC generator evaporation temperatures and ORC evaporation temperatures in Mode 3 
(CCP) 

The variation of the CCP efficiency depends on the combined variation of the net power output and the cooling 
output of the system. The highest CCP efficiency is observed for the ORC evaporation temperature of 120 °C, 
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for which the net power output is significantly high. The influence of the EVCC generator evaporation 
temperature on the CCP efficiency is not completely straightforward, since, as was mentioned previously, 
increasing the EVCC generator evaporation temperature results in both lower cooling output and also 
compressor power consumption. However, because the cooling output reduction is more significant, the CCP 
efficiency is reduced.  

 
3.2. Design point selection 
Based on the results presented in the previous section, R1233zd(E) and R1234ze show the best performance 
in the ORC and EVCC, respectively, as they result in higher power and cooling output. Therefore, these 
working fluids were selected to be used in the prototype. Moreover, higher ORC evaporation temperatures are 
favorable as they result in higher ORC electrical efficiencies and allow for more heat to be recovered by the 
EVCC, thus also leading to higher electrical COP values. Therefore, the highest possible ORC evaporation 
temperature (120 °C) is selected for the design of the prototype. Regarding the cold stream temperature rise 
in the recuperator, the maximum possible value of 20 K is selected, owing to its positive influence on the ORC 
electric efficiency in Mode 1. Regarding Mode 2, a condensation temperature of 50 °C is selected for the ORC, 
since it is sufficient for the production of hot water without severely penalizing the electrical efficiency. The final 
set of variables to be selected include the EVCC generator evaporation temperature and compressor pressure 
ratio. Based on the parametric investigations that were presented in the previous section, an ECC generator 
evaporation temperature of 52 °C  and compressor pressure ratio of 0.84 represent a good compromise 
between a sufficiently high electrical COP and cooling output for the EVCC in Mode 3. The system design 
variables along with the system operating parameters in the three operating modes are summarized in Table 
3. 

Table 3 Design point operating parameters 

 Mode 1 
(Electricity-only) 

Mode 2  

(CHP) 

Mode 3 

(CCP) 

ORC working fluid R1233zd(E) 

ECC working fluid R1234ze 

ORC evaporation temperature (°C ) 120 

ORC condensation temperature (°C) 30 50 30 

Cold stream temp. rise in recuperator (°C) 20 0 0 

ECC generator evaporation temperature (°C) - - 52 

Compressor pressure ratio (-) - - 0.84 

Electric power output (kWe) 11.35 8.06 10.57 

Cooling output (kWc) - - 4.80 

Heating output (kWth) - 85.5 - 

ORC electrical efficiency (%) 12.84 10.01 12.62 

CHP efficiency (%) - - 14.96 

Electrical COP (-) - - 7.69 

Overall electrical efficiency (%) 12.04 8.55 10.29 

CCP efficiency (%) - - 14.96 

 

4. Conclusions 
The present study presented the thermodynamic design of a vessel engine waste heat recovery prototype 
based on a cascade Organic Rankine Cycle (ORC) and an ejector cooling-vapor compression cycle (EVCC) 
considering three operating modes: 1) electricity-only, 2) combined heat and power (CHP) via heat recovery 
from the ORC condenser and 3) combined power and cooling (CCP) from the simultaneous operation of the 
ORC and EVCC. To determine the preliminary design point, a series of parametric analyses were carried out 
to investigate the influence of key design parameters on the performance of the prototype and select its design 
point. R1233zd(E) and R1234ze were selected as the working fluids in the ORC and EVCC, respectively, as 
they led to the highest electrical efficiency and electrical COP in the two cycles. Furthermore, the selected 
design ORC evaporation temperature is 120 °C, which can lead to high ORC electrical efficiencies of up to 
12.62% in electricity-only mode. The most suitable condensation temperature of the ORC in CHP mode was 
found to be 50 °C  since it can allow the production of hot water at a sufficiently high temperature without 
penalizing the power output of the ORC. Regarding the design of the EVCC, higher EVCC generator 
evaporation temperatures do not influence the electrical COP but result in lower cooling outputs. Meanwhile, 
increasing the compressor pressure ratio has a negative impact on the electrical COP but leads to higher 



cooling output.  Therefore, an EVCC generator evaporation temperature of 52 °C was selected, as it allows 
the operation of the ejector at a compressor pressure ratio of 0.84, which results in good electrical COP and 
substantial cooling output. Under the above conditions, the prototype ORC electric efficiency is up to 12.62% 
(electricity-only mode), while the overall electrical and CCP efficiency (CCP) are 10.29% and 14.96%, 
respectively. Finally, the electrical COP of the EVCC is 7.62, being superior to that of a conventional vapor 
compression cycle. 
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Nomenclature 
 

Abbreviations 

CCP  combined cooling power 

EVCC ejector vapor compression cooling cycle 

GWP  global warming potential 

HFO hydrofluoroolefin 

ODP ozone depletion potential 

ORC organic Rankine cycle 

 

Variables 𝐶𝑂𝑃 coefficient of performance (-) ℎ  mass enthalpy, kJ/kg �̇�    mass flow rate, kg/s 𝑃  power, kW 𝑝  pressure, bar �̇�  heat duty, kW 𝑇  temperature, °C 

 

Greek symbols η  efficiency (-) 𝜔  entrainment ratio (ejector) 

 
Subscripts and superscripts 𝐶𝐶𝑃  combined cooling and power 𝑐𝑜𝑛𝑑 condenser 𝑐𝑜𝑜𝑙      cooling 𝑐𝑟𝑖𝑡 critical 𝑒  electric 𝑒𝑣𝑎𝑝 evaporator 𝑒𝑥𝑝 expander 𝐺  generator (electric) 𝑔𝑒𝑛 generator (heat exchanger) 𝑖𝑛  inlet 𝑚  mechanical 𝑀  motor 𝑛𝑒𝑡 net 𝑜𝑢𝑡 outlet 𝑝  primary flow (ejector) 𝑝𝑟𝑒 preheater 



𝑝𝑢𝑚𝑝 pump 𝑠  secondary flow (ejector) 𝑡𝑜𝑡  total 𝑤ℎ  waste heat 
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Abstract: 

The design and analysis of District Heating and Cooling (DHC) networks using local renewable energy sources 
such as thermal energy from solar collectors is one of the most interesting tools to fight against greenhouse 
gas emissions. The development and viability of these networks will be facilitated by the parallel development 
of new highly efficient absorption systems to efficiently produce not only chilled water but also heating and/or 
cooling and working as booster absorption heat pumps for the fifth generation of DHC networks using very low 
temperatures. These new absorption units are already commercialized and ready to be integrated as central 
units or distributed as substations with other energy conversion technologies. The new absorption systems 
considered include the following: a) double-lift chillers to improve the recovery of waste heat by producing a 
very high temperature glide in the driving heat, b) double-lift absorption units, or very low-temperature driven 
systems. This paper examines the technical assessment of solar thermal based cooling networks using 
advanced absorption chillers and taking as a reference conventional DHC networks. The indicators used 
include the saving in energy and greenhouse gas emissions and a prospect of the economic benefit. The 
results show the role that the new advanced absorption chillers could play for the development of future net 
zero-emissions DHC networks. 

Keywords: 

Absorption chillers and Heat pumps; Thermal solar energy; District networks; Energy integration. 

1. Introduction and objectives 
There is a great interest to fulfil the increasing energy demand for refrigeration and air conditioning using 
renewable energies. Encouraged by the Renewable Energy Directive (EU) 2018/2001 [1], it is projected that 
by 2030, 40% of heating and cooling sector in Europe will come from renewable energy sources. If we 
compared this goal with the current situation, there is still a long way for renewable heating and cooling to fulfil 
the projected vision of the directive. One of the technological options could be the development of large-scale 
solar cooling plants to benefit from the scale economic factor in conjunction with the use of advanced 
absorption chillers.  

In the project Task 55 of the International Energy Agency [2] (IEA SHC, 2016-20) was conducted a 
comprehensive study on the modelling, analysis, and real case study survey for the integration of large solar 
heating and cooling systems into District Heating and Cooling (DHC) Networks. The main conclusion was that 
in the selected case studies mainly in Denmark and Austria the main solar technologies used Flat Plate 
collectors and hot water as working fluid, and only a few of them used parabolic collectors. Using renewable 
energies for air conditioning applications, the preferred working fluid for absorption chillers is Water/LiBr 
instead of Ammonia/water because of its higher efficiency, although direct fired units using ammonia/water of 
could be considered for certain small capacity applications such as when air heat rejection is needed. 

The objective of this paper is to provide a brief review of novel features incorporated in the current absorption 
chillers and their integration into DHC networks. It is presented a preliminary assessment of technologies using 
low-temperature flat plate solar collectors and the current state-of-the-art hot water driven absorption chillers 
in comparison with alternative and much more extended compression chillers using electricity grid. The idea 
is to compare different thermal solar cooling technologies by measuring its performance using key parameters 
with respect to an equivalent electric compression chiller but not to design cooling alternatives for a certain 
specific case study.  

This paper is organized as follows. After the introduction to justify the research interest and to set the objectives 
in the second section are presented the current trends in the technology of absorption heat pumps and chillers 
followed in section 3 with a short review of how these units could be integrated in District networks. Finally, in 
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section 4 and 5 is presented a modelling and analysis to compare the performance of selected hot water driven 
absorption chillers being the conclusions summarized in section 6.  

2. High efficiency absorption heat pumps and chillers 
Some of the main new features related with the current high-efficiency absorption chillers could be classified 
as:  

1. Improvement on the system components and internal arrangements such as:  
 

1.1. Double section components. This two-step evaporator and absorber technology has two pressure 
levels but the overall pressure is reduced. The absorption process is also divided in two steps 
reducing the solution concentration values but increasing the overall concentration different between 
the rich and poor solution [3]. This arrangement enhances absorption of the refrigerant into the 
concentrated solution, making the unit more efficient and reliable than conventional absorption 
chillers. The result is that quite simple cycles such as single effect units can reach COP values higher 
than 0.8 or up to 1.48 for double-effect steam driven configuration, the highest of its class. Moreover, 
the cost of the chiller benefits of lower solution concentrations due to the cost of the LiBr.  
 

1.2. Falling-film generator design provides superior heat transfer compared to a conventional flooded 
generator. This design also reduces the required amount of solution to be circulated, decreasing start-
up time from a cold start [3]. 

 

1.3. Internal heat recovery of the absorption heat. In this case one of the two absorber steps uses part of 
the absorption heat to reduce the demand for cooling water. This feature is really not new in the 
absorption field and was proposed in the past but only for ammonia/water systems [4]. 

 
1.4. Some manufacturers produce water/LiBr absorption chillers that use refrigerant mixed with water and 

lithium bromide solution, so that they can decrease the evaporative temperature of refrigerant to 0℃ 

or less [5]. Delivering brine at temperatures down to -7℃, which is applicable not only to comfort 

cooling but also to phase change cold storage with its corresponding volume savings and provide 
below zero process cooling. Other chiller versions are prepared for onboard ship operation recovering 
hot water and waste steam from engines to produce cooling using sea water as heat rejection fluid.  

 

2. Improvement of the thermal cooling cycles by the incorporation of additional components in multiple stages 
arrangements. The result is the development of new chiller types beyond the traditional single and double 
effect cycles:  
 
2.1. Single-effect double-lift absorption chillers. This configuration concept was proposed in the literature 

[6] and now implemented commercially and consist of a three-level pressure cycle (fig. 1) with a high 
temperature glide of the heat source that enables a higher heat input and consequently a higher 
cooling capacity for a given heat source. This thermally driven cycle uses the source heat in three 
generators (high-temperature generator, low-temperature generator and auxiliary generator) to lower 
temperature more efficiently than a conventional single-effect cycle. Several manufacturers offer this 
cycle configuration very suitable for district cooling systems that could benefit from its low return 
temperatures. 
 

2.2. Half effect absorption chillers use two water/LiBr solution circuits with the aim to recover very low 
temperature heat sources of about 70ºC to produce cooling. The COP is much lower than single effect 
cycles but could be an ideal solution for some specific cases such as geothermal energy sources or 
for the use of waste heat from low temperature fuel cells or electrolyzers. 

 
2.3. Triple effect absorption chillers are high-temperature chillers that claim a COP as high as 1.8 [7]. The 

high temperatures to drive double or triple effect chillers using fuel-fired units, steam, pressurized hot 
water or exhaust gas and certain specific manufacturing limitations, reduce the range of application 
of these type of chillers to medium or large size applications (starting at a few hundreds of kilowatts). 
Due to the materials used (stainless steel) and flow circulation, the rate of corrosion is negligible even 
for triple effect cycles that include also online concentration measurement [7]. Moreover, the variable 
frequency drives on solution pumps helps to improve the COP during part loads. The stainless-steel 
plate type solution heat exchangers also helps to increase the COP by offering maximum internal 
heat recovery. 

  

3. New cycle arrangements to cover applications not fully available commercially until the last years: 



 

3.1. Heat pumps of Type I driven by high-temperature heat to work as amplifiers from low temperature 
sources close to ambient temperature to medium temperature. The heat source can be steam, hot 
water, exhaust gas, fuel, geothermal energy, or any combination of these heat sources.  
 

3.2. Heat pumps of Type II known also as heat transformers driven by medium-temperature than in part 
is degraded to ambient temperature and the other part upgraded to produce high-temperature hot 
water or steam.  

 
3.3. Simultaneous production of heating and cooling using high-temperature driven systems such as 

waste steam or direct-fired units. In some case also multi-energy systems recovering hot water and 
exhaust gases simultaneously to produce cooling and hot water. 

 

3.4. Reversible operation systems to provide cooling in summer and heating in winter or domestic hot 
water along the year. One of the weaknesses of absorption systems is the lack of reversibility so they 
operate only during certain periods of the year. However, using certain flow configurations [8] is 
possible to use the evaporator to increase the temperature glide of the heat-driving source and 
increase the temperature of the heat rejected at the condenser/absorber for useful heat applications. 

 

 

Figure 1.  Single-effect Double Lift hot water driven absorption chiller (World Energy 2ABH). Source: [5]. 

3. Integration of absorption systems in DHC networks 
District energy systems have been successfully implemented in many countries around the world and will play 
an important role in future sustainable cities. The current heating network technology, usually classified as 3rd 
generation district heating uses hot water between 70-100ºC. But other lower temperature networks are in 
development in order to reduce heat losses because of its lower operation temperature, the 4th generation 
working at around 55ºC and even a 5th generation using temperatures around the ambient temperature. The 
integration of compression heat pumps for their integration in this kind of networks has been started to be 
studied in the literature [9, 10] but not yet using absorption heat pumps. Nevertheless, the use of absorption 
systems in District heating networks has been used quite extensively to produce cooling using heat from a 
heating network [11]. One almost unexplored application is the use of absorption heat pumps and chillers as 
substations close to each user using smaller capacity units [8]. In that case, the absorption unit could also be 
configurated to provide heating and cooling in a reversible way (fig. 2) as shown in Ayou et al. [8]. 

The integration of some of the new advanced low-temperature absorption chillers mentioned in section 2 will 
be studied here for its integration in District cooling networks. The modelling for a preliminary assessment of 
these chillers for that kind of applications is given in the next section. 



 

 

Figure 2. Connection as substation of district heating driven absorption heat pump for space heating and 
cooling. Source: [8]. 

4. Modelling of absorption chillers for District Solar Cooling 
The electric efficiency factor for the rejection of heat at the condenser for compression chillers and condenser 
and absorber for absorption chillers is defined as: 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟 =

𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟                                                                                                        (1) 

The solar thermal collector efficiency is modelled using equation (2). The solar collector’s area can be also 
calculated using this same equation. 𝜂𝜂 =

𝑄𝑄𝐷𝐷𝐼𝐼 𝐴𝐴𝑐𝑐 = 𝑐𝑐0  −   𝑐𝑐1𝑥𝑥 −  𝑐𝑐2 𝐼𝐼 𝑥𝑥2                                                                     (2)  

Where x is given by: 𝑥𝑥 =
(𝑇𝑇𝑎𝑎𝑎𝑎 − 𝑇𝑇𝑎𝑎)𝐼𝐼                                                                              (3) 

The rejection of heat is higher for absorption chillers than in compression chillers. The additional heat that has 
to be rejected with respect to an electric chiller can be computed as: ∆𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟,𝑇𝑇𝑇𝑇𝑇𝑇 − 𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟,𝐸𝐸𝑇𝑇 = 𝑄𝑄𝑇𝑇 · (1 + 𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇)− �̇�𝑊𝑟𝑟 · (1 + 𝐶𝐶𝐶𝐶𝐶𝐶𝐸𝐸𝑇𝑇)                                         (4) 

The pump work required to provide the specified hot water flow rate to drive the absorption chiller has been 
estimated as: �̇�𝐸𝑠𝑠𝑠𝑠𝑠𝑠 =

�̇�𝑉·∆𝑃𝑃𝜇𝜇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝                                                                                           (5) 

The internal electrical efficiency factor for the absorption chiller is defined as the ratio between the electricity 
consumed internally by the absorption chiller per unit of cooling capacity: 𝑓𝑓𝑟𝑟𝑠𝑠,𝑖𝑖𝑖𝑖𝑖𝑖 =

𝐸𝐸𝑇𝑇𝐷𝐷𝑇𝑇𝑄𝑄𝑐𝑐                                                                                                      (6) 

Similarly, the electrical efficiency factor for the solar plant can be defined as: 𝑓𝑓𝑟𝑟𝑠𝑠,𝑖𝑖𝑖𝑖𝑖𝑖 =
𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑄𝑄𝐷𝐷                                                                                  (7) 

Absorption systems are usually known by being bulky and heavy. To compare these characteristics among 
the considered chillers, it is defined the cooling density per unit of volume and weight as follows: 



𝐶𝐶𝑣𝑣 =
𝑄𝑄𝑐𝑐𝑉𝑉𝑐𝑐ℎ𝑖𝑖𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟                                                                                                                                        (8) 𝐶𝐶𝑤𝑤 =
𝑄𝑄𝑐𝑐𝑊𝑊𝑐𝑐ℎ𝑖𝑖𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟                                                                                                                                       (9) 

Thus, the total electricity consumption to run the absorption chiller will be mainly given by the electricity to run 
the absorption chiller itself, the electricity to be used for the additional heat rejected with respect to the electric 
chiller and the electricity used in the solar plant to pump the hot water from the solar collectors to the absorption 
chiller: 𝐸𝐸𝑖𝑖𝑠𝑠𝑖𝑖 = 𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇 + 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠                                                                                                              (10) 

The electricity to drive the compression chiller of reference can be easily estimated from its COP and used to 
compute the electricity savings provided by the absorption chiller: ∆𝐸𝐸 =

𝐸𝐸𝐸𝐸𝑇𝑇−𝐸𝐸𝑡𝑡𝑠𝑠𝑡𝑡𝐸𝐸𝐸𝐸𝑇𝑇 · 100 %                                                                                                                     (11) 

The saving in emissions is deduced from the considered emissions associated with the electricity mix. With 
respect to the economics comparison, the Levelized Cost of Cooling (LCOC) is selected to compare the three 
selected low-temperature absorption chillers. This LCOC is calculated using the following definitions and 
equations. 𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 =

𝐼𝐼·𝑇𝑇𝐶𝐶𝐶𝐶+𝐼𝐼· 𝑓𝑓𝑂𝑂&𝑀𝑀·𝑖𝑖·𝑇𝑇𝐶𝐶𝐶𝐶𝑄𝑄𝑐𝑐·𝑁𝑁                                                                                                               (12) 

Where: 𝐶𝐶𝐶𝐶𝐶𝐶 =
𝑖𝑖1−(1+𝑖𝑖)−𝑛𝑛                                                                                                                              (13) 

5. Preliminary analysis of high-efficiency low-temperature absorption 
chillers 

The most common Solar District Cooling networks consist of Flat plate collectors and hot water driven chillers. 
Even that parabolic solar collectors producing directly steam could be an option to produce high COP cooling 
using double-effect chillers, it would be difficult to justify its selection unless process steam could be required 
in the case studying specific small industrial applications.  

The main objective of the present analysis is to compare the performance of three different types of absorption 
chillers using as a reference an electric compression chiller and the simple model described in the previous 
section 4. The selected chillers are: High-efficiency Single-effect (SE chiller), Single-effect Double-Lift (SE DL 
chiller) and Half-effect (HE chiller). The main technical data for these chillers is given in Tables 1, 2 and 3. 
These data is taken from the public catalogue data provided by the Korean company World Energy Co. Ltd 
[5]. The selected thermal solar collector is a large size double glazed flat plate collector used for District Heating 
applications manufactured by GreenOneTec. Table 4 shows technical data of these solar collectors and 
additional information used for the energy, environmental and economic assessment.  

The results of the economic and environmental analysis are summarized in Table 5. At a first glance, the low 
driving temperature as the main advantage of the HE Chiller is not enough to produce an improvement in the 
solar collector efficiency that could compensate its lower COP. Therefore, it would not be a good idea to use 
an HE chiller in large scale solar cooling plants. Instead, the HE chiller is clearly a good candidate to be used 
as bottoming cycle of another cycle such as other higher driving temperature absorption chiller or Organic 
Rankine Cycle or any other cycle producing an outlet stream of at least 70ºC or used in smaller scale thermal 
solar plants working at those temperatures. 

The main benefit provided by the SE DL chiller is the high temperature difference of the driving hot water. As 
a result, the hot water flowrate is reduced for a given cooling capacity. Two advantages are derived from this 
feature: the power required to pump the hot water is considerably reduced and the average temperature of the 
solar collector is also lower increasing the collector efficiency both with respect to the high efficiency SE chiller. 
The results show that even with a lower COP than the SE chiller the energy and emissions savings with respect 
to the compression chiller are similar (Table 5). However, the increased temperature glide is not enough to 
compensate for the lower COP and the economic indicators are favourable to the SE chiller (Table 6).  

The SE chiller is simpler, thus it is not surprising that for the same capacity the other units are larger and more 
heavy as it is shown using the cooling density parameter (Table 5) and exhibits also the lowest internal 
electricity consumption. The increase of rejected heat in comparison with a compression chiller of similar size 
is also the lowest for the case of the SE chiller. Even that the solar collector efficiency is the worst, the required 



size of the solar plant is the smallest. It is also true that for the case of an specific application, the heat at the 
outlet would not return to the solar collector plant but integrated into other applications such as the production 
of heating of domestic hot water because of its still high temperature, 80ºC. From the economics, the SE chiller 
is the one that exhibits the lowest Capex and best LCOC. Considering a CAPEX for the compression chiller of 
250 €/kW and an average electricity cost of 30 c€/kWh, the payback for a solar thermal plant driven high-
efficiency single-effect chiller would be slightly below 5 years. 

 

Table 1. Technical data of the single-effect hot water driven absorption chiller. 

Characteristics Unit Data 

Cooling Capacity kW 1055 

Chilled Water 

Inlet Temp ⁰C 12 

Outlet Temp ⁰C 7 

Flow Rate m3/h 181.4 

Cooling Water 

Inlet Temp ⁰C 30 

Outlet Temp ⁰C 35 

Flow Rate m3/h 401.4 

Hot Water 

Inlet Temp ⁰C 95 

Outlet Temp ⁰C 80 

Flow Rate t/h 73.3 

 Flow Rate m3/h 76.2 

Electricity kW 2.4 

COP  0.825 

Volume (LxWxH) m 4.86x1.451x2.736 

Weight in operation kg 10100 

 

 

Table 2. Technical data of the single-effect double-lift hot water driven absorption chiller. 

Characteristics Unit Data 

Cooling Capacity kW 1055 

Chilled Water 

Inlet Temp ⁰C 13 

Outlet Temp ⁰C 8 

Flow Rate m3/h 181 

Cooling Water 

Inlet Temp ⁰C 31 

Outlet Temp ⁰C 36.5 

Flow Rate m3/h 400 

Hot Water 

Inlet Temp ⁰C 95 

Outlet Temp ⁰C 55 

Flow Rate t/h 32.3 

 Flow Rate m3/h 33.6 

Electricity kW 3.1 

COP  0.702 

Volume (LxWxH) m 4.96x1.966x2.845 

Weight in operation kg 15300 



 

Table 3. Technical data of the half-effect hot water absorption chiller. 

Characteristics Unit Data 

Cooling Capacity kW 1055 

Chilled Water 

Inlet Temp ⁰C 13 

Outlet Temp ⁰C 8 

Flow Rate m3/h 181 

Cooling Water 

Inlet Temp ⁰C 31 

Outlet Temp ⁰C 36 

Flow Rate m3/h 622 

Hot Water 

Inlet Temp ⁰C 70 

Outlet Temp ⁰C 60 

Flow Rate t/h 220 

 Flow Rate m3/h 225 

Electricity kW 3.9 

COP  0.412 

Volume (LxWxH) m 5.266x2.36x2.853 

Weight in operation kg 15700 

 

 

Table 4. Additional information for the energy, environmental and economic assessment. 

Characteristics Unit Data 

Ambient 
conditions 

Temperature ⁰C 25 

Solar Radiation  36.5 

Compression 
Chiller 

COP  5 

Emissions Grid CO2eq emissions kg/kWh 0.14 

Solar collector 

Coef. C0  0.814 

Coef. C1  2.102 

Coef. C2  0.016 

 
Cost solar district 

heating 
€/m2 500 

 Cost SE Chiller €/kW 400 

 Cost Comp. Chiller €/kW 250 

Economic data Main. & Oper. cost  0.02 

 Operation time h/year 3000 

 Plant life time year 25 

 Interest rate  0.07 

 

 

 

 

 

 



Table 5. Energy and environmental results. 

Characteristics Unit SE SE DL HE 

Cooling density by volume kW/m3 54.7 38 29,8 

Cooling density by weight kW/kg 0.104 0,069 0.067 

Heat input (QD) kW 1278 1502 2557 

Increase heat rejected kW 1067 1291 2346 

Elec. solar plant kW 24.2 10.7 71.4 

Elec. chiller kW 2.4 3.1 3.9 

Elec. add. rejection system kW 32 38.7 70.4 

Total elec. consumption kW 58.6 52.5 145.7 

Elec. savings kW 152 159 65 

Elec. savings % 72.2 75.1 30.9 

Average solar collector temp. ºC 87.5 75 65 

Efficiency of solar collector % 49.1 57.2 63.1 

Required solar col. area m2 1045 1432 2690 

Solar plant Elec. Eff. Factor   0.0189 0.0071 0.0279 

Chiller Elec. Eff. Factor   0.0023 0.0029 0.0037 

Rejec. Syst. Elec. Eff. Factor  0.03 0.03 0.03 

Emissions saving kg/h 21 22 9 

 

Table 6. Economic results. 

Characteristics Unit SE SE DL HE 

Solar plant cost € 522700 715900 1345000 

Chiller cost € 422000 464200 464200 

Total cost € 944700 1180100 1809200 

LCOC €/MWh 38.4 48.0 73.6 

 

6. Conclusions 
The integration of the most efficient low-temperature absorption chillers is essential for the deployment of 
District heating and cooling renewable networks and particularly using thermal solar cooling to contribute to 
the abatement of greenhouse emissions. Many new features have been added to absorption systems beyond 
the typical single or double effect configurations. The result are higher efficiencies and a broader field of 
applications not only restricted to cooling but also different types of heat pumps and combined cooling and 
heating applications.  

To compete with traditional compression electric chillers characterized for a continuous decrease in cost, the 
simple flat plate collectors driving low-temperature absorption chillers could be an interesting alternative. Due 
to the low driving temperature required by half effect absorption cycles, they provide the best collectors 
efficiency, but this is not enough to compensate its lower efficiency. Single effect double lift chillers have a very 
interesting low electricity consumption because of its characteristic high temperature glide of the driving heat. 
Nevertheless, the highly efficient single effect cycle incorporating the latest advance cycle improvements 
provide a good energy efficiency and the lowest levelized cost for the produced cooling. It is true also that 
despite this preliminary comparison among available low-temperature hot water alternatives, the real selection 
should be made for specific applications.   
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Abstract: 

The paper presents design considerations for experimental investigation of the Ranque-Hilsch vortex tube 
effect (VT). The research aims to find physical mechanisms governing the thermal and mass separation of 
non-homogenous gases entering the VT. Also, an approach to study phase-change phenomena inside the VT 
will be undertaken to evaluate the applicability of the VT in refrigeration systems. For this purpose, it is essential 
to have a mutually validated experimental setup and numerical model. 
The 1st generation test rig was based on a VT of 36 mm inner diameter and up to 1.62 m length. With inlet air 
supply at 3 bar abs, it was possible to achieve outlet temperature values from 0.1 C at the cold side to 42.3 C 
at the hot side, and the maximum air flow was 123 kg/h. 
The 2nd generation should be reduced in size for two reasons. First, lighter and heavier gases (helium, carbon 
dioxide) will be supplied from pressurized cylinders and mixed with air or nitrogen. The flow rate should be 
minimized to enable a continuous operation from the pressurized cylinders. Second, to apply higher inlet 
pressure, it is required to reduce the flow channels to maintain the gas flow below the technical limit of about 
60...100 kg/h.  
The proposed test rig configuration is based on two supply options. In the first option, pure gases can be 
supplied from batteries (bundles) of pressurized cylinders, and then mixed to achieve the desired composition. 
The second option can be obtained by connecting the test installation to an air compressor, which is more 
suitable for test operation or for multiple-parameter measurements required to obtain boundary conditions for 
numerical modelling. Moreover, the test rig will be extended to include a multi-phase flow unit with a liquid 
dosing and separation equipment. 

Keywords: 

Ranque-Hilsch effect; Vortex Tube; Measurements; Gas flow; Mass separation. 

1. Introduction 
Ranque-Hilsch vortex tubes (RHVTs) is a device that allows separation of a pressurized and highly turbulent 
inlet stream into two distinct outlet streams of lower pressure and varying temperatures. Temperature and 
mass separation effects are unique and potentially useful phenomena occurring in RHVTs. The effect was 
discovered by Ranque [1] and then investigated by Hilsch [2], which is commemorated by the scientific 
community by the use of these surnames to denote both the effect and the device.   

The effect of the inlet pressure on the temperature difference was observed and studied by Martynovskii and 
Alekseev. They observed that the temperature difference increases with the inlet flow pressure [3]. According 
to Crocker et al. [4], temperature increase at the hot side can be as high as 120 K.  On the other hand, the 
temperature drop on the cold side is said to be up to 50 K with respect to the inlet temperature [5]. 

Significant number of papers has been published on temperature separation in RHTVs, contributing to our 
understanding of temperature separation phenomena occurring in vortex tubes (VTs). The current state of 
knowledge aimed to explain the phenomena occurring in VTs was presented by Xue et al. [6]. It was confirmed 
that when studying temperature separation in a RHTV, various factors such as pressure gradient, viscosity, 
secondary flow structure in the tube [7], and acoustic flow [8] should be considered. Furthermore, none of the 
above factors proved to be the real reason for the energy separation in his RHVT due to the complexity of the 
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flow structure in the pipe. The various and sometimes conflicting conclusions of the investigation suggested 
the need for deeper and more thorough experimental and theoretical research work to better understand the 
complex processes inside the tube.   

Regarding the mass separation phenomena in RHTVs, the reduced number of publications, with respect to 
the temperature separation can be found in literature.  Most of studies focused on the VT application using 
compressed air. However, hydrocarbon processing (such as natural gas) is an example where knowledge of 
gas species distribution is important to keep dew point and hydrate formation conditions under control [9–11]. 
Practical applications for LPG processing have recently been reported by Majidi et al. [12]. Several 
experimental studies have been carried out by various investigators to investigate the potential for gas species 
separation in Ranque-Hilsch counter-flow vortex tubes. As one example, Yun et al. [13] performed an industry-
oriented experimental study for CO2 separation from its mixture with air, observing the importance of the inlet 
pressure and the cold mass fraction. However, no qualitative conclusions leading to the explanation of the 
physical mechanisms were given. 

The availability of such decoupling mechanisms presents a valid opportunity to integrate RHVT into various 
design systems to improve overall system efficiency. The potential areas of application are very wide and 
include, for example, improving the performance of refrigeration circuits [14, 15] or separating gas network 
zones with different hydrogen contents. Although a wide range of applications for RHVT can be presented [16-
18], the mechanism of temperature and mass separation still lacks a fundamental scientific explanation [19, 
20] as well as proper design of RHVT as a functional part of the system.  

The current paper presents the initial part of a new research project, dedicated to the understanding and to 
possible applications of the highly interesting and still not fully explained Ranque-Hilsch phenomenon. 

1.1. The ATHLETE project 

The aim of the project is to carry out fundamental experimental and numerical research to improve the 
understanding of the Ranque-Hilsch phenomenon in a vortex tube (VT), comprising the thermal, mass and 
phase separation, and to demonstrate the potential of applicability in the most promising engineering areas of 
refrigeration and gas separation. 

The project contains experimental and numerical research, and investigation on gas mixtures will be preceded 
by a fundamental research on pure compounds. The project will be concluded by a thermodynamic study of 
RHVT-based systems.  

The main questions to be answered are: 

1. does the difference in gas density cause a systematic mass stratification? 

2. can the stratification mechanisms be confirmed by numerical modelling and flow visualization? 

3. can the stratification mechanisms contribute to the performance of selected energy/process systems? 

The specific project objectives comprise: O1: to build a functional CFD model of RHVT validated by 
experiments, O2: to elaborate a 0D (functional) representation of RHVT, O3: to demonstrate the benefits of 
integrating an optimized RHVT into energy systems using two specific case studies. Accordingly, five work 
packages (WPs) are proposed. Work packages WP1 and WP3 are related with experimental research for pure 
fluids and gas mixtures, respectively. Similarly, packages 2 and 4 aim to mirror the experimental results using 
a numerical model, which is supposed to provide a more detailed information on the flow structure. WP5 is 
aimed at a demonstration of benefits of the RHVT in two selected technical systems: 

1.R744 (CO2)-based refrigeration cycle with an integrated RHVT; 

2. Pressure let-down station for hydrogen rich natural gas, equipped with RHVT for separation of network 
zones of different hydrogen content. 

1.2. Aim and novelty of work 

The aim of this paper is to present the project development starting from the previous work of two team 
members, and then to explain the design of the experimental test rig which will be used to carry out the WP1 
and WP3. Moreover, some technical issues influencing the experimental set-up and some modifications in the 
assumed plan of experiments are presented. 

The novelty of work is related to the investigation of mass separation in the vortex tube, carried out within the 
ongoing ATHLETE project. Moreover, a detailed presentation of the test rig design, along with scale evaluation 
based on gas dynamics equation and preliminary measurements represents an original contribution as well. 

2. First generation test installation 

2.1. Installation layout and measurement methodology 

The first generation test rig was built in the Laboratory of High Temperature Processes at the Silesian 
University of Technology. It was partially adapted from the previous test installation for the natural gas industry, 



   

 

therefore, one flow measurement unit was composed of a distribution-type turbine flow meter Elster G65 with 
an integrated RTD Pt100 temperature sensor and an electronic volume corrector with built-in pressure 
transducer (0...600 kPa). A scheme and a photograph of the installation is presented in Fig. 1. 

          

Figure 1. Experimental setup of the 1st generation installation. 1, 7, 10: Manometers, 2. Inlet valve, 

3. Filter, 4. Pressure regulator, 5, 9 Pressure, temperature and volumetric flow measurement, 6. 

Fine pressure regulator, 8. Vortex tube, 11: Temperature measurement. 

The vortex tube was designed by the team member Paweł Bargiel and manufactured by an external company. 
The main purpose of the designed experimental rig was to use it for the validation of the numerical approach, 
based on which the original analytical description of the VT was proposed. 

The inner VT diameter was 36.0 mm. The construction was based on a set of 2 identical nozzles tangentially 
located to the core part of the tube. Each nozzle had a dimension of 4.4 × 7.2 (channel height × channel width) 
and they were positioned in parallel. The set of nozzles was integrated with an orifice of a constant diameter 
equal to 13 mm.  

The main set of measurements was performed for the maximum inlet pressure possible to maintain at the 
vortex tube inlet, i.e. about 360 kPa abs. It was found that lower values of inlet pressure decreased the thermal 
effect. For the maximum pressure, two key variables were modified: 

a) The Length/Diameter ratio L/D, ranging from 15 to 45. This parameter was modified by replacing the 
core part of the tube. 

b) The cold mass fraction (CMF), ranging approx. from 0 to 0.9. This value, representing the ratio of the 
mass flow rate at the cold outlet to the total inlet flow, was modified by adjusting the conical valve 
located at the ‘hot’ outlet of the VT. 

2.2. Selected results 

Fig. 2 Presents the total (inlet) mass flow rate of air flowing into the vortex tube in terms of the length/diameter 
ratio and in terms of the cold mass fraction. 



   

 

 

Figure 2. Total (inlet) mass flow rate of air through the vortex tube, inner diameter 36.0 mm; 

average inlet parameters: 363.5 kPa, 24.0°C. 

 

It can be seen that for the investigated design of the vortex tube, the total mass flow rate decreases with the 
cold mass fraction. However, from the point of view of the ATHLETE project, to properly design the new test 
installation it is essential to register the scale of the mass flow rate. In this case, inlet pressure of approx. 
3.6 bar abs generates a flow exceeding 100 kg/h.  

 

Figure 3. Thermal separation obtained in the 1st generation test rig with compressed air in terms of 

the Length/Diameter L/D ratio. Exact L/D values are given in Fig. 2. Pipe diameter (inner): 36 mm. 



   

 

Figure 3 presents the thermal performance of the studied vortex tube in terms of the length/diameter ratio. It 
can be observed that the increased L/D ratio improves the Ranque-Hilsch effect, however, there is no strict 
regularity for L/D > 33. Also, one cannot define a specific cold mass fraction corresponding to the maximum  
R-H effect. Maximum temperature drop at the cold outlet occurs for CMF = 0.3...0.4, while the maximum 
increment at the hot outlet corresponds to CMF = 0.6...0.7. For shorter vortex tubes (L/D = 15 and 21) no 
function maxima can be identified. Compared to similar reported studies [21], the function dependency for the 
hot outlet temperature in terms of the CMF is similar; different results are obtained for the cold outlet 
temperature. Here, a minimum value is obtained for most L/D ratios at CMF below 0.4, while Behera et al. [21] 
failed to obtain a minimum value as they only considered CMF ranging from 0.4 to 1. 

Some more results of this work, including the numerical modelling, are shown by Bargiel et al. [22]. 

3. Second generation test installation 
The first generation installation (related with a PhD programme) was designed to study the vortex tube 
operation using compressed air. To develop the idea according to the ATHLETE project assumptions, it is 
required to increase the scope of measurements which can be carried out at the experimental test rig. The 
most important modification is the adaptation to operation with compressed gases from gas cylinders, which 
in turn entails the reduction of the vortex tube size.  

3.1. Preliminary assumptions 

The initial concept of the ATHLETE research installation was based on the research questions formulated in 
the project application. The proposed scheme of the test rig is presented in Fig. 4. 

 

Figure 4. The initial concept of the ATHLETE project experimental set-up. {B]PR – [back] 

pressure regulators, MFC/MFM - mass flow controller/meter, p, T, x – measurement of pressure, 

temperature, concentration, PSV – pressure safety valve. 

 

In this configuration, it is possible to mix two source gases by means of two mass flow controllers supplying a 
specific quantity of gas to a mixing tank. Next, pressurized medium is supplied to the vortex tube, and its 
pressure is precisely adjusted in the regulator PR3. The discharge side of the VT is pressurized, its pressure 
is controlled by a back pressure regulator. This enables operation with carbon dioxide decompressed from 
supercritical conditions of approx. 140 bar to a back pressure of approx. 40 bar. Liquid phase of CO2 is 
collected in a phase separator. The objective of this set-up is to investigate the mechanism of phase separation 
in the vortex tube.  
 

3.2. Simplified flow model and preparatory measurements 

To evaluate the mass flow rate of a compressed gas flowing through a vortex tube of given dimensions, it was 
proposed to combine a simple analytical approach with some preparatory measurements. 

Within the analytical approach, the flow through a vortex tube was approximated by a flow through a set of two 
consecutive nozzles (Fig. 5): 



   

 

 

Figure 5. Simplified flow model for the estimation of the RHVT mass flow rate 

For the purpose of scale determination, it can be assumed that the hot outlet is completely closed. Results 
from the 1st generation installation show that, despite the increment in the total outlet cross section, opening 
the cone-shaped outlet valve does not cause any increment of the total inlet flow1. Accordingly, in the simplified 
model, mass flow rate through the inlet nozzles equals the flow rate through the orifice, provided that steady 
state is achieved. 

 

For each nozzle, the outet-to-inlet pressure ratio 𝑝out/𝑝in , henceforth denoted by 𝛽, generates a mass flow 
rate �̇�, which can be calculated as: �̇� = 𝐶𝐷𝐴𝜓𝑠√ 𝑝in𝑅𝑇in (1) 

where 𝐶𝐷 is the discharge coefficient (ideal nozzle = 1), 𝐴 is the cross section area, 𝑅 is the gas constant, and 𝑝in , 𝑇in are total (stagnation) inlet parameters. The flow coefficient 𝜓𝑠 depends on the pressure ratio 𝛽, and it 
also determines the flow condition at the nozzle exit section (subsonic/sonic): 

𝜓𝑠 =
{  
  √ 2𝜅𝜅 − 1 (𝛽2𝜅 − 𝛽𝜅+1𝜅 ) ,  if 𝛽 > 𝛽crit

√𝜅 ( 2𝜅 + 1)𝜅+1𝜅−1      , if 𝛽 ≤ 𝛽crit  (2) 

 

The critical value of the pressure ratio for the ideal gas model is:  𝛽crit = ( 2𝜅 + 1) 𝜅𝜅−1
 (3) 

This value ranges 0.48 to 0.54 depending on the isentropic exponent 𝜅. Accordingly, if the nozzle inlet pressure 
is approx. 2 times higher than the outlet pressure, sonic flow is achieved. The derivation of ideal and real gas 
nozzle equations was presented i.a. by Rist [23]. 

In the studied case, two nozzles are connected in series. The first nozzle has 𝑝1 as inlet, and the unknown 
value of 𝑝2 as outlet pressure. The second nozzle has 𝑝2 as inlet, 𝑝3 ≅ 𝑝atmosphere  as outlet pressure. The 
model has a set of simplifications: 

• Ideal gas model is used (acceptable for p < 4 bar); 
• Stagnation parameters are approximated by static parameters; 
• Outlet pressure is approximated by atmospheric pressure; 
• The impact of the orifice geometry on the critical pressure value is neglected. 

All these simplifications are attributed to the discharge coefficient 𝐶𝐷 (which now includes flow contraction, the 
velocity coefficient and the above listed assumptions).  

 

 
1 This is an interesting paradox still to be investigated. 



   

 

By setting the requirement of flow continuity �̇�1−2 = �̇�2−3, the unknown internal pressure 𝑝2 and the equalized 
flow rate �̇�  can be found within a simple numerical procedure. 

The theoretically obtained value of the flow rate has been compared with the measured values for a 
commercially available small-scale vortex tube (Fig. 6). This VT is equipped with a suction chamber and a set 
of 6 identical nozzles. Each nozzle has a dimension of 0.9 × 3.1 mm (channel width × channel depth along the 
main VT axis). The set of nozzles is integrated with a divergent orifice with the smallest diameter of 4.7 mm. 

 

 

a) b) 

Figure 6. a) A commercially available small-scale vortex tube used for system downscaling 

b) Set of nozzles in the commercially available vortex tube 

 

The commercially available small-scale vortex tube has been installed in the 1st generation test rig, however, 
due to the different scale of the object, only the inlet mass flow rate was measured. The objective of 
measurements was to define the range of mass flow rate which is critical for the selection of all process 
equipment, in particular the most expensive elements (flow meters, mass flow controllers and pressure 
regulators). 

 

 

Figure 7. System scale evaluation based on air flow under variable inlet pressure. Points represent 

the measured values. Dashed lines represent an extrapolation to higher pressure values and a flow 

estimation for other gases using the calibrated analytical model. 

The measured values have been compared with the simple analytical model (Eq. (1)-(3)). Assuming that the 
discharge coefficient for the inlet nozzles is 0.98, the discharge coefficient for the orifice 0.854 provides the 



   

 

equality of the measured value and the calculated value. Accordingly, the simplified model is calibrated enough 
to be useful for the prediction of the flow range and the selection of process equipment. Values for other gases 
and for higher pressure have been calculated from the model, and the results are depicted in Fig. 7. 

It can be concluded that if the designed vortex tube is kept at a similar scale, the range of flow 0...100 kg/s 
should be sufficient to analyze the flow of all technical gases foreseen in the project. Moreover, it was decided 
that heavier and lighter gases will be supplied at a maximum mass fraction of 10%, which should be sufficient 
to observe their possible stratification in the vortex tube. 

 

3.3. Technical questions for the 2nd generation test installation 

The conceptual design of the installation, depicted in Fig. 4, does not reveal technical details related to flow 
parameters. The selection of equipment and the estimation of the project budget was based on a single round 
of commercial requests which were sent to manufacturers of metering equipment, pressure regulators and 
tanks and to the suppliers of pressurized gases. 

Within the first part of the project, a detailed, second round of commercial request was launched, followed by 
a series of meetings. In this way, the general idea was subject to verification with market reality, additionally 
suffering from consecutive global events, but most importantly, it was confronted with technical details. Several 
major conclusions could be drawn from this work are: 

1. It is currently not possible to supply supercritical carbon dioxide from gas cylinders. Theoretically, the 
pressure of any gas in a cylinder can reach 300 bar or more, however, major suppliers of technical 
gases limit their offer here to a 2-phase fluid, with the saturation pressure resulting from ambient 
temperature (e.g. 57.3 bar @20C); 

2. Creating a closed-loop CO2 system is technically possible, but it exceeds the budget of the current 
project. Also, there is no sufficient knowledge on how the vortex tube would operate and which part of 
the agent would condense. Accordingly, this idea represents an interesting field of future research. 

3. It is essential to keep the topic of phase change inside the vortex tube within the scope of the project. 
To investigate a two-phase flow, an alternative strategy is required. 

4. It was proposed to investigate the two-phase flow by dosing some liquid (e.g. water or ethyl alcohol) 
to the saturation level at the VT inlet, and then by measuring the liquefied quantity at VT outlet(s). A 
corresponding experimental installation is currently under design. 

5. Using carbon dioxide as a heavy gas component is still possible and it enables to evaluate species 
separation (e.g. CO2 from N2). However, the CO2 flow rate is technically limited by the evaporation 
rate in a gas cylinder, which is about 1 Nm3/h. To ensure higher flow of CO2, a bundle of cylinders is 
needed. 

The design of the experimental installation is presented in the subsequent section. The section of 
humidification and liquid separation is not included at this stage. 

 

3.4. Current design of the installation 

The key elements of the proposed installation are shown in Fig. 8. 

 



   

 

Figure 8.  The proposed test rig configuration for WP1 and WP3 measurements. Symbols are the 

same as in Fig. 4. 

The research installation is adapted to the supply of various gases. The first supply path leads from cylinder 
batteries (bundles), whereas the basic gas is nitrogen, obtain from a battery of 16 cylinders. Nitrogen can be 
mixed either with carbon dioxide CO2 (a heavier gas CO2), or helium He (a lighter gas). Pressure of gases 
leaving the tank batteries is regulated by regulators PR1 and PR2. Next, a precisely determined mass of each 
gas is supplied to a mixing tank via mass flow controllers MFC1 and MFC2. The tank is protected by a pressure 
safety valve PSV. Currently, tank pressure of 16 bar is considered.  

Next, the mixed gas leaves the tank and its pressure is adjusted again by a regulator PR3. The gas mixture 
passes through the mass flow meter MFM1. Here, a thermal flow meter with adjustable gas composition was 
selected. Once the gas pressure and temperature are measured, it enters the vortex tube and then leaves it 
through the hot and the cold outlet. Then, thermal parameters and mass flow rates are measured again by the 
same type of equipment. Finally, gas composition is measured at both ends. A dedicated gas composition 
measurement system will be developed based on commercially available calibrated gas sensors. 

Another path for supplying the pressurised gas is obtained if an air compressor is used. In this case, 
compressed air passes through a tank and a local installation (this part of equipment was used in the 1st 
generation research). A newly adapted regulator PR4 will be installed for the reduced flow rate and increased 
pressure, compared with the 1st generation set-up.  

The compressed air supply line is essential for multiple-parameter testing, where the use of pure gases is too 
expensive. Experimental results obtained with compressed air will be supplied as boundary conditions to multi-
scenario numerical modelling. Only a reduced set of parameters obtained from the numerical modelling will be 
used for experimental work with pure gases. 

  



   

 

4. Conclusions and further work 
Results obtained from the 1st generation experimental set-up have been used to evaluate the scale of the 
system for the 2nd generation. In general, it is possible to maintain the previous maximum range of the mass 
flow rate at 100 kg/h maximum, however, the reduction of the vortex tube size enables the project team to 
work with higher supply pressures, reaching 6-10 bar depending on the final scale of the vortex tube. 

The first stage of the project related with the detailed technical design of the experimental test installation 
revealed a series of problems, mostly related with the availability of pressurized carbon dioxide. To keep the 
desired flow capacity, it was decided to use bundles (batteries) of cylinders with pressurized gases instead of 
a single container, and to apply pressure regulators of higher capacity than that of standard cylinder regulators.  

The current work within the project is performed in parallel in three areas: 

1. Construction of an own vortex tube and its numerical model (twin); the construction is kept as simple 
as possible to enable an exact representation within the numerical model; 

2. Completion of the experimental test rig, some elements (flow meters, temperature and pressure 
sensors, regulator PR4) have been purchased, other elements (mass flow controllers, pressure 
regulators PR1-PR3, tank) are at the selection stage and will be purchased in the upcoming weeks; 

3. Design of the liquid phase dosing and separation system: this part of project is being carried out with 
a wider engagement of students within a dedicated Project-Based-Learning scheme, within a small 
grant obtained from the University. 

Future work comprises advanced multi-scenario numerical modelling and optimization of the vortex tube, as 
well as elaboration of the gas composition measurement system and at attempt to flow visualisation.  

The project team expects to obtain interesting and novel results, in particular in the topic of mass and phase 
separation, which is scarcely reported in subject literature. 
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Abstract: 
High-temperature heat pump (HTHP) is a promising technology for decarbonization of process heating 
through electrification and energy efficiency. Exploiting the potentials requires a simultaneous optimization of 
the cycle layout and the working fluid. This paper proposes an efficient cascade HTHP and optimizes its 
thermodynamic performance. Using steam for high-temperature loop and use of alternative hydrocarbons for 
low-temperature loop are examined. On the application level, district heating is considered as a heat source 
and evaluated for different supply temperatures, including 80 °C, 70 °C and 40 °C. 
The results reveal that pentane with highest critical temperature among the suggested hydrocarbons, shows 
the best energy performance to be paired with steam in the proposed cascade HTHP system. However, 
concerning the hydrocarbon compressor volumetric heating capacity (VHC) and safety issues, butane is an 
excellent candidate. In addition, when the heat available in the main transmission lines of district heating unit 
is considered as the source cooled from 80 °C down 70 °C, the highest value of coefficient of performance 
(COP) is achieved as 2.74 for the sink condensation temperature of 160 °C. 

 

Keywords: 

High-temperature heat pump, Low GWP working fluids, Steam, Hydrocarbons, District heating. 
 

1. Introduction 
High-temperature heat pump (HTHP) technology using renewable electricity is a promising solution to 
decarbonize the industrial process heat supply; which is mainly based on fossil fuels and contributes with 
36.8 % to the CO2 emissions in industry [1]. In this regard, optimizing the performance of the HTHP systems 
concerning various configurations and working fluids is a vital issue.  

Chen et al. [2] investigated performance of an improved vapor injected cascade heat pump system for high-
temperature applications, from the viewpoints of thermodynamics and exergoeconomics. Considering zero 
Ozone Depletion Potential (OPD) and low Global Warming Potential (GWP) as the main environmental 
criteria, they examined the use of R1233zd(E), R1336mzz(Z) and R245fa in the high-temperature loop and 
R1234yf, R290 and R134a through the low-temperature loop, meeting the required target temperatures. The 
highest coefficient of performance (COP) value of 2.3, when the evaporation and condensation temperatures 
are 10 °C and 100 °C, respectively, was achieved.    

Performance of simple vapor compression HTHP system with condensation temperature up to 125 °C using 
low GWP working fluids of R1234ze(E) and R1234ze(Z) was compared by Fukuda et al. [3]. It was discussed 
when the condensation temperature is about 20 °C below the corresponding working fluid critical point, the 
COP is maximized, which is higher also for R1234ze(Z). In another study by Kondou et al. [4], again 
R1234ze(Z) showed promising performance among other low GWP refrigerants such as  R1234ze(E), R717 
and R365mfc for high-temperature applications of heat pumps up to 160 °C. In addition, performance of dual 
pressure condensation HTHP using 10 different working fluids including R600a,  R1234ze(Z),  R1224yd(Z), 
R245fa, R1233zd(E), R245ca, R601a, R1336mzz(Z), R365mfc and Isohexane was carried out and 
compared to the single-stage, two-stage and cascade systems, by Dai et al. [5]. It was revealed that the 
system using R1234ze(Z) shows the highest COP of 4.16, which is about 9 % higher than that of the 
conventional HTHP configurations. 
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In a semi-empirical work by Mateu-Royo et al. [6], they demonstrated that in a HTHP system covering the 
wide range of sink temperatures of 110- 140 °C, using HCFO-R1224yd(Z) shows promising performance 
from the energy efficiency and environmental perspectives and could be replaced with R245fa. 

R1233zd(E) also was introduced as promising working fluid in heat pumps with high-temperature 
applications by Arpagaus et al. [7] and Frate et al. [8]. Mateu-Royo et al. [9] focused on the effects on the 
heat pump performance of superheating degree in an internal heat exchanger. They concluded that using 
HCFO-R1233zd(E), HFO-R1336mzz(Z) and HCFO-R1224yd(Z) instead of R245fa leads to an improvement 
of 27%, 21% and 17% in COP, respectively. In similar study, Mateu-Royo et al. [10] conducted experimental 
study of HTHP system to upgrade the heat from 60 °C to 80 °C to the temperature of 90 °C to 140 °C. 
Performance of the system was compared using different refrigerants such as R245fa, R1224yd(Z), 
R1233zd(E), and R1336mzz(Z). They reported that under the same operating condition, using R1336mzz(Z) 
leads to higher COP values and reduction in CO2 emissions up to 57 %, compared to a natural gas boiler.  

However, through another work, Mateu-Royo et al. [11] showed that using pentane as a hydrocarbon 
working fluid in heat pumps with condensation temperature up to 150 °C leads to higher COPs than for using 
R1233zd(E), R1336mzz(Z) and R245fa. Following the promising performance of using hydrocarbon 
refrigerants, a comprehensive study on the performance prediction of water source HTHP system screening 
various working fluids were performed by Yan et al. [12]. The results revealed that butane as hydrocarbon 
working fluid with a low GWP value, also shows a better performance than HFCs and HFOs. In addition, 
Mota-Babiloni et al. [13] reported that in a cascade HTHP system, butane and pentane are the best choices 
for the low-temperature and high-temperature loops, respectively. A 20 kW capacity cascade heat pump 
using such hydrocarbons as propane and butane in the low and high-temperature cycles, respectively, was 
investigated by Bamigbetan et al. [14]. It was revealed that recovering waste heat at 30 °C, the heating COP 
could reach 3.1 for the temperature lift of above 70 °C. Bai et al. [15] also reported that R600 (butane), 
R1224yd(Z), R1234ze(Z) and R1233zd(E) show high COPs and smaller compressor sizes in high-
temperature applications of heat pumps.   

However, despite the promising performance of heat pumps for high-temperature applications using 
hydrocarbons such as butane and pentane and also hydrofluoroolefins in particular R1234ze(Z), R1233zd(E) 
and R1336mzz(Z), steam as zero GWP working fluid showed a better performance with higher COP through 
the study conducted by Wu et al. [16]. Steam also was successfully used and recommended by Zühlsdorf et 
al. [17] in a cascade multi-stage HTHP system for steam generation and process heat supply up to 280 °C.  

On the other, based on the recent reports, more than 6000 district heating networks operate in Europe and 
supply 11 % to 12 % of the total domestic heat demand [18]. District heating systems can be categorized in 
five generations, as summarized in Table 1 [18,19].  

 

Table 1. Different district heating networks and their characteristics [18]. 

DH Network Operating temperature  Main drawback 

1G 120 °C to 200 °C High implementation and 
maintenance costs and huge 
amount of thermal losses up to 30 
%. 

  

2G 120 °C to 160 °C  

3G 70 °C to 100 °C 

4G 35 °C to 70 °C Emergent technologies and high 
electricity and HP costs.  5G 10 °C to 35 °C 

 

As briefly discussed in Table 1, due to the inefficient distribution processes for 1G and 2G DH networks, 4G 
and 5G DH systems are the most considered and dominant DH generations. They do not suffer from large 
thermal losses and as results sharp thermal stresses as well as high pressure drops in the pipelines [18]. In 
addition, comparing the traditional heating systems based on natural gas boiler, the CO2 emissions could 
decrease up to 45%, which allies with the decarbonization of the heating sector, as well [18]. Regarding the 
promising environmental performance of new generation DH networks and their temperature range of 
operation, heat pumps (HP) can be effectively integrated with them to decarbonize the district heat sector.  

Using R245fa and R134fa, thermodynamic and economic analyses of booster heat pump in low-temperature 
district heating was carried out by Roh et al. [20]. It was concluded that the economic feasibility of using heat 
pumps in the DH networks strongly is affected by the electricity and district heat prices. The optimum 
combination of booster heat pumps in a very low-temperature district heating was performed and compared 
with low-temperature district heating by Ommen et al. [21]. They reported that using central heat pump, the 
performance of the system is improved up to 12 %. Combining a ground source central heat pump and local 
boosters, Yang et al. [22] proposed and analyzed a system for domestic hot water production.  According to 
the exergy analysis results, the low-temperature district heating operating at 55 °C showed higher efficiency 



than high-temperature DH at 70 °C. Use of modern heat pumps in the existing district heating networks was 
investigated by Kontu et al. [23]. Possibility of utilization of various heat sources in the HP-boosted DH 
networks was introduced as one of the main advantages. However, it was outlined that using heat pumps in 
DH networks is very sensitive to the heat source and electricity prices.  

Various scenarios on the integration of heat pumps with district heating concerning heat pumps location, 
connection and operations mode was studied by Sayegh et al. [24]. They reported that, higher share of heat 
pumps in district heating networks yields less emissions, and environmental impacts. Pieper et al. [25] 
evaluated integrating three different heat sources of groundwater, seawater and air with heat pumps to 
supply district heating. They reported that the most appropriate heat source to be integrated by heat pump is 
changed seasonally and using multi-source heat leads to the maximum COP. In addition, Arabkoohsar et al. 
[26] proposed a new generation of district heating system using booster heat pumps and triple pipes. They 
reported that the new system shows a better energy efficiency, especially during winter days. 

In all aforementioned studies, the district heating was considered as the sink and the heat pump was 
supposed to supply or boost the required heat for the DH network. However, referring to Table 1, 4G DH 
networks, which provide heat up to 70 °C, can be considered as heat source for heat pumps, to supply heat 
for medium or high-temperature process applications.  The main benefit of this integration is that the district 
heat is always available as a source. In this regard, the present study aims to evaluate the performance of a 
cascade heat pump system integrated with district heat. In addition, on the HTHP system configuration level, 
reviewing the literature outlines those hydrocarbons such as butane and pentane as natural working fluids 
shows competitive performance with synthetic hydrofluoroolefins. However, using steam could lead to higher 
COPs in the high-temperature applications. Since, considering the special environmental characteristics of 
steam (zero ODP and zero GWP), it turns into a very interesting choice, as the working fluid in HTHP 
systems. However, for industrial applications with high-temperature lifts, using single-stage steam heat pump 
brings about some serious challenges, in particular high superheating degrees at the compressor discharge. 
Therefore, this work also aims to address these challenges and then find solutions through proposing 
efficient system design and choosing appropriate natural low GWP working fluids. 

 

2. System description and modelling  
Selecting the optimal cycle layout and working fluid for a given application must consider a variety of 
thermodynamic and technical parameters, such as temperatures, pressures, and main operating parameters 
for the equipment. Steam is found to be an optimal working fluid for applications above around 100 °C, due 
to the high required volume flow rates, high pressure ratios and high superheating during compression for 
lower temperatures, as depicted in Figure 1. Therefore, a cascade system is suggested, consisting of a 
single-stage bottom cycle using a hydrocarbon and a steam compression as top-cycle. 

 

 

Figure 1. Steam compressor pressure ratio (PR) and discharge temperature (Tcom,dc) of varying evaporation 
temperatures and a fixed condensation temperature 
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A schematic of the proposed cascade heat pump system is presented in Figure 2. In the proposed HP 
system, the high-temperature loop is not closed and steam as non-flammable and non-toxic fluid could be 
directly delivered to the sink after discharging from the compressor. The steam is generated through the 
steam generator, which receives thermal energy from the bottoming cycle. In the bottoming cycle, the 
working fluid absorbs heat in the evaporator and then is superheated through the internal heat exchanger. 
Then passing through the compressor, the pressurized hot stream cools down through the condenser and is 
throttled in the expansion valve. 
 

 

 

Figure 2. Proposed cascade high-temperature heat pump system (red and yellow lines: heat source, blue 
lines: water, green lines:  alternative hydrocarbons, orange lines: steam) 



 
For the low-temperature cycle, hydrocarbons with high enough critical temperatures above 130 °C are 
considered as the low GWP natural working fluids. The selected working fluids and their properties are listed 
in Table 2.  
 

Table 2. Properties of the selected working fluids for the cascade HTHP system [1]. 

Working fluid Safety group   ODP GWP Pcri (bar)  Tcri (°C) Auto-ignition temperature (°C) 

Steam (R718) A1 0 0 220.6 374 - 

Pentane (R601) A3 0 5 33.64 196.6 260 

Isopentane (R601a) A3 0 5 33.7 187.2 420 

Butane (R600) A3 0 4 37.96 152 405 

Isobutane (R600a) A3 0 4 36.4 134.7 460 

 
 
In addition, as illustrated in Figure 2, the HTHP system uses the heat available from district heating as the 
source through three different scenarios, which is explained in detail in Table 3. 

 

Table 3. Three different scenarios for integrating the heat pump system with district heating. 

Scenario Tsource,in (°C) Tsource,out (°C) Teva (°C) Description  Connection  

I 80 70 65 High-quality and expensive 
heat source  

Main transmission line 
from biomass plant 

II 70 40 35 Moderate heat source  DH Distribution lines  

II 40 30 25 Cheapest heat source but 
low-quality 

DH Return lines  

 
Using Engineering Equation Solver (EES) and based on the input data given in Table 4, thermodynamic 
steady state model has been implemented using a control volume approach with energy and mass balances 
for each control volume. The heat exchangers are   modelled with a defined minimum pinch point 
temperature difference and the compressor is based on an isentropic efficiency.  
 

Table 4. The input data for modelling the HTHP system 

Parameter  Value  

Sink condensation temperature, T12  160 °C 

Superheating degree in IHEX, T2-T1  10 K 

Pinch point temperature difference in HEXs except IHEX  5 K 

Intermediate water circuit temperature difference, T7-T8  5 K 

Feed water temperature, T9  105 °C 

Cascade temperature, T10 105 °C (1.21 bar) 

Compressors isentropic efficiency, ηis  75 % 

 
Considering that high-temperature superheated steam is completely condensed through the sink, and is 
subcooled up to the feedwater temperature (105 °C), the COP and VHC of the compressors are defined, as 
follows:   

 𝐶𝐶𝐶𝐶𝑃𝑃 = �̇�𝑄𝑠𝑠𝑖𝑖𝑛𝑛𝑠𝑠 (�̇�𝑊𝐵𝐵𝑅𝑅 + �̇�𝑊𝑆𝑆𝑅𝑅)⁄  (1) 𝑉𝑉𝐺𝐺𝐶𝐶𝑆𝑆𝑅𝑅 = �̇�𝑄𝑠𝑠𝑖𝑖𝑛𝑛𝑠𝑠 �̇�𝑉10⁄  (2) 𝑉𝑉𝐺𝐺𝐶𝐶𝐵𝐵𝑅𝑅 = �̇�𝑄𝑠𝑠𝑠𝑠𝑛𝑛 �̇�𝑉2⁄  (3) 

 

Here, �̇�𝑄𝑠𝑠𝑖𝑖𝑛𝑛𝑠𝑠 , �̇�𝑊𝐵𝐵𝑅𝑅  and �̇�𝑊𝑆𝑆𝑅𝑅  are the heat transfer rate delivered to the sink and power consumption of the 
hydrocarbon and steam compressors, respectively. 

 



3. Results and discussion  
 

The HTHP system has been simulated for the three scenarios with 4 different refrigerants in the bottom 
cycle. The COP of the HTHP system is depicted in Figure 3. Referring to this figure, the HTHP system gets 
higher COPs, when is integrated with district heating based on scenario I. This is because; considering the 5 
K pinch point temperature difference in the evaporator, it could operate at 65 °C under scenario I, which is 
much higher than 35 °C and 25 °C in scenarios II and III, respectively. Therefore, the temperature lift of the 
cascade HTHP system in scenario I is lower than that of the other scenarios, which leads to a significant 
reduction in the pressure ratio and power consumption of the compressors as shown in Figures 4 and 5, 
respectively.    

 

 

 

Figure 3. COP of the HTHP system using various hydrocarbons in the low-temperature loop based on the 
three different scenarios  

 

 

 

Figure 4. Pressure ratio of the compressors using various hydrocarbons in the low-temperature loop based 
on the three different scenarios  
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Figure 5. Power consumption of the compressors using various hydrocarbons in the low-temperature loop 
based on the three different scenarios  

Referring to Figures 4 and 5, the pressure ratio and power consumption of the steam compressor in all the 
cases does not change (5.1 and 185 kW, respectively). This is due to the constant evaporation pressure of 
the steam generator. 

However, referring to Figure 4, in all the scenarios, pentane compressor shows higher pressure ratios, which 
is mainly due to the higher critical temperature of pentane compared to the other hydrocarbons. Though, 
thanks to the relatively smaller mass flow rate of pentane through the compressor, the hydrocarbon 
compressor consumes less power in the case of using pentane, as depicted in Figure 5.  

In conclusion, the HTHP system achieves the highest COP of 2.74, when is integrated with district heating 
based on scenario I and uses pentane as the working fluid in the low-temperature loop, as shown in Figure 
3. Therefore, from the energy point of view, pentane is the best candidate to be used as the working fluid in 
the bottoming loop. 

However, Figure 6 shows that pentane has a higher specific volume compared to the other hydrocarbons, 
meaning that the volumetric flow rate of pentane in the compressor suction is larger, requiring a bigger 
hydrocarbon compressor. Thus, from the viewpoint of sizing, butane is introduced as a good candidate with 
almost twice VHC compared to pentane, just in the expense of about 5 % reduction in the HTHP COP. In 
addition, using butane could be safer, as well, due to its higher auto-ignition temperature compared to 
pentane (405 °C Vs 260 °C).    

 

 

Figure 6. VHC of the compressors using various hydrocarbons in the low-temperature loop based on the 
three different scenarios  
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Moreover, as shown, in Figure 6, the steam compressor VHC is a constant value in all the cases, due to the 
unchanged operating condition of that.   

All in all, depending on the objective function, either maximizing the COP or minimizing the sizing and auto-
ignition risk, pentane and butane are recommended, respectively, as the low-temperature loop working fluids 
to reach out a promising HTHP system performance. 

However, in all the twelve case studies, the steam compressor discharge temperature is a high value. In this 
regard, some technology improvements e.g. water injection and re-designing the system could enhance the 
COP, as well. 

4. Conclusions  

Thermodynamic analysis of a cascade high-temperature heat pump using steam in the high-temperature 
loop and low GWP hydrocarbons including isobutane, butane, isopentane and pentane in the low-
temperature loop, was carried out. The importance and advantages of using steam as well as the necessity 
of using cascade layout was discussed. On the application level, there different scenarios for integrating the 
proposed HTHP system with a district heating unit were studied and compared, in terms of the COP, 
pressure ratio, power consumption and VHC of the compressors. The most significant results of the present 
study are summarized, as follows: 

 

• Integrating the HTHP system with district heating based on scenario I- which suggests the use of 
district heat available in the main transmission line at 80 °C cooled down 70 °C - leads to the higher 
COP values compared to the other scenarios.  
 

• Among the suggested hydrocarbons, pentane shows the most promising performance from the 
energy perspective, leading to high COP values.   

 

• The highest COP value of 2.74 is achieved for the case based on scenario I and using pentane as 
the low-temperature loop working fluid.  

 

• Concerning the hydrocarbon compressor sizing criterion, butane is introduced as a good candidate; 
with VHC value of about two times more than that of pentane, in the expense of just about 5 % 
reduction in the HTHP COP. 

  

• Considering the high auto-ignition temperature of butane, it is also suggested for the high-risk 
applications. 

 

• Regarding the high discharge temperature of the steam compressor, technology improvements e.g. 
water injection or proposing more effective layouts are recommended for the future works. 
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Nomenclature 
Symbols  

P    Pressure, bar 
T    Temperature, K �̇�𝑉    Volumetric flow rate, m3/s     �̇�𝑊    Power, kW 
 

Abbreviations  

BC    Butane compressor 
Com  Compressor  



Con   Condenser 
COP  Cofficient of perfromance 

EV     Expansion valve 

Eva    Evaporator 
HEX   Heat exchnager 
IHEX   Internal heat exchanger 
PR     Pressure ratio 

SC    Steam compressor 
SG    Steam generator 
VHC    Volumetric heating capacity, kJ/m3 
 

Subscripts  

cri    Critical point 
dc    Discharge 

is     Isentropic 
 

Greek symbols 

ɛ    Effectivness 

η    Efficiency 
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Abstract:

Electrifying the heat supply of buildings is key to mitigate climate change. Inhere, photovoltaic and heat pump

systems are promising technologies. Studies indicate that an increase in self-consumption is economically

beneficial. Coupling photovoltaic with heat pump systems enables the aspired increase of self-consumption,

especially in combination with thermal energy storages. The coupling of the systems is influenced by the con-

trol strategies, for which rule-based and model predictive-based approaches exist. Research finds that optimal

control methods heavily depend on the system design and vice versa. Contrary to these interdependencies,

current design guidelines neglect a possible influence of photovoltaics on the design of the heat pump system.

To analyze a possible influence on the optimal heat pump system design, we apply nonlinear, dynamic

simulation-based optimization to find the optimal design of the heat pump system for three different cases:

no photovoltaic, no supervisory control, and a state-of-the-art supervisory control. The model consists of the

whole building energy system, including the building envelope, radiators, a heat pump, a photovoltaic, and a

grid connection. The dynamic simulation covers a whole year. To obtain generalizable results, we conduct

optimizations for varying boundary conditions, including changes in weather and photovoltaic roof area.

Consistent over all boundary conditions, results indicate that cost optimal heat pump system design does not
change for current price assumptions. However, maximizing the thermal energy storage is vital to obtain max-
imal costs savings compared to the case with no photovoltaic system. Thus, for different price assumptions,
the optimal design will change.
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Simulation-based Optimization, Rule-based Control, Dynamic Simulation, Modelica, Design of Experiments

1. Introduction

The residential building sector accounts for 25 % of Germany’s CO2 emissions [1]. To reduce these CO2

emissions, electrification of the residential building heating sector is vital. Inhere, heat pumps (HPs) and pho-

tovoltaic systems (PVs) are essential technologies [2±5].

Heat pumps are able to provide space heating (SH) and domestic hot water (DHW) using electrical energy.

Besides refrigerant leakage, operational emissions depend on the emission factor of the used electrical en-

ergy [5].

PVs generate generate emission-free electricity during operation. Typically, a higher self-consumption leads

to faster pay-off rates. Combining heat pumps and PV, synergies arise. While the heat pump can utilize the

emission-free electricity, the self-consumption and, thus, viability of PV increases as well [2, 3]. However,

this effect is impeded by asynchronous supply and demand of residential buildings on a daily and seasonal

timescale. At daytime, the PV generates more electricity due to solar radiation; simultaneously, the heat pump

requires less, as the heat demand decreases. In summer, the PV generates overall more electricity; but the

heat pump, if only used for heating, requires electricity only for DHW applications.

Several storage technologies are suitable to overcome this issue. Battery storages enable a shift of emissions-

free PV-generated electricity to more useful times, while thermal energy storages shift the heat pump operation

to more useful times. As a storage medium, water or the building’s mass may be used. In residential heat

pump systems, water-based thermal energy storages are already used for several reasons: Storing DHW [6],

buffering defrost cycles [5], limiting on/off cycling at part load [6], or acting as a hydraulic separator to enable

different mass flow rates [7]. Hence, using the existing water-based storages is a viable option compared to

the capital-cost-intensive invest into a battery [2,3,8].

Minimizing costs and emissions requires optimizing the design and control of the heat pump, the PV, and the

thermal energy storage. Researchers use advanced design and control methods to achieve optimality, such



as supervisory model predictive control (MPC) [9] or simulation-based optimization of heat pump systems [5].

However, these advanced methods are not state-of-the-art [10,11]. In practice, rule-based design and control

methods are applied [4,6,12]. With an expected service-life of around 20 years [12], each suboptimal design of

a building energy system today impedes the climate goals of Germany for 2045 [13]. Additionally, the market

share of heat pumps in the German building stock is only 5 % [14]. To enable a fast ramp-up of heat pump

systems in the building stock, practitioners require simple rules for design. For control, manufacturers will pre-

sumably not open up the internal control interfaces to external energy management systems. In Germany, a

heat pump is considered Smart-Grid-Ready (SG-Ready), if it allows four modes: (1) block the heat pump, (2)

normal operation, (3) turn-on request, and (4) turn-on command [15]. The latter two may increase setpoints in

the local control of the heat pump and, hence, indirectly the compressor frequency [16]. Hence, current state-

of-the-art heat pumps only support mode-based supervisory controls. Resulting, this contribution focuses on

ready-to-use, rule-based design and control methods for heat pump systems with photovoltaic.

In the following, we review contributions regarding (1) rule-based design approaches and (2) rule-based control

approaches. In this review, we focus on heat pump systems with PV using thermal energy storages.

1.1. Rule-based design approaches

Research contributions highlight the importance of a correct heat pump and thermal energy storage size [2,

5, 10, 17]. As central guideline in the European Union, the EN 15450 provides rules for sizing heat pump

systems based on the bivalence temperature TBiv, the heat demand at nominal outdoor air temperature, and

further assumptions for space heating as well as DHW usage [6]. German guidelines follow similar approaches

relying on the bivalence temperature for design [12]. The bivalence temperature affects the sizing of the heat

pump and, thus, invest and operational costs. Furthermore, the space heating storage is sized with a factor

depending on the heat demand VQ̇Bui
between 12 and 35 l kW−1. Despite the influence of TBiv and VQ̇Bui

on the

design, current guidelines require both TBiv and VQ̇Bui
as an input [6,12]. Recommendations depending on the

boundary conditions, like weather or building envelope, are not given. Additionally, a potential influence of PV

on the rule-based design is neglected.

In research, several contributions aim at an optimized design of heat pump systems. They highlight that the

operational phase determines the optimal design. Consequently, they perform annual simulations and inte-

grated design and control optimizations. While heat pump and storage sizes are varied, the influence of PV is

not assessed. [5,10,17]

Designing heat pump systems with PV, Kemmler and Thomas [2] vary heat pump and storage sizes for differ-

ent buildings and technologies, always considering PV and an MPC. However, MPC is not yet state-of-the-art.

Huang el al. [18] perform a design optimization for a system containing PV, heat pump, thermal energy stor-

age, and electric vehicles using simulation-based generated load profiles as an input. This impedes the control

analysis and a possible influence on the optimal design. For PV-thermal systems, Miglioli et al. [19] state opti-

mal design heavily depends on the boundary conditions. They advise to size the heat pump independent from

the PV-thermal sizing, as summer operation is dominant for the optimal sizing of solar-based technologies.

Overall, contributions either do or do not consider PV for the optimal design of the heat pump system. A direct

comparison between using PV and using no PV in optimal design is only given by Fischer et al. [20]. They

analyse the impact of PV on the optimal heat pump system design using mixed-integer linear programming.

Varying boundary conditions, they find that the heat pump size does not change with PV. Moreover, the thermal

energy storage size changes only slightly. Therefore, they follow that current guidelines are sufficient. However,

they assumed optimal control and simplified component models, highlighting the need for detailed simulations

in their outlook.

1.2. Rule-based control approaches

Fischer et al. [4] compare control approaches for heat pump systems with PV. Both predictive and non-

predictive controls are considered. While predictive controls are more efficient, current state-of-the-art heat

pump rely on non-predictive, rule-based approaches. However, the non-predictive, rule-based controls applied

in [4] or [21] use the compressor frequency as an actuator, which is not state-of-the-art.

Rule-based supervisory controls using setpoint changes follow the same principle: If enough PV surplus is

present, thermal storage setpoints are increased - either by a fixed temperature difference, or to a maximal

value [3, 4, 8, 21]. Both Haller et al. [8] and Pinamonti et al. [3] first increase DHW setpoints and later space

heating setpoints. Pinamonti et al. [3] go further and activate the building inertia as well.

In general, the optimal values for these controls depend on the design of the system [4, 22]. For instance,

different contributions find that increasing the storage volume is not necessary to achieve an increase self-

consumption with good control values [8,21]. However, these results depend on price assumptions and storage



insulation levels.

1.3. Research questions

The review on rule-based design and control approaches shows their mutual dependence. However, it is not

apparent to what extent PV and the use of a state-of-the-art supervisory control may influence the optimal

design of the heat pump system [2±5,8,10,18,19,21].

Therefore, we conduct an analysis by means of detailed annual simulation-based optimization aiming to an-

swer two questions:

1. Does the existence of PV affect the optimal design of residential, retrofit heat pump systems?

2. Does the usage of a state-of-the-art, rule-based control for PV surplus affect the optimal design of resi-

dential, retrofit heat pump systems?

To answer these questions, the remainder of the contribution is structured as follows: Section 2 presents

the simulation model, rule-based control approach, and the study design to analyse the influence of PV on the

design. In Section 3, we analyse the results. Section 4 presents limitations and implications of this contribution.

In Section 5, we summarize the findings and highlight future research prospectives.

2. Methods

2.1. System model

As motivated in Section 1, we focus on retrofit residential buildings in the German building stock. Following

current guidelines [6], a typical building energy system consists of: A heat pump and heating rod (HR) con-

nected in series; a space heating storage connected in parallel; a separate DHW storage with an internal heat

exchanger connected in parallel; radiators to transfer heat to the rooms; analogue thermostatic valves which

control the volume flow through each radiator to ensure thermal comfort; and rule-based controllers.

We model this system using the open-source Modelica library BESMod [23]. In here, components, control,

and building envelope are modelled in a dynamic, nonlinear fashion:

• Heat Pump: Air-to-water heat pump with Propane as refrigerant [24,25].

• Heating Rod: Ideal heater with a constant efficiency of 97 % [5,25].

• PV: Model from [26] based on manufacturer data [27] with 133 Wp/m2 maximum power peak (MPP) per

area.

• DHW storage: Indirect heat exchanger and a constant volume of 125 l [6,25].

• Space heating storage: Directly charged storage with a volume depending on VQ̇Bui
[6].

• Radiators: Model according to EN 442 [25,28] with a nominal supply temperature of 55 ◦C.

• Building envelope: The reduced order approach from the AixLib [25] is used, which is coupled to

TEASER [29].

In the following, we highlight the control approach of the building energy system. As in literature, we separate

the control into two layers: supervisory and local control.

2.1.1. Supervisory control

Rule-based, non-predictive supervisory control approaches in literature follow the basic principle of [3,30]. As

we analyse a retrofit building with low mass and radiator transfer system, only overheating of the DHW and

space heating storage are considered.

Figure 1 depicts the implemented control logic. The electrical surplus power, Pel,Sur, acts as an input. The

electrical subsystem calculates the surplus based on current PV generation and all electrical power demands

of the heat pump system.

Then, a hysteresis checks if the current surplus exceeds the upper hysteresis limit Pel,Hys. The lower hysteresis

limit is 0 W. Current research uses the minimal electrical power of the heat pump, Pel,HP,Min as a value for

Pel,Hys [21]. At the same time, [4] highlights that the control strategy and component sizing is strongly intercon-

nected. As Pel,Hys essentially defines the number of times the supervisory control overrides the local control,

we vary the value as a fraction fHP,PV based on the heat pumps nominal electrical power Pel,HP,Nom, which is

given in datasheets at rated conditions A2W35:

Pel,Hys = fHP,PV · Pel,HP,Nom (1)



If surplus exceeds the threshold, the control increases the DHW storage setpoint to Tset,DHW,PV. If the measured

DHW storage temperature from the uppermost layer Tmea,DHW exceeds this setpoint, the control increases the

space heating storage setpoint by ∆TSH,PV. Using a winter mode from September until April, space heating is

never affected during summer period.

PV surplus𝑃el,Sur

True𝑇set, DHW,PV

𝑇Mea,DHW > 𝑇set, DHW
and winter

True𝑇set, SH,PV = 𝑇set,SH + ∆𝑇SH,PV

True

False
0 𝑷𝐞𝐥,𝐇𝐲𝐬

DHW Space Heating

Heat Pump

Three
Way
Valve

Heating Rod

PID and
Heat pump 

Safety

DHW𝑇set, DHW Heating Curve𝑇set, SH
Override
set point

Override
set point

Supervisory Control Local Control

Figure 1: Rule-based supervisory and local control logic following the approaches in [3,30,31]. Colors indicate

the flow of the lines.

The supervisory control only changes the setpoints of the local control. Three parameters may be changed:

fHP,PV, TSet,DHW,PV, and ∆TSH,PV. We performed a separate control optimization for a single guideline-based

design using the same model. Here, the values TSet,DHW,PV =60 ◦C and ∆TSH,PV =15 K are pareto-optimal for

relevant objectives (cf. Section 2.2.3.). The detailed analysis of this control optimization exceeds the scope of

this contribution. It is noteworthy that 60 ◦C is also the maximal value used by [21].

As the parameter fHP,PV dictates to what extent surplus may be used, we include this parameter in a design

and control optimization (cf. Section 2.2.2.).

2.1.2. Local control

A local controller actuates the different components based on these setpoints.

The local control follows the approach in [31] and is depicted in the right part of Figure 1. Two hystereses

decide whether the heat pump and heating rod turn on or off for space heating and DHW. DHW has priority over

space heating. For the heating rod control, the time-based approach from [5] is used. If the lower hysteresis

limit is violated for more than 30 minutes, the control activates the heating rod. A PI controller actuates the

heat pumps compressor frequency based on the set and measured values in the system. Moreover, a safety

controller ensures minimal runtime, off-time, and limits the maximal number of starts per hour to three [24].

2.2. Study design

The research question’s answers depend on uncertain economic parameters (i.e., electricity tariffs) and in-

volves multiple relevant objectives, for instance, costs, emissions, efficiency or self-consumption. To evaluate

multiple scenarios and objectives, we use a full-factorial design of experiments to evaluate every possible

combination of discrete optimization variables [32]. Factors of the full-factorial design are different boundary

conditions (cf. Section 2.2.1.) and optimization variables (cf. Section 2.2.2.). Section 2.2.3. highlights relevant

objectives for our analysis.

Using discrete variables leaves untapped potential. For instance, a 9.48 kW heat pump could be the global

optimum; whereas the discrete choice for a 10 kW heat pump is only near-optimal. However, manufacturers

only offer discrete component sizes anyway. Thus, insights on whether these discrete choices change is



sufficient to answer the question if the optimal design changes. If the continuous optimum is of interest, a

surrogate-based optimization approach can be applied to efficiently search for it [33].

2.2.1. Boundary conditions

The boundary conditions may influence the findings in this contribution. To limit the complexity of the study, we

only vary certain boundary conditions. In the following, we motivate our choices.

Weather

The system design according to guidlines [6, 34] depends on the nominal outdoor air temperature TOda,Nom,

which is defined by the buildings’s location [35]. Additionally, the solar radiation at different locations may

influence the design of a heat pump system with PV. Thus, we define three weather cases: cold, average, and

warm. We extract these cases from the German guideline DIN 4710 [36], which seperates Germany into 15

climatic regions. For weather data, the test reference year average is selected for each location provided by

Germany’s Meteorological Services [37].

Using this data, we calculate TOda,Nom, the minimal temperature TOda,Min, the mean temperature TOda,Mean, and

the sum of direct and diffuse radiation on a horizontal plane HGlo. Based on the values, we select the coldest

(Fichtelberg), warmest (Bremerhaven), and average (Bad Marienberg) region based on TOda,Nom. Table 1 lists

all four relevant characteristics for the three regions. With cumulative global radiation between 931.59 kW h m−2

in Hamburg and 1123.95 kW h m−2 in Weihenstephan, the selected locations represent a typical range of global

radiation in Germany.

Table 1: Values for relevant characteristics of climatic regions in Germany.

Region TOda,Meanin ◦C TOda,Nomin ◦C TOda,Minin ◦C HGloin kWh/m2a

Bremerhaven 9.8 -7.8 -10.2 1023.8

Bad Marienberg 7.8 -11.0 -17.6 955.8

Fichtelberg 3.4 -16.1 -18.4 984.2

Building Envelope

For the building envelope, we select a non-renovated building from the construction period 1983 with a net-

floor-area of 156.25 m2 from the German TABULA standard [38]. Using TEASER, the envelope model is

generated [29].

The roof has a total area of 72.9 m2 and two sides, each with a tilt of 35◦. One half is south-facing, the other half

north-facing. As south-facing installations are a common recommendation, we focus on this orientation [39].

Using 100 % of the south-facing roof, the MPP equals 4.8 kW.

User

Besides weather and building envelope, user profiles may influence the optimal design of the system. At the

same time, user profiles are inherently uncertain and stochastic. To neglect a possible influence of stochastic

profiles, we assume deterministic profiles based on guidelines.

For DHW, Profile M according to European Union Regulation 811/2013 [40] is used.

For internal gains, standard profiles from TEASER are used [29]. However, we neglect the influence of internal

gains on the electricity demand. All available PV electricity may be used for the heat pump system. This either

represents a tenant-landlord scenario or a best-case scenario, where homeowners adjust their appliances

usage in favour of the heat pump. While the latter is not realistic, it maximizes the possible influence of PV on

the heat pump system, and, thus, its optimal design.

2.2.2. Design and control optimization

Table 2 lists the factors and levels of the integrated design and control optimization. Following findings in

recent literature, we use 1 K levels for the bivalence temperature, as this parameter has the highest influence

on efficiency, cost, and emissions [5,17].

Aside from the aforementioned factors, we enable and disable the supervisory control. Combined with the

roof area usage factors, this leads to three cases which we use to analyse the influence of PV and the control

strategy on the optimal design of the heat pump system:

1. No PV : Reference case with no PV and no supervisory control

2. No Control : PV but no supervisory control

3. Control : PV and a rule-based supervisory control



Case 2 applies when components of different manufacturers are used which are not able to communicate with

a supervisory control.

Overall, 2640 annual simulations are run, with an average computation time of 15 min1.

Table 2: Full-factorial design for the design and control optimization

Factor Values Number of levels

Weather Fichtelberg, Bad Marienberg, Bremerhaven 3

Roof area usage 0 %, 50 %, 100 % 3

Supervisory Control Disabled, Enabled 2

fHP,PV 10 % to 100 % 4

TBiv −16 ◦C to 5 ◦C 20

vQ̇Bui
5 l kW−1 to 100 l kW−1 4

2.2.3. Objectives

As the invest decision of a homeowner may depend on more than one objective, we analyse the optimal design

with regard to multiple objectives.

Besides costs and efficiency, the self-consumption rate and the self-sufficiency degree are often used as

characteristic values for the evaluation of systems with PV [30].

Emissions are not analysed in detail within this contribution. However, the full-factorial design enables a post-

analysis of further objectives.

Economics

The cost functions for annuity of the heat pump system follow [10, 41]. Inhere, invest, operation, and mainte-

nance costs are considered.

As we want to analyse a possible change in the heat pump system design if PV is used, we explicitly neglect

the investment in PV. In reality, the economic viability of PV depends on the self-consumption rate, which is

influenced by household appliances. As we neglect those, assessing economic viability of PV is not within the

scope of this contribution.

Further, we assume current electricity tariffs from Germany, with 36.06 ctEUR/kWh for electricity consumption

and 8.2 ctEUR/kWh for feed-in.

Efficiency

The seasonal coefficient of performance SCOPSys indicates the annual efficiency of the heat pump system.

To incorporate the whole system, we define the SCOPSys according to an energy balance around the building

energy system:

SCOPSys =

∫ 1a

0a
(Q̇SH(τ ) + Q̇DHW(τ ))dτ∫ 1a

0a
(Pel,HP(τ ) + Pel,HR(τ ))dτ

(2)

Inhere, Q̇SH is the building’s space heating demand, Q̇DHW is the DHW’s demand, as well as Pel,HP and Pel,HR

the heat pump’s and heating rod’s electrical power consumption, respectively.

Self consumption rate

The ratio of directly used PV electricity Wel,PV,use and the generated PV electricity Wel,PV defines the self con-

sumption rate SCR [39]:

SCR =
Wel,PV,use

Wel,PV

(3)

In literature, the SCR is commonly used to evaluate design and control approaches for PV systems [3,4,8].

Self-sufficiency degree

The ratio of directly used PV electricity Wel,PV,use to the total electricity demand defines the self-sufficiency

degree SSD [39]:

SSD =
Wel,PV,use

Wel,tot

=
Wel,PV,use

Wel,PV,use + Wel,Grid

(4)

1Intel(R) Xeon(R) CPU E5-1650 v3 @3.50GHz, 32 GB DDR3 RAM, 64 bit, SSD hard drive



3. Results

We separate the results of the design and control optimization into two cases. First, we analyse if the existence

of PV changes the optimal design. Second, we highlight the influence of the design on the optimal control

parameters.

3.1. Influence of PV on the heat pump system design

Figure 2 illustrates three cases for the medium weather case and a south-facing PV installation with 100 % roof

area usage. For all other cases, the absolute values change, but the relative deviations are comparable. Thus,

we focus on this case for our analysis.

First, the optimal design does not change; neither when using no supervisory control, nor when using a super-

visory control. Second, the relative objective space, i.e. the gradients, does not change between the cases.

This observation holds for all simulated boundary conditions. Thus, for the current price assumptions (cf.

Section 2.2.3.), PV does not influence the optimal design of the heat pump system.
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Figure 2: Optimal total costs over TBiv and VQ̇Bui
for the three cases (1) No PV, (2) No Control, and (3)

Control. Furthermore, the percentage change in total costs compared to case No Pv ∆CNoPV for the cases

(4) No Control, and (5) Control is depicted. Results are for location Bad Marienberg and a south-facing PV

installation with 100 % roof area usage. The hatched cell indicates the optimal design.

Looking at further differences in the objective space, Figure 2 also depicts the change in total costs compared

to the case No PV. For these boundary conditions, the case No Control yields cost reductions between 5.8 %

and 7 %, while the case Control obtains cost reductions between 5.7 % and 7.3 %. Over all boundary condi-

tions, the case No Control obtains cost reductions between 5.3 % and 7.7 %, while the case Control obtains

cost reductions between 2.6 % and 7.9 %. With 0.3 % additional cost reduction, case Control is only slightly

better than case No Control for the highest cost reduction. At the same time, case Control achieves lower cost

reductions in some cases compared to case No Control.

Consistent over boundary conditions, the highest cost reductions are achieved with smaller heat pumps and

larger thermal energy storages compared to the economic optimum.

Figure 3 illustrates four important metrics to explain why the optimal design changes. Inhere, the self-sufficiency

degree SSD closely resembles the cost reductions. Essentially, the SSD is a superposition of the self-

consumption rate SCR and the system efficiency SCOPSys.

First, the SCR increases with bigger thermal energy storages and smaller heat pumps. Bigger thermal energy

storages enable a better exploitation of surplus electricity. Smaller heat pumps lead to higher times of heating

rod usage tHR and, thus, an increased electricity demand. This increased electricity demand increases the

chance of PV electricity being used and, therefore, the SCR.

Second, the SCOPSys decreases with smaller heat pumps and increases slightly for bigger storages, as the

local control requires the heating rod less frequently. For small storages and monovalent heat pumps, the

SCOPSys decreases slightly. Suboptimal PID-values lead to this decrease.

The results in this section hold for the optimal control value fPV,HP. The following section analyses how the

optimal values of fPV,HP change with the design.
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Figure 3: Optimal values for the SSD, SCR, heating rod on-time tHR, and SCOPSys over TBiv and VQ̇Bui
in case

Control. The results hold for location Bad Marienberg and a south-facing PV installation with 100 % roof area

usage. The hatched cell indicates the optimal design.

3.2. Influence of the design on the optimal control

The control parameter fHP,PV defines the threshold to increase setpoints and, thus, use surplus electricity. Fig-

ure 4 illustrates the optimal settings for fHP,PV depending on different designs of heat pump and storage, as

well as relevant objectives. For cases with multiple optima, especially for monovalent designs (minimal TBiv),

the maximal value of fHP,PV is used.

Looking at total costs, settings equal or greater than 40 % are optimal. For bivalence temperatures around −6 ◦C,

the lowest values of 40 % are optimal for larger storages. This design is concurrent with the highest cost re-

duction through the control. Thus, to achieve the highest cost reduction, the supervisory control needs to be

included into the optimization problem.

Focusing on the efficiency, maximal values of fHP,PV maximize the SCOPSys. Only for the smallest heat pump,

where the efficiency is already low, smaller values of fHP,PV are advisable. Looking further at SSD and SCR,

minimizing fHP,PV is advisable. These findings hold for different boundary conditions considered in this study.

4. Discussion

Before discussing the implication of our results, we highlight limitations in the methods applied.

4.1. Limitations

The results show that the applied rule-based control is better or worse for different designs compared to using

no control. Overall, not more than 0.3 % of costs are additionally saved due to the supervisory control. We

optimized the set-temperatures in a separate study and the threshold in our design and control optimization.

Including the set-temperatures may yield further saving potential. However, as the separate operational opti-

mization is conducted for designs close to the optimal design, we do not expect the optimal design to change.

In contrast to [3], we do not consider space cooling. Further, we study colder climates and buildings with a

DHW share of only 5 % to 8 %. As Fischer et al. [21] point out, DHW is the dominating factor for PV. Our study

confirms these results. Fischer et al. study a DHW share of 16 % [21], Pinamonti et al. of 23 % up to 48 % [3].

While investigating higher DHW shares might benefit the supervisory control, it does not affect the optimal

rule-based design according to current guidelines [6]. In here, the DHW storage volume is fixed by demand.

However, future studies should check if an optional over-sizing factor could be introduced to guidelines to in-

crease self-sufficiency for heat pump systems with PV.

Furthermore, the rule-based control in current research are either based on digital thermostats or the ability to

control the compressor frequency. Especially the latter is not given for the current SG-Ready label. Thus, we

follow that the rule-based control is plausible for current state-of-the-art retrofit systems in Germany.

A further limitation in the methodology is the assumption that PV is only used for the electricity demand of

the heat pump system. In reality, household appliances decrease the PV surplus. This further minimizes the

chance of the heat pump system to use cheap PV electricity. While not relevant to our research questions
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Figure 4: Optimal control values for fHP,PV with regard to the optimal objective values given in Figure 2 and

Figure 3. Values are given over TBiv and VQ̇Bui
and hold for location Bad Marienberg with a south-facing PV

installation and 100 % roof area usage.

regarding the change in optimal design, realistic internal gain profiles should be used if an optimal design for a

specific case is required.

Our results are consistent for varying weather data and PV areas. However, other boundary conditions such

as the ratio of roof area to heating demand may influence the results. For our cases, PV surplus is mostly

available during spring, summer, and autumn. For better-insulated buildings with a larger roof, the surplus

usage and, thus, the optimal design may change. The same holds true for the orientation of PV. West- or

east-facing installations with different tilts could benefit PV surplus during heating season. Last, the usage of

a battery or dynamic energy tariffs could impact the heat pump and thermal energy storage design.

Aside from control and boundary conditions, only some components of the dynamic simulation model are

empirically validated [24]. The others follow white-box model approaches or are verified using comparative

validation [25]. As the thermal energy storage enables the efficient exploitation of PV surplus, experimental

validation should be carried out.

4.2. Implications

Keeping the limitations of this study in mind, three implications for current practice arise.

First, optimal design of the heat pump does not change when using PV with no or ineffective supervisory con-

trols. While minor changes in TBiv occur depending on the price assumptions, heat pumps are only available

in discrete steps anyway.

Second, for current price assumptions, the optimal design of the storage does not change. However, to maxi-

mize PV usage, the thermal energy storage should be maximized. This contradicts the optimal design without

PV, where the economic optimum is always at minimal storage volumes. However, other factors, such as de-

frost or utility blocking times may require the need of a larger thermal energy storage for space heating. Thus,

simply minimizing the storage volume is not advisable when combining PV with heat pumps. Third, the four dis-

crete options of the SG-Ready-Label do not enable a substantial increase of self-sufficiency. Hence, different

interfaces for supervisory controls, such as the compressor speed, should be opened for external access.

5. Conclusion

This contribution analyses the influence of PV on the optimal design of heat pump systems for retrofit buildings

using state-of-the-art rule-based controls. Applying annual simulation-based optimization of design and control

using detailed Modelica models, we highlight findings and implications for practice and research:

1. At least in retrofit, PV does not influence the optimal heat pump size for the used rule-based controls.

For current practice, neglecting PV is a valid assumption in current guidelines [6]. However, advanced

control strategies could change the optimal design in future systems.

2. PV does not affect the cost-optimal thermal energy storage size. However, optimal storage sizes change



when changing price scenarios or objective functions. Thus, PV should be considered when sizing the

thermal energy storage. The same could apply for the DHW storage, as DHW enables an efficient PV

usage during summer.

3. Future studies should incorporate additional boundary conditions and technologies. Different DHW pro-

files, internal gains, or PV installations may impact the influence of PV on the optimal design.

4. Future research should develop simplified design rules - both for rule-based controls and system design.

First, assessing advanced approaches as in [4] for different designs is advisable. Afterwards, design-

independent rules should be extracted to enable a fast and optimal planning of building energy systems.
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Nomenclature

Symbols

T Temperature, ◦C

∆T Temperature difference, K

VQ̇Bui
Volume per heat demand, l kW−1

f factor, −

Pel Electrical Power, W

Wel Electrical Energy, W

Wel,PV,use Self-used electrical energy, W

Wel,Grid Electrical energy taken from grid, W

CTot Total costs, C/a

Q̇ Heat flow rate, W

t Time period, −

HGlo Global horizontal diffuse and direct radia-

tion, kWh/m2a

SCR Self-consumption level, %

SSD Self-sufficiency degree, %

SCOPSys Seasonal coefficient of performance

for whole system, −

Subscripts and superscripts

HR Heating rod

HP Heat pump

PV Photovoltaic

SH Space Heating

MPP Maximum Peak Power

MPC Model Predictive Control

Bui Building

Oda Outdoor air

DHW Domestic Hot Water

tot total

SG Smart-Grid

Sur Surplus

Hys Hystereses

Nom Nominal

Mea Measured

set setpoint
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Abstract: 
Steam generating heat pumps show great potential for reducing carbon emissions in the industrial sector. 
However, predicting their performance is challenging as the exergy destruction of e.g., compressors and 
expansion valves increases with the temperature lift and condenser temperature. With over seventy design 
improvements mentioned in the literature, selecting the most effective design improvements is crucial. In this 
study, energy and exergy-based methods were compared in their ability to identify design improvements for 
a single stage subcritical heat pump to produce steam from hot condensate. The energy-based method 
suggested the addition of a sequential compressor with an intermediate cooler; however, this design did not 
improve the heat pump's techno-economic performance. The suggestion of adding either an internal heat 
exchanger or a flash vessel by exergy-based methods did lead in both cases to improved techno-economic 
performance. The internal heat exchanger performed best and increased the coefficient of performance from 
2.3 to 2.8 and reduced operational costs by 0.8 M€ after 5 years of operation. Additionally, the initial 
investment decreased by 135 k€, and the total costs of operation decreased from 10.3 M€ to 8.7 M€. These 
findings show that exergy-based methods are the way forward in identifying effective design improvements 
for steam generating heat pumps. 

Keywords: 
High-temperature heat pump, Steam generation, Exergy-based costs minimization, Techno-economic 
analysis, advanced heat pump configuration 
 

1. Introduction 
1.1. Steam generating heat pumps 
Heat pumps are being widely considered as a crucial technology for reducing carbon emissions in the 
industrial sector by 2030, and steam generation heat pumps (SGHPs) are a notable example. By converting 
renewable electricity into heat, SGHPs can effectively contribute to the sector's CO2-reduction goals. These 
heat pumps have the potential to decrease energy consumption in the European industrial sector by almost 
30%, as they can supply heat at a temperature of up to 300 °C [1].  SGHPs have three major advantages 
over other high temperature heat pumps: 1. they have a low installation costs factor because they can be 
connected to existing steam networks, 2. they have a good heat transfer coefficient compared to other 
working media (organic vapours), and 3. they are easier to control compared to hot water systems [2].  
A large temperature lift is required to produce steam from waste heat. The typically used subcritical single 
stage heat pump, also known as simple cycle heat pump, becomes uneconomical at temperature lifts 
exceeding 50°C [3] due to increased inefficiencies in the compressor and expansion valve [4]. Advanced 
heat pump configurations, on the other hand, are an economically viable alternative at these large 
temperature lifts [3]. The coefficient of performance (COP), which is the key technical performance indicator 
of heat pumps, reflects this increase in techno-economic viability. By advancing the simple cycle through 
intermediate cooling in the compressor, for example, the heat pump's COP can be increased. Advanced 
configurations can have a COP up to three times that of the simple cycle at the same temperature difference 
[5]. Many researchers have explored the performance and techno-economic potential of advanced heat 
pump configurations, including Arpagaus [6, 7], Schlosser [5], and Adamson [8]. These studies have 
identified over seventy different configurations that can help improve upon the simple cycle's performance. 



However, it is important to note that selecting an advanced heat pump configuration based solely on its listed 
performance in a different technical context can be ill-advised, as a heat pump's performance is highly 
sensitive to its technical surroundings. An example of the sensitivity of a heat pump's performance to its 
technical surroundings is demonstrated by Bless et al. [2], who found that the COP of high-temperature heat 
pump configurations for steam generation appeared comparable at first, but differed by almost two times 
when applied to the same case. This highlights the need for caution when selecting advanced heat pump 
configurations based solely on listed performance in a different technical context.  
While there are over seventy possibilities for optimizing the simple heat pump configuration, currently, there 
is no systematic method for determining the optimal improvements. In other words, there is no established 
approach for selecting the most effective configuration for a specific application. This presents a challenge 
for researchers and engineers who seek to develop more efficient heat pump systems, as trial-and-error is 
currently the only means of determining which advanced heat pump configurations will perform optimally in a 
given context. It is, therefore, needed to develop a systematic method for selecting the most efficient and 
effective heat pump configurations for specific applications. 
1.2. Economics and exergy analysis of high temperature heat pumps 
Arpagaus [6, 7], Schlosser [5], and Adamson [8]  have identified various advanced heat pump configurations 
that aim to minimize irreversibilities resulting from non-ideal pressure changes and heat exchange. These 
modifications involve adding expanders, compressors, flash vessels, open connections, heat exchangers, or 
switching the working fluid. The reduction of irreversibilities results in less work being required by the 
compressor and therefore a higher COP. Simple cycle heat pumps typically operate at about 50% of their 
ideal COP, due to these irreversibilities. Hence, they require twice the amount of shaft work to drive the 
compressor compared to the ideal operation [9]. Exergy analysis is a technique that helps to identify where 
irreversibilities occur. Opposite to energy, exergy is not a conserved measure. Hence, an exergy balance 
needs to account for exergy loss to the environment or loss to irreversibilities. The latter is known as exergy 
destruction. 
Bergamini et al. [10] used exergy analysis to study the exergy destruction in a high temperature single-stage 
ammonia heat pump that produced heat at 140°C from an isothermal 30°C source. They found that the 
exergy destruction of the heat pump’s components increased at different rates and that exergy destruction in 
the expansion valves was the most sensitive to the temperature lift, whereas its initial contribution to the total 
exergy destruction was limited. Hence, the dominant source of exergy destruction in the heat pump varied 
among components as the temperature lift was increased. Hu et al. [11] found similar results when 
assessing a heat pump that produced pressurized water at 120 °C from a heat source ranging from 50 to 90 
°C. They concluded that there is a strong correlation between exergy loss in the heat pump and the 
temperature lift, while exergy destruction in the evaporator and the condenser remained relatively constant.  
Moran et al. [12] combined exergy with economic analysis to help decision makers in identifying how much 
an additional component would increase both the technical and economic performance. Wang et al. [13], for 
instance, applied the exergoeconomic principle of exergy loss per total capital investment to compare the 
performance of mechanically and thermally driven heat pumps. Their analysis shows that exergy loss per 
capital investment as a function of temperature lift differs between mechanically and thermally driven heat 
pumps. Based on this distinction, they formulated a guide map to aid in the selection of the technologies. In a 
follow-up study, Wang et al. [14] used the same principles when evaluating the performance of a transcritical 
heat pump cycle for hot water production and increased the heat pump’s cost rate by 17%. 
Hence, exergy-based economic analysis has emerged as a valuable tool for enhancing the techno-economic 
performance of heat pumps. However, its application to high temperature heat pumps has been limited. 
Moreso, to the author’s knowledge, no known cases exist where exergy-based economic analysis has been 
applied to a SGHP despite the challenges in selecting design changes and their significant potential for 
improvements. 
1.3. Objective 
Assessing the performance of advanced heat pump configurations is challenging due to their substantial 
dependence on the temperature of the heat source and sink. This is especially true for steam generating 
heat pumps, where the exergy destruction of pressure equipment increases with the temperature lift and 
condenser temperature. To address this issue, this paper employs exergy-based economic analysis to 
identify techno-economic improvements to a steam generating heat pump and compares the results with an 
energy-based method. The objective of this paper is to illustrate how exergy-based economic analysis can 
be used to identify techno-economic improvements to a steam generating heat pump and show how the 
results differ from an energy-based method.  
  



2. Method 
The method section is built up out of three sections. The first section goes into the general description of the 
followed approach. The underlying thermodynamic analysis is explained in section 2.2 and the costs 
calculations in 2.3. 
2.1. Identification of techno-economic improvements 
Advancements to a simple cycle heat pump configuration to produce steam were explored by using a four-
step method: 1. setting costs targets, 2. performing energy, economic, and exergy analysis (3E-analysis), 3. 
assigning costs to exergy losses, and 4.  assessment of design changes.  
Step No. 1: To set cost targets, the performance of an ideal (i.e., lossless) heat pump was compared to an 
electric boiler. This comparison is common in industry because both are a way to industrial electrification. 
The heat pump was defined to be economically viable when the total costs of ownership (TCO) after five 
years of full-time operation (8000 h) were lower than that of an e-boiler. The cost of electricity was taken to 
be 0.041 €/kWh [15] based on the expected average electricity costs between 2022 and 2030 in the 
Netherlands for large consumers. The required capital investment for an e-boiler of the required size was 
based on a capital costs price of 165 €/kW [15]. For both the e-boiler and the heat pump an installation costs 
factor of 3 was used to convert bare unit costs to installed costs. Based on the TCO of an e-boiler and the 
operational costs of an ideal heat pump, the maximal capital investment for a heat pump was calculated.  
The next step was initiated when the capital costs price of the heat pump was at the high end of typical heat 
pump cost price ranges (100-1000 €/kW) [16]. 
Step No. 2: An energy, economic, and exergy (3-E) analysis was applied to a heat pump. The 
thermodynamic states of the heat pump were fixed by the outlet conditions of both the evaporator and the 
condenser. For both heat exchangers the pinch point temperature difference was set to 5 K with respect to 
the heat source and sink and conditions are assumed to be saturated [17]. When subcooling and super 
heating are considered using an internal heat exchanger, the amount of heat transferred was limited by the 
temperature at the outlet of the compressor to below 175 °C to limit the degradation of compressor lubricants 
and seals [3]. In the assessment, the exergy value of heat was omitted when assessing heat exchangers, as 
an exergy balance was made over both sides. The compressor’s isentropic efficiency was stated to be 70% 
and its mechanical efficiency was 85%. The costs of the bare units, e.g., the heat exchangers, were based 
on their duty and cost functions. The bare unit costs were indexed to December 2022 with the Chemical 
Engineering Price Index (CEPI) [18] and converted into total costs of installation (TCI) using an installation 
factor to account for the cost of integrating the unit, contingencies, and other fees. 
Step No. 3: Exergy-aided cost minimization was applied and the exergy losses were translated into 
additional operational costs [19]. Since the operational costs of a heat pump consist mainly of electricity 
consumption by the compressor, the amount of work required to compensate for the exergy destruction of a 
component can be translated to additional operational costs with the help of electricity costs and the number 
of operational hours. 
Step No. 4: advancements to the evaluated heat pump cycles were made. The component whose 
performance caused the largest increase in operational costs was selected to be changed. This change was 
realized by adding one of the standard cycle’s components; i.e., a compressor, an expansion valve, an 
internal heat exchanger, an ejector, a closed economiser, a flash tank, a desuperheater, a cascade 
condenser, or an expander. The selection among these components was based on the origin of the exergy 
destruction and the estimated costs of the design change. This was also done based on an energy analysis 
to benchmark the results of the exergy analysis.  Once selected, a 3-E evaluation was done on the advanced 
configuration. The resulting component, together with the changes in exergy destruction, were used to 
evaluate the techno-economic validity of the change in the design. The performance of the advanced heat 
pump should have exceeded that of the e-boiler and the previously evaluated heat pump configurations. This 
performance is defined based on four performance indicators: 1. the total costs of ownership, 2. the initial 
investment, 3. the coefficient of performance, and 4. the total exergy destruction. Of these, the first two 
indicate the economic viability, whereas the third and fourth give insight into the technical and environmental 
performance of the proposed configuration, respectively.  
To illustrate the application of the method, it was applied to a case study where 10 tonnes per hour (t/h) of 2 
bar(a) pressure steam is produced from a water condensate steam of 50 kg/s and an initial temperature of 
80 °C. This case study was selected for its common appearance in different industries like chemical, paper, 
and food production. All configurations were modelled using refrigerant R-1234ze(Z) due to its high critical 
point, low GDP and ODP [11].  
  



2.2. Thermodynamic analysis 
2.2.1. Energy balance 
The basis of the energy balance was a consistent mass balance. For the simple cycle, the mass flow rate of 
the refrigerant (mr) was defined by the heat transferred required in the condenser (Qcd), the enthalpy after 
compression, and after condensation, as shown in Eq. (1): 𝑄 = 𝑚 (ℎ , − ℎ , )       (1) 

The refrigerant exited the condenser as a saturated liquid. All open systems were assumed to operate in a 
steady state and did not accumulate mass. This also holds in the case of a (flash) vessel, where an enthalpy 
balance defined the quality of the vapour and hence the mass ratio of its outgoing streams, and thereby the 
mass ratio between the top and bottom cycle. 
Work added to the system (Wc) by the compressor based on the isentropic enthalpy difference (𝛥ℎ ) 
between the pressure stages and an isentropic efficiency ( η ) of 70%, as indicated in Eq. (2): 𝑊 =         (2) 

The required amount of work by the compressor’s drive (WD) was based on a correction for electrical, 
volumetric, and mechanical losses based on overall motor efficiency ( η )  of 85%, as shown in Eq. (3): 𝑊 =         (3) 

The intermediate pressure (pi) is corrected by 0.35 bar when multiple pressure stages are considered based 
on the work by Mateu-Royo et al. (2018), see Eq. (4): 𝑝 = 𝑝 𝑝 + 0.35       (4) 

where p1 and p2 are the pressures before and after the compressor, respectively. Pressure relief in 
expansion valves is considered isenthalpic. Other forms of pressure loss are neglected, as well as heat 
losses. The coefficient of performance (COP) of the heat pump was based on the heat delivered at the 
condenser and the work required by the compressor’s drive, as shown in Eq. (5): 𝐶𝑂𝑃 = 𝑄 /𝑊        (5) 

The energy balance of the heat pump was closed by defining the required thermal duty of the evaporator as 
the difference between the duties of the condenser and the compressor. 

2.2.2. Exergy balance 
The influx of exergy (Exin) equals the outflux of exergy (Exout) plus exergy losses. The loss of exergy is the 
sum of internal exergy destruction (Exdes) and transfer of exergy to external sources [20]. Since heat loss to 
the environment was neglected and all heat transferred from the heat pump to the environment is valuable, 
the exergy balance simplifies to Eq. (6): 𝐸𝑥 = Σ𝐸𝑥 − Σ𝐸𝑥        (6) 

Exergy destruction will be zero in the case of an ideal operation. In that case, the exergy flowing into the 
system in the form of heat at the evaporator and work by the compressor is equivalent to the exergy of the 
outflow of heat at the condenser. The exergy value of the streams is defined by the enthalpy (H) and entropy 
(S) of the stream shown in Eq. (7) [21]: 𝐸𝑥 = 𝐻 − 𝐻 − 𝑇 (𝑆 − 𝑆 )       (7) 

Where subscript “0” denoted the reference state at T0 = 298,15 K and p0 = 101325 Pa. Substituting Eq. (7) in 
Eq. (6) and accounting for the exergy value of heat: 𝑄(1 − 𝑇 /𝑇) at a thermodynamic mean temperature and 
that of work: W, results in Eq. (8): 𝐸𝑥 = 1 − 𝑄 + 𝑊 − [𝐻 − 𝐻 − 𝑇 (𝑆 − 𝑆 )]     (8) 

Exergy destruction due to mechanical losses in the drive was taken as equivalent to the loss of work during 
transfer. 
2.3. Costs equations 
The total cost of ownership and the total capital investment are taken as the key performance indicators for 
the economic evaluations. These costs are based on the indexed bare unit costs of the components, the cost 



of installation, and operation. The bare unit costs (C0,p) required for the heat pump’s components were based 
on the costs function provided by Zuhlsdorf et al. (2019), which is presented in Eq (9): log 𝐶 , = 𝑘 + 𝑘 log 𝑥 + 𝑘 (log 𝑥)         (9) 

where “x” is the scaling parameter of a certain technology and “ki” is a calibrated value. Table 1. shows the 
used values adapted from Zuhlsdorf et al., [17].  

Table 1.  Parameters for estimation of component capital costs according to Zuhlsdorf et al.,  [17] 
Component Scaling 

Parameter X 
Range 𝑘  𝑘  𝑘  𝑓  𝑓  

Centrifugal compressor Fluid power 450 - 3000 kW 2.2897 1.13604 -0.1027 2.3749 2.8 
Drive Shaft power 75 - 2600 kW 1.9560 1.7142 -0.2282 2.3749 1.5 
Plain vessel Volume 1 – 800 m3 3.5970 0.2163 0.0934 2.0793 3.0 
Shell & tube heat exch. Area 10 – 900 m2 3.2476 0.2264 0.0953 2.0793 3.2 
Radial turbine Fluid power 100 – 1500 kW 2.2476 1.4965 -0.1618 2.3749 3.5 
 
These values were homogenized into the equivalent costs of the components for December 2022 with fcepi 
based on the Chemical Engineering Price Index (CEPI) [18]. Bare module costs were converted into total 
capital investment (TCI) using the installation costs factor (fIF), as shown in Eq. (10): 𝑇𝐶𝐼 = 𝐶 , 𝑓 𝑓        (10) 

For the centrifugal compressor and its drive, Eq. (4) was used as input for the scaling parameter by either 
including or excluding 𝜂 , respectively. The resulting costs were benchmarked to the costs data provided in 
the DACE-booklet [22] and found to be plausible. In case multiple compressors were used, their scaling 
parameters were combined to account for the economics of scale. Their respective costs were based on the 
ratio between the scaling factor of the individual component and the scaling factor of the combined 
components. The volume of a vessel was based on being able to supply the outlet streams for 10 minutes 
without an influx of new refrigerant. The heat exchanging area (A) of the heat exchangers was calculated 
using Eq. (11): 𝑄 = 𝑈 ⋅ 𝐴 ⋅ Δ𝑇        (11) 

where “U” is the heat transfer coefficient and Δ𝑇  is the logarithmic mean temperature difference between 
the hot and cold streams. A heat transfer coefficient of 1000 W/m2K is used for heat transfer between a liquid 
and an evaporating liquid and 1250 W/m2K was used when both sides were changing phases [17]. The total 
costs of the installation were equal to the sum of all the TCI of the components. This value is expressed as a 
factor of the condenser duty for benchmarking purposes.  
The operational costs of the heat pump were defined to be equivalent to the electricity consumption by the 
compressor. Hence, the amount of work required to compensate for the exergy destruction of a component 
was translated to costs (ci) by using electricity costs (cel), and the number of operational hours in a certain 
period (t), as indicated in Eq. (12): 𝐶 = 𝐸𝑥 , ⋅ 𝑐 ⋅ 𝑡       (12) 

herein, the payback time of the process change should be less than five years of full-time operation or 
40,000 hours. The costs resulting from non-ideal operation of the components were listed in descending 
order.  

3. Results 
Exergy-based cost minimization is used to advance the design of the heat pump. The performance of an 
ideal heat pump is compared to that of an e-boiler to indicate whether a heat pump would be an 
economically viable alternative. Thereafter, the performance of a single stage subcritical heat pump, a simple 
cycle, is assessed. Alterations to this base design are suggested based on its energetic and exergetic 
performance. The techno-economic performance of these advanced designs is thereafter compared. 
3.1. Costs targets for a steam generating heat pump 
To identify the techno-economic best heat pump configuration, an exploration of its technical surroundings 
and technical competitor, of the e-boiler was carried out. Producing 10 t/h of 2.0 bar(a) steam with an e-
boiler required 6.5 MW of electricity. Based on the assumed bare unit costs of 165 €/kW and an installation 
factor of 3 this resulted in the costs as listed in Table 2. The total costs of ownership of the heat pump must 
be below that of the e-boiler to be competitive. In an ideal operation, this heat pump required 1.0 MW to 
operate, or 1.7 M€. Hence, the total installed costs must be below 12.3 M€, or 625 €/kWth, which seemed 



plausible based on the benchmarked 100-1000 €/kWth [22]. The heat pump would then operate with a COP 
of 6.38 and reduce electricity consumption by 85%. 

Table 2.  Costs comparison of an ideal e-boiler with an ideal heat pump based on 5 years of operation, 8000 
h/year, and an electricity price of 0.041 €/kWh – iterated values in italic 

Unit Supplied 
power 
[MWth] 

Required 
power 
[MWe] 

Specific 
costs 
[€/kWx] 

Bare unit 
costs 
[M€] 

Total 
installed 
costs [M€] 

Operational 
costs [M€] 

Total costs 
of 
ownership 
[M€] 

e-boiler 6.5 6.5 165  1.1 3.2 10.8 14.1 
Heat pump 6.5 1.0 <625 <4.1 <12.3 <1.7 <14.1 
 
3.2. Energy, Exergy, and Economic (3-E) performance assessment of a simple heat 
pump 
The layout of a simple, single stage subcritical, heat pump thermodynamically consists of an evaporator, 
compressor, condenser, and expansion valve. The results of the 3E analysis of this cycle are presented in 
Table 3. These results show that the compressor’s drive is the largest energy consumer. The electric drive of 
the compressor required 2.9 MW, and the COP was therefore 2.3. Hence, 1.9 MW is required to compensate 
for exergy destruction compared to the ideal heat pump. No costs were assigned to the expansion valve as 
the required capital investment was two orders of magnitude less than the other components. The 
compressor and its electric drive cost 3.2 M€ and made up for more than 70% of the total installed costs. 
Total costs of ownership (TCO) of 9.2 M€ were based on the electricity consumption of the drive and the 
total installed costs. The economic performance of the simple heat pump is a cost competitive option to the 
e-boiler, with a bare module cost of 234 €/kW. 
The energy analysis presented in Table 3 highlights that work is solely required by the compressor and its 
driver. Consequently, enhancing the compressor's efficiency emerges as a viable solution based on the 
energy analysis. However, when subjected to exergy analysis, it is revealed that the expansion valve is 
responsible for the majority of exergy destruction, accounting for 689 kW (or 37% of total exergy destroyed) 
and incurring operational losses of over 1.1 M€. In addition, both the compressor and its drive account for 
53% of the total 1848 kW destroyed. As a result, modifying the process to utilize the work potential before 
the expansion valve, and thereby reduce work requirement, is viewed as a promising avenue for improving 
the cycle based on the exergy analysis. 

Table 3.  3E-evaluation of a simple cycle heat pump based on 5 years of operation, 8000 h/year, and an 
electricity price of 0.041 €/kWh.  

Component Heat 
transfer 
[MW] 

Required 
power 
[MW] 

Exergy 
destruction 
[kW] 

Operational 
losses [k€] 

Scaling 
factor 
[X] 

Indexed 
bare unit 
costs 
[k€] 

TCI [k€] TCO [M€] 

Evaporator 4.1 0.0 95 156 278 161 514  
Compressor 0.0 2.4 545 894 2,448 724 2,028  
Drive 0.0 2.9 432 708 2,880 412 1,153  
Condenser 6.6 0.0 87 142 1,054 248 792  
Exp. Valve 0.0 0.0 689 1,131     
Total   1,848 3,031  1,544 4,488 9,2 
 
3.3. Improving the heat pump configuration 
Increasing the efficiency of the compressor, as suggested by the energy-analysis, was pursued in advanced 
configuration No. 1 (Figure 1.A.), which depicts the common [4, 8] configuration of sequential compression 
with intermediate cooling to improve upon the compressor’s efficiency. Utilization of the exergy before the 
expansion valve, as suggested by the exergy analysis, was pursued with advanced configurations No. 2 
(Figure 1.B.) and No. 3 (Figure 1.C.). The aim of advanced configuration No. 2 is to use the exergy available 
before the expansion valve to reduce work requirements by the compressor with the help of an internal heat 
exchanger (IHX), also known as a closed economizer. Various authors cite this option as an interesting 
configuration due to its low equipment costs [23]. Advanced configuration No. 3 was designed to utilize the 
exergy before the expansion valve and to increase the compressor’s efficiency by reducing the temperature 
of the pressure gas after the first compressor and utilizing the exergy available after the condenser [24]. All 
three configurations are well-established in current practices and have a relatively high performance [8].  



 
 
Figure. 1. Overview of advanced configurations. A) Advanced configuration No. 1: the reference simple 
cycle updated with an additional compressor and intermediate intercooler, B) Advanced configuration No. 2: 
the reference simple cycle updated with an internal heat exchanger (IHX), and C) Advanced configuration 
No. 3: the reference simple cycle updated with an open economizer. 

3.3.1. Advanced configuration No. 1: Two stage compression with intermediate intercooling 
The introduction of a second compression stage with an intermediate cooling step reduced the COP from 2.3 
to 2.2, as work requirements by the driver increased to a total of 2.6 MW (Table 4.). Exergy losses are 
dominated by the expansion valve at 641 kW, or 32%. However, combined losses in both compressors and 
drives account for 1,042 of the total 2,016 kW exergy destroyed, or 53%. Though the specific work 
requirements by the compressor were slightly reduced by the intermediate cooling step, these gains are 
negated by the required increase in refrigerant mass flow to meet the energy demand in the condenser. This 
is partially a result of not being able to utilize the apparent heat in the intercooler due to its relatively low 
temperature of 92 – 89 °C and an initial sink temperature of 80 °C with an advised minimal temperature 
difference of at least 5 K [17]. Due to the higher work requirements and the additional investment, the total 
cost of ownership of this configuration is higher than that of the simple cycle. The total installed costs of the 
configuration are 5.3 M€, with a TCO of 10.3 M€, or 255 €/kW as a bare module. 

Table 4.  3E-evaluation of advanced heat pump configuration No. 1 with two compression stages and 
intermediate cooling based on 5 years of operation, 8000 h/year, and an electricity price of 0.041 €/kWh.  

Component Heat 
transfer 
[MW] 

Required 
power 
[MW] 

Exergy 
destruction 
[kW] 

Operational 
losses [k€] 

Scaling 
factor 
[X] 

Indexed 
bare unit 
costs 
[k€] 

TCI [k€] TCO 
[M€] 

Evaporator 4.3 0.0 174 286 282 161 516  
Compressor 1 0.0 1.4 343 563 1,392 397 1,112  
Drive 1 0.0 1.6 246 403 1,637 223 625  
intercooler 0.3 0.0 55 90 102 121 388  
Compressor 2 0.0 1.2 264 433 1,183 338 946  
Drive 2 0.0 1.4 209 342 1,392 190 946  
Condenser 6.6 0.0 84 138 1,054 248 792  
Exp. Valve 0.0 0.0 641 1,052     
Total   2,016 3,307  1,678 5,325 10.3 

3.3.2. Advanced configuration No. 2: Internal heat exchanger 
The addition of an internal heat exchanger (IHX) is a viable option to significantly increase the overall 
performance of the heat pump, leading to a reduction in the total costs of ownership (TCO) by 0.5 M€ in 
comparison to the simple cycle. Although the installation of the IHX increases the initial installed costs by 0.5 
M€, the reduction in the size of the compressor and electric drive results in savings of 135 k€ in installed 
costs and a reduction of 0.8 M€ in operational costs after 5 years (Table 4.). The total cost of ownership for 
the heat pump with the IHX is 8.7 M€ or 249 €/kW as a bare module. 
The lower operational cost is primarily attributed to the increase in the COP to 2.8 from 2.3, resulting from 
the addition of the IHX. This decrease in the work required by the drive from 0.6 MW to 2.3 MW is the main 
reason behind the increase in the COP. The total exergy destruction was reduced by 490 kW to 1,358 kW, 
with the compressor contributing the most to the total exergy destruction at 379 kW (28%), followed by its 



driver at 351 kW (25%), and the condenser at 476 kW (22%). The exergy destruction became evenly 
distributed among the components with the introduction of the IHX. The increase in exergy in the evaporator 
is due to the higher COP, requiring more energy from the sink and a temperature drop from 55 to 54 °C of 
the source. The exergy destruction in the condenser significantly increases due to its high inlet temperature, 
which is increased by superheating the suction gas before the compressor with the IHX. The introduction of 
the IHX led to an exergy destruction of 64 kW.  

Table 5.  3E-evaluation of advanced heat pump configuration No. 2 with an internal heat exchanger based 
on 5 years of operation, 8000 h/year, and an electricity price of 0.041 €/kWh.  

Component Heat 
transfer 
[MW] 

Required 
power 
[MW] 

Exergy 
destruction 
[kW] 

Operational 
losses [k€] 

Scaling 
factor 
[X] 

Indexed 
bare unit 
costs 
[k€] 

TCI [k€] TCO [M€] 

Evaporator 4.6 0.0 195  319 288 162 520  
Compressor 0.0 2.0 379 621 1,991 682 1,909  
Drive 0.0 2.3 351 576 2,342 406 1,137  
IHX 2.3 0.0 64 105 185 143 456  
Condenser 6.6 0.0 290 476 1,054 248 792  
Exp. Valve 0.0 0.0 79 130     
Total   1,358 2,227  1,640 4,814 8.7 
 

3.3.3. Advanced configuration No. 3: Two stage heat pump with open economizer 
The addition of an open economizer splits work requirements over two compressors with a combined duty of 
2 MW, or 2.4 MW at the electric drive. Hence, the required 6.6 MW at the condenser can be delivered with a 
COP of 2.8. Exergy destruction is evenly distributed among the components. The second stage compressor 
was the main source of exergy destruction at 269 kW (19% of total exergy destroyed), followed by its drive at 
212 kW (15%) and the expansion valve directly after the condenser at 207 kW (15%). Together with the first 
stage and their drives, the compressors accounted for 60% of total exergy destruction, compared to 21% of 
both expansion valves, with a total of 1,4 MW destroyed. The exergy destruction in the evaporated increased 
by 100 kW as more heat is transferred. The intermediate cooling in the vessel slightly reduced exergy 
destruction in the condenser compared to the simple cycle. The vessel itself also has a negligible amount of 
exergy destruction, when considering heat transfer between the top and bottom cycle. Exergy destruction in 
the expansion valves went from 689 kW in the simple cycle to 294 kW for both valves. As a result, total 
exergy destruction was reduced by 445 kW. The reduced size of the compressors and electric drive reduced 
investment costs by 43 k€. However, the installation of the vessel requires an additional 0.55 M€. The TCO 
is 8.8 M€, or 255 €/kW as a bare module. Hence, the initial investment increases compared to the simple 
cycle, but the increased efficiency mitigates the impact of operational costs and reduced the TCO by 0.4 M€ 
during the five years.  

Table 6.  3E-evaluation of advanced heat pump configuration No. 3 with an open economizer and two stage 
compression based on 5 years of operation, 8000 h/year, and an electricity price of 0.041 €/kWh.  

Component Heat 
transfer 
[MW] 

Work 
transfer 
[MW] 

Exergy 
destruction 
[kW] 

Operational 
losses [k€] 

Scaling 
factor 
[X] 

Indexed 
bare unit 
costs [k€] 

TCI 
[k€] 

TCO 
[M€] 

Evaporator 4.5 0 192 314 287 162 519  
Compressor 1.  0 0.8 204 335 826 279 781  
Driver 1. 0 1.0 146 239 972 165 463  
Vessel 5.4 0 1 2 690 183 548  
Compressor 2. 0 1.2 269 442 1,207 407 1,140  
Driver 2. 0 1.4 213 349 1,420 241 676  
Condenser 6.6 0 84 138 1,054 248 792  
Exp. Valve 1. 0 0 207 339  2   
Exp. Valve 2. 0 0 87.4 143  162   
Total   1,403 2,301  1,685 4,919 8.8 

4. Discussion 
The central question of this study was whether an exergy-based economic analysis provides a solid basis for 
identifying improvements to a heat pump’s configuration.  This question is answered by first evaluating the 
quality of the output and thereafter discussing the usability of the method.  
  



4.1. Quality of output 
The approach described in this paper yields outputs in two phases. Firstly, the feasibility of an ideal heat 
pump is compared to an e-boiler based on the findings of section 3.1. The second phase involves modifying 
the heat pump's configuration to improve its techno-economic performance, based on the results of sections 
3.2 and 3.3. It is worth noting that advanced configuration No. 1 is not included in this evaluation, as it was 
the outcome of design changes stemming from an energy analysis. 
The first phase provides a broad indication of the feasibility of a heat pump compared to an e-boiler. The 
simplicity of this approach makes it inherently vulnerable to the quality of the data input. For example, 
changes in the installation costs factor or the costs of electricity are likely to move the solution in a certain 
direction. A “plug-and-play” e-boiler design is likely to reduce the installation costs factor, which will result in 
the capital costs being a smaller percentage of the TCO, and a lower TCO overall. Changes in the electricity 
price can have a similar impact on the decision between an e-boiler and a heat pump, as an e-boiler uses 
more electricity. The easiness of the approach makes it a valuable tool for a first assessment and conducting 
a sensitivity analysis will aid in exploring tipping points in the decision-making process. Moreover, additional 
considerations like the size of the grid connection and the dynamic behavior of both systems should be 
considered when comparing these techniques. 
The second phase explored the advancement of the simple cycle heat pump configuration. This option is 
already an economically interesting alternative based on its COP of 2.3 and a bare unit cost of 234 €/kW 
compared to a COP >1 and a bare unit cost of 165 €/kW for the e-boiler. The TCO of the simple cycle is 9.2 
M€ after 5 years of full-time operation, which is significantly less than the 14.1 M€ of the e-boiler. The 
expansion valve is the largest single source of exergy destruction in the simple cycle, as it accounts for 37% 
of the total exergy destruction. This is in line with the findings of Bergamini [10] and Hu [11]. Moreso the 
COP of 2.3 compared to the listed COP of 1.7 to 2.3 when transferring heat at 60 to 100 °C to a heat sink of 
140 °C by Adamson et al. [8]. However, when considering the compressor (29%) and its drive (23%) as a 
single operational unit, they become the dominant source of exergy destruction at a combined 53%, on a 
total exergy destruction of 1,85 MW. Exergy destruction by the compressor’s drive is quite significant, despite 
its efficiency of 85%. This impact can be explained by the high exergy-value of the drive’s energy, work. The 
drive’s losses are entirely dependent on its duty and electric, volumetric, and mechanical efficiency. Hence, 
after the duty is reduced by advancing the cycle, this destruction could be reduced by more advanced 
mechanical equipment. 
The addition of the internal heat exchanger reduced the amount of work that must be delivered to the 
compressor compared to the simple heat pump and increased the COP from 2.3 to 2.8. This is 22% larger 
than the 2.3 reported by Adamson et al. [8] at the same temperature lift with the same working media. This 
difference is the result of the 20 °C higher condenser temperature in the case of Adamson’s findings. This 
highlights the sensitivity of a heat pump's techno-economic performance to the temperature of the heat 
source and sink. 
Advancing the simple cycle heat pump with an internal heat exchanger seems to be the preferred route 
compared to the open economizer, as it has similar operational (and emission) savings at a lower cost. This 
is in part due to the high efficiency with which the IHX can utilize the work potential compared to the vessel 
and the lower unit costs. This outcome is the opposite of what is expected based on the commonly found link 
between higher exergy efficiency and capital costs, as mentioned by Rosen and Dincer [25]. One possible 
explanation for this discrepancy is that the use of a constant compressor efficiency in the analysis does not 
account for the volumetric efficiency gains offered by the open economizer. Overall, the analysis highlights 
the importance of considering a detailed unit operation when evaluating the performance and economic 
feasibility of heat pump configurations. 
4.2. Usability of exergy-based costs minimization 
The starting point of this study was that a framework is needed that aids in identifying advanced 
configurations that improve the techno-economic performance of a considered heat pump and help decision-
makers in their quest to identify techno-economically feasible options. The proposed approach helps 
visualize where losses manifest together with their accompanying costs. This is different from an energy 
analysis, which will only be able to account for the costs of the operation of the drives and the profits from 
supplying heat to the condenser. Advanced configuration No. 1., where an additional compression stage and 
intermediate cooling are added to the simple cycle design, is a logical result of energy analysis, as it uses a 
common strategy to improve upon the efficiency of the compressor. However, the changes did not increase 
techno-economic performance in this case study. Moreso, it reduced the COP by 0.1, increased exergy 
destruction by 168 kW, increased the total capital investment by 837 k€, and increased the total cost of 
operation by 1.1 M€. Hence, reducing the overall performance of the simple cycle heat pump. Another route 
based on the outcomes of an energy analysis would be to buy a more efficient compressor and drive. For 
these upgrades to be economically competitive with the second advanced configuration with the internal heat 
exchanger, the overall motor efficiency must increase from 85% to 95% and the isentropic efficiency from 
70% to 85%, whilst the cost increase of the compressor increases is limited to 13%.  



In contrast, both design changes based on exergy analysis improved the techno-economic performance of 
the simple cycle heat pump. However, both advanced options still had an exergy destruction of 1.4 MW. The 
degree to which this can be reduced is currently unknown.  

5. Conclusions and recommendations 
Exergy based economic analysis can be used to identify techno-economic improvements to a steam 
generating heat pump. Not only was the method able to quickly assess the boundaries to its economic 
performance compared to other technologies (e.g., an e-boiler), but also improved on the technical 
performance of a single stage subcritical heat pump layout, whereas suggestions by an energy analysis 
were not.  
The exergy-based costs minimization method identified the expansion valve as the source of most 
operational costs, as it accounts 37% of the total exergy destruction. However, the compressor and its drive 
combined contributed 53%. The work potential available before the expansion valve can be used to improve 
on the compressor efficiency by either a closed or an open economizer. The closed economizer, or internal 
heat exchanger, increased the heat pump’s COP from 2.3 to 2.8 at the cost of an additional investment of 
0.5 M€. This additional investment reduces the total costs of ownership by 0.6 M€ after five years of 
operation. The open economizer also increased the COP from 2.3 to 2.8 and required an additional 
investment of 0.5 M€. The total costs of ownership are reduced by 0.4 M€ after five years of operation. The 
approach thus succeeded in identifying techno-economically beneficial process changes and helped to 
produce two options that both increased the technical and economic performance of the heat pump, whereas 
the energy-based approach did not.  
However, the exergy-based approach only pinpoints the exergy destruction that could be utilized. It is not 
able to identify how much the exergy destruction could be reduced. A variation of exergy analysis link 
Advanced exergy analysis as proposed by Tsatsaronis [20] may aid in this process. Moreover, the method 
does not suggest the technology that should be selected. Hence an extension of the framework is needed in 
which a strong link is made between the techno-economic performance gains of an additional component 
and the operational context of the heat pump. The same holds for a link to other working media, where a link 
between the gradient of the isentropic curves and exergy destruction is a likely candidate based on the 
presented results (i.e., the two stage compressor with intermediate cooling requiring more work). Lastly, it is 
recommended to use a more detailed thermodynamic analysis of the operational units to provide a fair basis 
for the comparison of added components. The assumption of a constant isentropic efficiency is likely to skew 
the presented results.  
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Nomenclature 
A  heat exchanger area (m2)   Subscripts & superscripts 
C  costs (€)     0,p bare unit value of component "p" 
COP Coefficient of Performance   c compressor 
Ex  Exergy [kJ/kg]     cd condenser 
f  factor (-)     CEPI Chemical Engineering Plant Costs Index 
h  enthalpy [kJ/kg]     d drive 
IHX internal heat exchanger    des destruction 
K  Costs factor (-)     el electricity 
m  mass flow rate [kg/s]    evap evaporator 
q  heat transfer rate [kW]    hp heat pump 
S  Entropy [kJ/kgK]    hx heat exchanger 
T  Temperature [K]    i intermediate 
t  time (s)      if installation factor 
TCI Total capital investment (€)   in influx 
TCO Total costs of ownership (€)   is isentropic 
U  heat transfer coefficient [W/m2K]  lm logarithmic mean 
W  Work/power [kW]    m mechanical 



X  scaling factor     out outflux 
Greek symbols      r refrigerant 
ɳ  efficiency 
∆  difference 
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Abstract:

With uncertainty in energy markets, and the effects of climate change looming, reducing energy use and
operational cost of existing building systems is more important than ever. To this end, this paper presents a
grey-box modelling approach to characterise the behaviour of chilled and frozen and coldrooms using basic
system specifications and measured data. An overall energy balance is used to devise a discrete state space
model for each cabinet, characterised by unknown empirical parameters relating to heat capacity and heat
transfer properties. Historical system data from a UK supermarket are used in combination with a genetic
algorithm optimisation to determine the optimal empirical parameters for 10 display cases and 10 coldrooms.
The resulting cabinet temperature predictions have a good level of accuracy, achieving a root-mean squared
error (RMSE) of 0.37°C to 0.98°C. Overall this data-driven approach is effective and efficient in modelling
refrigeration systems, and can be easily generalised to any system where historical data is available. Finally,
the use of the proposed approach in cost minimisation or demand response application is presented.

Keywords:

Supermarket, Refrigeration, Genetic Algorithm, Model Predictive Control, Demand Response

1. Introduction

Commercial refrigeration systems are highly energy intensive and can be responsible for up to 40-60% of a
supermarket’s overall electricity use [1]. As such, there is clear motivation to reduce energy use and operating
costs of such systems through smart control applications. At a high level these control schemes aim to utilise
the thermal capacity of refrigerated foodstuffs to shift cooling requirements to low-price or low overall grid
demand periods based typically on real-time energy prices to minimise operating costs [2], [3] or demand-
side response scenarios [4], [5] to alleviate periods of high grid demand. Such control methods often require
simulation models in order to test and calibrate the proposed approach ahead of real-world deployment, which
motivates a better understanding of the data requirements and best practices for developing such a model.

A popular refrigeration modelling approach is discussed in [6], which presents 3 separate sub-models to char-
acterise the performance of the chilled cabinets, suction manifold and condenser. A grey-box approach is used
to devise the fundamental mass and energy balances across the sub-systems, for which empirical constants
are then fit using historical data via an iterative prediction-error minimization (PEM) method. Optimal empirical
parameters and temperature fitting results are presented for 7 chilled cabinets, but deliberately excludes be-
haviour during defrost periods and doesn’t consider frozen cabinets. This limits the application of the method
to control of real-world systems. An alternative grey-box modelling approach is presented in [7], which uses
a state-space model derived from thermodynamic heat and mass balances of individual cabinets and evap-
orators. Model parameters were estimated using a maximum likelihood estimation approach, based on 2.5
years of minutely telemetry from 6 chilled and 4 frozen units. The approaches lumps the cabinet air and food
temperatures together, preventing individual tracking of food temperature which is a key variable to monitor in
control applications.

This paper demonstrates a grey-box modelling approach to model temperature dynamics in commercial chilled
and frozen cabinets. This is achieved using a genetic algorithm to fit unknown physical parameters for individual
cabinets, demonstrated using a UK supermarket as a case study. The method improves over existing literature
by modelling temperature dynamics during defrost cycles, as well as explicitly accounting for electric defrost
elements present in frozen units.



2. Case Study

2.1. System Description

This paper uses two identical R744 CO2 booster refrigeration systems installed in a UK food retail store as a
case study, shown in Figure 1. Each refrigeration loop services roughly 50% of the cabinets and coldrooms
in the store, as detailed in Table 1. They are designed to operate in both the subcritical and transcritical
regions depending on the ambient temperatures, but typically they operate subcritically [8]. The flash tank
feeds saturated liquid refrigerant to the medium temperature (MT) evaporators in the refrigeration cabinets
and coldrooms, as well as feeding the low temperature (LT) evaporators in the frozen cabinets and coldrooms.
ºCabinetsº refer to display cases which hold the chilled or frozen food on the shop floor, while ºcoldroomsº
refer to large rooms in the back of house area which hold additional chilled or frozen stock. Expansion valves
are present in each individual cabinet or coldroom, which are locally controlled to maintain the specific cabinet
temperature setpoint. A superheat control also operates on the cabinet valves to ensure the refrigerant leaving
the evaporators and entering the compressors is only in the gas phase. The LT evaporator outlet feeds directly
into the low pressure (LP) compressor bank, and then the MT evaporator outlet mixes with this LP compressor
outlet before entering the high pressure (HP) compressor bank. The LP compressor bank is comprised of
three 2ESL-4k Bitzer compressors and the HP bank uses six 4FTC-20k Bitzer compressors, one of which has
a variable speed drive. The HP compressor outlet then passes through a series of plate heat exchangers
which facilitates heat recovery from the refrigeration system into the primary side of the ground-source heat
pump (GSHP) which provides heating and hot water services for the building. Refrigerant then enters the gas
cooler to remove the remaining heat, the outlet of which feeds the refrigerant flash tank.

MT Evaporators

LT Evaporators

HP 

Compressors

LP 

Compressors

Gas Cooler/Condenser

Flash 

Tank

Plate Heat Exchanger

To 

GSHP
From 

GSHP

Figure 1: Schematic of typical CO2 booster refrigeration system.

Due to the subzero refrigerant temperatures required to absorb sufficient heat from the cabinet air, moisture
in the air will condense and then freeze over the evaporator. Over time this ice layer can build up and prevent
sufficient circulation of the cabinet air which dramatically reduces the available cooling capacity. To prevent
this, regular defrost cycles are run in both the LT and MT evaporators. For MT evaporators, an off-cycle defrost
is used meaning the refrigerant valve is fully shut for 15-30 minutes, which warms the cabinet and melts the
ice, and in LT evaporators an additional heating element is used to actively melt the ice. The operating power
of the heating element can be found in the system specification documents for each cabinet. This study is
based on data from 10 cabinets (5 chilled, 5 frozen) and 10 coldrooms (5 chilled, 5 frozen) chosen across the
two refrigeration systems present in this store.



Fixture Setpoint [°C]
Refrigeration
Load* [kW]

Defrost Power
[kW]

System 1
Count

System 2
Count

Fridge Cabinet 1 - 4 2.1 - 7.7 - 36 39
Frozen Cabinet -20 1.0 - 2.6 5.0 - 21.0 11 12

Fridge Coldroom 1 6.2 - 6.7 - 5 4
Frozen Coldroom -21 2.6 5.0 - 8.0 3 3

Table 1: Cabinet specifications for each refrigeration system. *Under 25°C and 60% RH.

2.2. Operating Behaviour

To showcase the operating behaviour of the chilled and frozen cabinets, 12 hours of telemetry data are pre-
sented for each cabinet type in Figure 2. All system data are collected using a cloud-based monitoring platform,
presented in more detail in [9]. As seen in this plot, the cabinet air temperature is maintained at the setpoint
using a local PI controller which manipulates the opening degree (OD) of the expansion valve to provide the re-
quired cooling duty. During the off-cycle defrost periods (highlighted in blue) expansion valves fully shut which
raises the cabinet air temperature and melts any ice build up. Immediately following the end of the defrost,
the valve opens to pull the cabinet temperature back down to setpoint. Frozen cabinet telemetry looks similar
but has some notable differences. Firstly, they operate using hysteresis control on the expansion valve, which
opens and closes the valve as the cabinet air temperature breaches upper or lower temperature bounds. This
control approach is more suitable for frozen cabinets as they use case doors which maintain air temperature
much more steadily compared to doorless chilled cabinets. The lack of doors also causes chilled cabinets to
need more frequent defrosts compared to frozen units, due to increased ingress of warm, humid air from the
shop floor.

Figure 2: Cabinet telemetry for a chilled cabinet (left) and frozen cabinet (right).

In addition to cabinet air temperature and valve OD sensors, the calculated product temperature (CPT), also
referred to as food temperature, in each cabinet is estimated using a proprietary algorithm provided by a
resource data management (RDM) panel which monitors and collects data from the local cabinet controllers.
As seen in Figure 2, the CPT in chilled cabinets only changes by 0.2°C during an off-cycle defrost, but
can change by up 1°C during a frozen cabinet defrost due to the additional electric heating element in the
evaporator.

3. Modelling

3.1. Cabinet Temperature

The proposed cabinet temperature model is adapted from a popular approach seen in [6], based on an en-
ergy balance over an individual cabinet. In cabinets, heat is transferred from the food items to the cabinet air,



Q̇foods/c , as well as from the internal building to the cabinet air, Q̇load . Heat is then exchanged between the

cabinet air and the evaporator, Q̇e. This paper improves upon previous approaches by including the additional
term, Q̇D, to account for the heat added by the electrical defrost element present in the evaporators of most
frozen units. For all chilled and frozen cabinets, the cabinet air temperature, Tc , and internal building tempera-
ture, Tindoor , are directly measured using temperature sensors and the calculated product temperature (CPT),
Tfood , is estimated using the previously discussed approach. Assuming purely conductive heat transfer, the
energy balance on this system can be written as

MCpfood

dTfood

dt
= −Q̇food/c (1)

MCpc
dTc

dt
= Q̇load + Q̇food/c + Q̇D − Q̇e (2)

Q̇food/c = UAfood (Tfood − Tc) (3)

Q̇load = UAload (Tindoor − Tc) (4)

where MCpfood and MCpc are the product of mass and specific heat capacity for the food and cabinet air
respectively, and UAfood and UAload are the heat transfer coefficients between the cabinet air and the food and
store air respectively. The cooling duty of the evaporator can then be written as

Q̇e = β OD (5)

β = Kv (hoe − hie)
√

ρsuc (Prec − Psuc) (6)

where OD is the opening degree of the expansion valve, Kv is a valve specific constant, ρsuc is the density of
the refrigerant on the suction side, Psuc and Prec are the suction and receiver pressures, and hoe and hie are
the specific refrigerant enthalpies at the inlet and outlet of the evaporator respectively. Under normal operation,
compressor controllers aim to keep the operating pressures and temperatures of the refrigerant constant at
specific points in the cycle, allowing the combination of these parameters into one constant β.

From this point, the above system (1)-(6) can be rearranged and expressed as an LTI state space model.

{

ẋ = Ax + Bu

y = Cx
(7)

with the state values, x = [Tfood , Tc ]
T , controls and disturbances, u =

[

OD, Q̇D, Tindoor

]T

, and model parameters

A =

[

−UAf/c

MCpf

UAf/c

MCpf
UAf/c

MCpf

−UAload−UAf/c

MCpc

]

, B =

[

0 0 0
−β

MCpc

1
MCpc

UAload

MCpc

]

, C =
[

1 1
]

(8)

In order to fit model parameters from historical data, the continuous state space model (7), should be discre-
tised using the sampling time of the sensors.

{

ẋ [k + 1] = Adx [k ] + Bdu [k ]

y [k ] = Cdx [k ]
(9)



3.2. Parameter Estimation

The required input data, namely Tfood , Tc , Tindoor and OD are collected for a range of chilled and frozen cabinets
from the case study system. An additional binary variable is collected from the cabinet controllers which
shows when the cabinet is in defrost mode to allow calculation of Q̇D using the rated defrost power discussed
previously. Raw telemetry is collected at irregular 2-3 minute intervals and resampled to 1 minute intervals
using linear interpolation to better capture the dynamics of the system. One day of data from 10/03/2023
is used for each cabinet to show the flexibility of the method using even just a small sample of N total data
points. The system (7) - (9) is expressed using the StateSpace function within the scipy .signal package in
Python [10]. This system is then wrapped within a genetic algorithm (GA) optimisation which finds the optimal
empirical parameters MCpfood , MCpc , UAfood , UAload and β, by using measured system states, x and measured
control and disturbances u to estimate the system states in the next timestep x̂ [k + 1] and compare these to
the measured system states x [k + 1]. This multi-objective optimisation is formulated as

min
Z

(RMSEc , RMSEfood ) (10)

RMSEi =

√

1

N

N
∑

(

T̂i − Ti

)2

(11)

subject to constraints











Z = [MCpfood , MCpc , UAfood , UAload ,β]

Z ≥ [0, 0, 0, 0, 103]

Z ≤ [109, 106, 104, 104, 104]

(12)

In this paper we utlilise the Python optimisation package Pymoo [11] and their implementation of a Non-
dominated Sorting Genetic Algorithm (NSGA-II) [12]. Each generation has a population of 100, and the opti-
misation terminates after 100 generations, and all other GA parameters are left at their default values.

4. Results

The optimal empirical parameters for the chilled and frozen cabinets are shown in Table 1, with MCp values
given in [J/K], UA values in [W/K], β in [W/OD%] and RMSE in [K]. For each cabinet, the GA fitting process
took at most 2 minutes to complete on a desktop PC with a Ryzen 5 3600 6-core CPU. On average the chilled
cabinets have a satisfactory fit, with an RMSE of 0.56°C and 0.13°C for cabinet air and food temperature
predictions respectively, while frozen cabinets are slightly higher at 0.89°C and 0.17 °C respectively. Chilled
cabinets also have higher UAload values, ranging from 42-82 W/K compared to only 1-4 W/K for the frozen
cabinets, and higher β values, 3,769 - 6,450 W/OD% compared to 1,000 - 1,576 W/OD% for frozen cabinets.
Both of these differences are due to chilled cabinets not having doors, causing a larger heat transfer from the
building air to the cabinet air, and consequently requiring a larger evaporator cooling duty to keep the food at
setpoint.

Chilled Cabinets Frozen Cabinets

Cabinet ID 1 2 3 4 5 6 7 8 9 10

MCpfood (×106) 942.5 222.5 865.8 138.0 951.0 10.7 13.2 577.4 6.3 36.0

MCpc (×105) 3.2 1.6 2.5 2.2 1.7 2.0 2.1 1.9 1.5 1.8

UAload 82 64 42 60 63 4 3 2 3 1

UAfood 391 254 301 222 100 174 189 191 134 194

β (×103) 5738 3796 6450 6308 4673 1576 1050 1000 1050 1032

RMSEc 0.46 0.37 0.68 0.56 0.72 0.98 0.87 0.84 0.89 0.87

RMSEfood 0.13 0.11 0.15 0.09 0.17 0.18 0.19 0.11 0.18 0.18

Table 2: Empirical parameters and RMSE values for the chilled and frozen cabinets.

Figure 3 shows 24 hours of cabinet air and food temperature predictions from the training sample compared
with measured values for the two best chilled and frozen cabinets. Air temperature predictions are generally



good, fitting well the temperature spikes due to defrost, but struggling sometimes to predict the smaller, higher
frequency temperature variations when the cabinet is at setpoint. This is particularly noticeable in the frozen
cabinet which use hysteresis control to maintain the air temperature within a bound around the setpoint.

Figure 3: Cabinet temperature predictions based on optimal GA fitting.

Figure 4: Coldroom temperature predictions based on optimal GA fitting.

Food temperature predictions are less reliable, particularly for the chilled cabinets. Over most of these cabinets
the food temperature predictions fail to pick up any of the observed changes in food temperature due to defrost,
instead just predicting a constant value which is on average correct. In addition, the food temperature in the
chilled cabinets only changes by a maximum of 0.3°C during a defrost, which is small temperature change for
this model to account for, especially compared to the air temperature which varies by around 5°C. Empirical
parameters for the 5 chilled and 5 frozen coldrooms analysed can be found in Table 3, and temperature
predictions compared to measured values are shown in Figure 4. The air temperature predictions are not
as accurate compared to the chilled and frozen cabinets, especially during the defrost periods, achieving
an average RMSE of 0.61°C and 0.16°C for cabinet air and food temperature predictions respectively for
chilled coldrooms, which increases to 2.74°C and 0.37°C for frozen coldrooms. This could be due to uneven
temperature distribution in coldrooms, which are much larger than cabinets, and so this effect is not by the
individual air temperature sensors.



Chilled Coldrooms Frozen Coldrooms

Coldroom ID 1 2 3 4 5 6 7 8 9 10

MCpfood (×106) 22.0 799.7 318.6 998.9 997.9 413.0 5.5 15.1 5.2 9.4

MCpc (×105) 2.3 2.2 10.0 10.0 9.6 0.8 2.7 0.4 0.5 3.0

UAload 15 25 102 111 196 5 27 6 8 75

UAfood 241 339 3831 4501 8775 54 178 34 31 251

β (×103) 1000 1002 1706 2964 1054 1000 2631 1811 1355 6121

RMSEc 0.67 0.92 0.29 0.27 0.91 3.07 1.36 3.60 2.73 2.96

RMSEfood 0.08 0.09 0.14 0.18 0.30 0.26 0.23 0.56 0.31 0.50

Table 3: Empirical parameters and RMSE values for chilled and frozen coldrooms.

5. Application Example

In advanced control applications, simulation models are often required to test and refine the chosen approach
prior to real-world implementation. A schematic demonstrating an example framework for a supervisory model
predictive control (MPC) approach applied to a refrigeration system can be seen in Figure 5. The MPC scheme
will have a user-defined objective function, which is typically minimising operational cost subject to variable
electricity prices, or tracking a reference power consumption sent from the grid for demand-response applica-
tions. In either case, the key control variable is the optimal temperature setpoint, T ∗

sp, which can be forwarded
to the local cabinet controllers to enact the required expansion valve position OD. The devised cabinet models
can then be used to simulate the resulting cabinet and food temperature changes. An equivalent modelling
and control approach has been demonstrated for a commercial HVAC system in the UK and simulations show
the ability to reduce operational costs while adhering to user specified constraints [9].
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Figure 5: Example supervisory MPC application using refrigeration cabinet model.

The proposed cabinet modelling approach is well suited to these control applications for a number of reasons.
Firstly, a large number individual cabinet models can be fit offline with low computational overhead, allowing a
user to easily simulate a entire supermarket refrigeration system. Additionally, the modelling approach shows
satisfactory modelling accuracy when trained on only a small snapshot of 24 hours of data. Finally, once the
optimal empirical parameters are known, the cabinet models are a simple system of linear equations providing
a fast, efficient method to test any proposed control approach.

6. Conclusion

This paper presents a data-driven modelling approach to simulate the behaviour of chilled and frozen cabinets
and coldrooms, using a UK supermarket as a case study. Individual units are modelled using a discrete LTI
state space model, based on an overall system energy balance, for which empirical parameters are deter-
mined using a genetic algorithm fitting approach. The proposed approach is demonstrated using 24 hours



of historical data from 10 display cabinets and 10 coldrooms, and shows satisfactory performance across the
range of cabinets tested. Finally, a high-level example application of the proposed modelling approach to a
supervisory, model predictive control scheme was discussed. Future work should look to better understand
the food temperature dynamics, perhaps using temperature probes instead of an estimated CPT value, as this
is the most important variable to track in control applications.
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Abstract: 

The heat pump market is experiencing remarkable growth and rapidly expanding in various sectors. Industrial 
heat pumps are an emerging technology for electrifying and decarbonizing the heat supply, such as hot water, 
hot air, and steam. However, integrating industrial heat pumps into business models is not yet common. As a 
result, little research has been conducted linking business model frameworks to the rapidly evolving heat pump 
sector. Besides, there are challenges in the transition from fossil fuel heating to electrical-driven heat pumps, 
including unfavorable electricity-to-gas price ratios, regulatory issues, alternative heating technologies, low 
maturity of services, the requirement for tailor-made designs, more complex integration principles, 
simultaneous need for excess heat, and higher CAPEX (compared to fossil or electric boilers). This study 
reviews business models for industrial heat pumps based on scientific literature and interview results with 
manufacturers as part of the EU Horizon project PUSH2HEAT. The goal is to explore innovative business 
models that could emerge from industrial heat pumps based on the changing framework conditions. First, the 
status of business models is reviewed to identify gaps in the academic literature. Next, ideation inputs are 
considered from case studies on high-temperature heat pumps, analogies to other markets such as domestic 
heat pumps, large-scale heat pumps for district heating networks, waste heat recovery, combined heat and 
power generation, as well as lessons from other innovative business models in the energy sector (e.g., energy 
contracting, heat as a service). Then, various players in the value chain (e.g., planners, manufacturers, 
integrators, installers, service providers, etc.), their capabilities, and the added value will be analyzed. Finally, 
a short list of business models will serve as a basis for decision-making for existing players, such as utilities 
and new companies considering entering the heat market. 

Keywords: 

Heat pumps; industry; innovative business models; value-chain. 

1. Introduction to industrial heat pumps 
Industrial heat pumps (HP) will play an important role in decarbonizing process heat and improving the energy 
efficiency of industrial processes in the future while driving the shift from fossil fuels to renewable electricity as 
an energy source [1], [2]. There are more and more suppliers of industrial heat pumps, as summarized in the 
IEA Annex 58 project [3], [4]. Four types of heat pump technologies are most relevant for industrial applications: 

• standard heat pumps with supply temperature < 80 °C, 

• high-temperature heat pumps (HTHP) with supply temperature > 100 °C, 

• steam-generating HP with mechanical vapor compression (MVR) and supply temperature < 200 °C,  

• heat transformers with supply temperature < 300 °C [5]. 

These heat pump technologies cover heat capacities ranging from about 100 kW to 10 MW [4]. In most cases, 
the heat source is excess heat from the processes with a typical temperature level of 30 °C to 80 °C, while 
some are also used to provide cooling simultaneously.  

Examples of existing and potential industries using industrial HPs include the food, paper, chemical, and 
refinery industries, where processes such as drying, pasteurization, sterilization, evaporation, and distillation 
can be made more energy-efficient [2].  

An estimate of the European industrial HP market potential showed that the cumulative heating capacity of 
industrial HPs in EU28 is about 23 GW, consisting of 4’174 heat pump units that could cover 178 TWh/a of 
process heat demand up to 200 °C [6]. Standard HPs could meet 50% of the cumulative heating capacity of 
the total market with heating capacities up to 10 MW; for above 10 MW, tailormade HP solutions are required. 
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In general, the ongoing energy transformation and the growth of renewable energies are changing the structure 
and value creation of the energy industry, enabling new business models that can be classified according to 
customer proximity [7]. In particular, there is a need for new business models for industrial heat pump market 
players (e.g., heat pump manufacturers, energy service companies ESCOs [8]) to strengthen market 
acceptance and faster market uptake. 

This study aims to identify innovative business models to drive the market introduction of industrial heat pumps. 
Because there are limited sources of business models for industrial heat pumps so far, the current state of 
business models for large-scale heat pumps for district heating networks and domestic use is first analyzed to 
identify gaps in the scientific literature. Then, business models from empirical interviews from the perspective 
of manufacturers of high-temperature heat pumps are evaluated based on the value chain. Next, a short list 
of business models is summarized to serve as a basis for decision-making when entering the industrial heat 
pump market. Finally, the study should help motivate existing companies in the value chain and start-ups to 
develop new business models for commercializing industrial heat pumps. 

2. Business model development 

2.1. The “magic triangle” 

At its core, a business model describes the rationale of how an organization creates, delivers, and captures 
value [9]. Value creation describes what benefits are created by the company, and value capture explains how 
the company can generate revenue from the offered benefits. To assist companies in designing business 
models, researchers and practitioners have developed tools and procedures to facilitate development. A 
simple way to describe business models is the "magic triangle," which consists of four essential dimensions – 
WHO, WHAT, HOW, and VALUE (see Figure 2). 

The "magic triangle" was developed at the University of St. Gallen (HSG) by Prof. Gassmann and team         
[10]–[12]. Briefly, the triangle aims to clarify the logic behind a business model by answering 4 questions 
(i.e., dimensions) about a business model: 

1. WHO is your target customer? (Customer segment)  
2. WHAT do you offer to the customer? (Value proposition)  
3. HOW is the value proposition created? (Value chain) 
4. How is VALUE achieved? (Revenue or profit mechanism) 

 

Figure. 1.   Business model definition – the “magic triangle” (Adapted from [10]–[12]) 

The “magic triangle” is a qualitative representation to support companies in (re)designing their business model. 
The different dimensions can be further elaborated. By answering the 4 interrelated questions, a company's 
business model becomes more tangible.  

• WHO - Each business model serves a specific group of customers. Defining the target customer is the 
first dimension in designing a new business model. Therefore, it should answer the question, "Who is 
the target customer?"  

• WHAT - The second dimension describes what is offered to the target customer or the customer’s 
value. This term is commonly referred to as the value proposition. It can be defined as a holistic view 
of a company's bundle of products and services that are of value to the customer. 

• HOW - The third dimension describes how to build and disseminate the value proposition. To do this, 
a company masters multiple processes and activities, along with the resources and capabilities 
involved and the value chain behind creating that value. 

• VALUE - The fourth dimension explains why the business model is financially sustainable and thus 
refers to the revenue model. Essentially, it combines aspects such as the cost structure and the profit 
mechanism applied and refers to the elementary question of any business, namely, how to make 
money from the business. 

For a given technology, e.g., an industrial heat pump, the question is how to use it profitably. Depending on 
the business model, different actors can play the central role. It is, therefore, worth considering from whose 
perspective the business model is viewed. This study focuses on industrial heat pump manufacturers. 



2.2. The “business model canvas” framework 

This study also uses the “business model canvas” framework to describe innovative business models [9], [13], 
[14]. Business model canvas provides a common language for representing, evaluating, and changing key 
aspects of complex business models.  

As shown in Table 1, the business model canvas contains nine elements arranged in a structured format. The 
nine interdependent building blocks are (1) customer segments, (2) value proposition, (3) customer 
relationships, (4) customer channel, (5) revenue streams, (6) key activities, (7) key resources, (8) key partners, 
and (9) cost structure. Applying the business canvas methodology involves answering a series of key questions 
in a particular sequence (see numbering (1) to (9) in Table 1). In this study, a business model canvas is 
developed from the perspective of industrial heat pump manufacturers. 

Table 1.  The Business Model Canvas framework, the mapping phases in development (numbering from 1 to 
9), and the key questions (Adapted from [9], [13], [14]) 

(8) Key partners (7) Key resources (2) Value proposition (1) Customer segments 
Who can help you? 

• Who are our key 

partners? 

• Who are our key 
suppliers? 

• Which key resources are 
we acquiring from 
partners? 

• Which key activities do 
partners perform? 

What do you need? 

• What key resources do 
these business 
activities require? 

 

What do you do? 

• What value do we deliver 
to the customer? 

• Which customer’s 
problems are we helping 
to solve? 

• Which customer needs 
are we satisfying? 

Whom do you help? 

• For whom are we 
creating value? 

• Who are our most 
important customers 

(9) Cost structure (6) Key activities (4) Customer channel 
(3) Customer 
relationships 

What will it cost? 

• What are the most 
important costs inherent 
in our business model? 

• Which key resources are 

the most expensive? 

• Which key activities are 
the most expensive? 

How do you do it? 

• What key activities do 
our value propositions, 
distribution channels, 
customer relationships, 
and revenue streams 
require? 

How do you reach them?  

• Through which channels 
do our customer 
segments want to be 
reached? 

How do you interact? 

• What type of 
relationship does 
each of our customer 
segments expect us 
to establish and 
maintain with them? 

  (5) Revenue streams  

  
What will it generate? 

• For what value are our 
customers willing to pay? 

 

3. Business models of heat pumps for district heating and domestic use 
Before focusing on industrial heat pumps, this section briefly overviews published work on business models 
with heat pumps for district heating and domestic use. Table 2 summarizes the studies. 

Various studies exist on the utilization of heat pumps for district heating networks in different European 
countries (e.g., Denmark [15], Austria [16], and Sweden [14]). A quick starting point for business model theory 
and contract theory concerning district heating can be found in the ReUseHeat report [17]. Their conclusions 
on urban waste heat recovery investments with a payoff of 15 years and more could apply to their respective 
regions. However, general conclusions should be made with caution.  

Østergaard et al. (2019) [15] conducted a business analysis of heat pumps for small district heating systems 
combined with heat storage on Samsø island in Denmark. Simulations showed that heat pumps and heat 
storage are useful for fluctuating renewable energy in part-load operation but are not economically competitive 
with straw-fired boilers. However, this conclusion may not be entirely applicable outside of Denmark. 

Terreros et al. (2020) [16] explored different potentials of heat pumps in rural district heating networks in 
Austria. Through simulations, it was found that the optimal bidding strategy for the heat pump is to buy 50% of 
the electricity on the day-ahead spot market and to offer 50% of the capacity for negative balancing energy for 
the automatic frequency restoration reserve, as this allows a significant reduction of the heat generation costs. 
The optimal operating strategy reduced heat generation costs by up to 17.7% for use cases with flue gas as a 
heat source for the heat pump and up to 27.5% for cases with sewage water. In addition, the results showed 
that variations in biomass price and call probabilities could significantly affect heat pump profitability. 

In Sweden, Lygnerud et al. (2021) [14] applied the business model canvas concept to map the required change 
in the district heating networks to generate cost and emission savings by integrating small-scale heat pumps 
in buildings. The authors showed that by combining efficient small heat pumps in district heating networks with 
optimal control, maximum cost savings of 33% and CO2 emission savings of 75% could be achieved. However, 
challenges exist due to the tendency of Swedish district heating companies to view heat pumps as competition. 



Vivian et al. (2018) [18] studied the economic performance of a low-temperature district heating system below 
45 °C. They used booster heat pumps in customers' substations to provide the temperature required for space 
heating and domestic hot water. Two types of business models were considered a district heating utility 
responsible only for heat recovery and distribution and a utility that also invests in heat pumps and electricity. 
At the same time, the user pays for the delivered heat. The economic analysis showed that the system with 
booster heat pumps is already competitive with single gas boilers for multi-family buildings, provided a local 
low-temperature heat source with minor marginal costs can be used. 

Heat pump flexibility can play a major role in enabling a transition towards a renewable heat and electricity 
sector. In this context, Fischer et al. (2017) [19] analyzed different business models that could arise from using 
the flexibility of domestic heat pumps in a smart grid context. Results showed that due to high-end customer 
prices, grid fees and complicated market requirements, less integrated business models were more attractive 
than the direct use of heat pump flexibility on the reserve or spot market or the provision of balancing energy. 
However, additional revenues could be generated by using heat pump flexibility, such as providing a secondary 
reserve or balancing energy. 

Lyon et al. (2021) [20] considered the challenge of retrofitting existing residential buildings in Europe, where 
heat pumps struggle to compete against traditional heating systems. The alternative business model “heat as 
service” (HaaS) proposition was investigated, which involves a residential building occupier signing a contract 
for heating provision and heating equipment for a fixed monthly fee rather than purchasing the heat pump 
equipment. It was concluded that the HaaS business model could be a critical step for overcoming the end-
user barriers for heat pumps, i.e., high upfront costs, risk of high running costs and lack of trust in the 
technology. The potential of HaaS has also been explored as a route to decarbonize the domestic heat supply 
in Scotland [21] to increase the uptake of low-carbon heat, improve the energy efficiency of people’s homes, 
and reduce fuel poverty.  

Table 2. Studies on business models with heat pumps for district heating applications and domestic use 

Paper Description Business model  

Østergaard 
et al. (2019) 
[15] 

• Heat pumps and heat storage combination for small 

district heating system in Denmark covering fluctuating 
renewables 

• Simulations of optimal business 
economic design  

• No business model was discussed 

Terreros et 
al. (2020) 
[16] 

• Heat pumps in rural district heating networks in Austria 

• Flue gas and sewage water as heat sources 

• Electricity market options  

• Costs savings by optimal bidding 
strategy (day-ahead & balancing market) 

Lygnerud et 
al. (2021) 
[14] 

• Combination of small-scale heat pumps in district 

heating networks in Sweden 

• Efficiency gains impacting cost and CO2 
emissions (business model canvas 
method used for business model 
mapping) 

Vivian et al. 
(2018) [18] 

• Booster heat pumps with low-temperature district 
heating network (15 to 45 °C) 

• System is economically competitive to gas boilers 

• Utility investing in heat pumps and electricity 

• District heating utility responsible only for 
heat recovery and distribution 

• Customer pays for heat delivered 

Fischer et 
al. (2017) 
[19] 

• Flexibility of residential heat pumps in a smart grid 
context 

• Provision of the secondary reserve or 
balancing energy (business model 
canvas established for various business 
cases) 

Lyon et al. 
(2021)[20] 

• Retrofit existing residential buildings with heat pumps  

• Increasing trust in heat pump technology  

• Reduction of risk of high running costs 

• Heat as a Service 

• Contract for the heating provision  

• No high upfront costs 

Fleck et al. 
(2021) [21] 

• Decarbonization of domestic heat in Scotland 

• Increase the uptake of low-carbon heat, improve the 
energy efficiency of homes, and reduce fuel poverty 

• Heat as a Service 
 

Britton et al. 
(2021) [22]   

• Heat pumps for cooling or keeping temperatures in the 
UK domestic market 

• Heat as a Service 

• Consumer pays for produced heat, 
annual service fee, initial installation 

 

HaaS business models have also been reviewed in the UK domestic market by Britton et al. (2021) [22].  
Recommendations for policy and research were made based on insights from facilitated group discussions 
with key stakeholders and experiences from HaaS trials in the UK. Based on the findings, policy and research 
recommendations were proposed to better understand the role of HaaS business models in decarbonization. 

Skovshoved & Sandqvist (2017) [23] discussed HaaS from a more academic perspective and aimed to identify 
value propositions for heat pumps in Sweden. The same study also described a business model in Denmark 
by Best Green, where end users pay an annual service fee and initial installation costs for the heat generated 
by the heat pump. However, the heat pump is purchased and owned by the service provider.  

Further studies published on business models in the heat and energy sector with heat pumps include: 



• solar heat pump water heaters [24],  

• solar thermal air conditioners [25],  

• district energy providers [13],  

• perspective of the electrical grid operator [26], 

• urban waste heat recovery [17],  
• combining district heating and heat pumps in buildings [27],  

• heat pump retrofits in metro Vancouver [28],  

• small-scale heat energy production in Finland [29], and 

• heat purchase agreements [30]. 

4. Business models specific to industrial heat pumps 
To the best of the authors' knowledge, no free literature is available on business models specifically for 
industrial heat pumps. Therefore, interviews with manufacturers of industrial high-temperature heat pumps 
(i.e., SPH, Enertime, BSNOVA, and QPinch) with reciprocating and turbo compressors, absorption and 
thermochemical technology were conducted as part of the EU Horizon project PUSH2HEAT [31].  

The following section summarizes the empirical findings from initial interviews with the heat pump 
manufacturers and ongoing studies. The interviews were conducted in a structured manner using a 
questionnaire. The aim was to gain a deeper understanding of the topic, identify innovative business models, 
and draw parallels between the general answers of the manufacturers. The "magic triangle" and the "business 
model canvas" framework were used to describe and visualize the business models. 

4.1. Business models and value chain of industrial heat pumps 

Figure 2 illustrates the main activities in the value chain of the industrial heat pump market ranging from 
research and development (R&D), manufacturing, consulting, design, distribution, installation, and 
commissioning to after-sales (maintenance, service), energy data management (EDM) and trading of heat 
(e.g., with heat storage and back-up systems) or CO2 certificates on the energy markets. Innovative 
approaches to business models can be mapped along the value chain. As customer integration increases, so 
does the degree of collaboration with the customer and involvement in the value chain.  

 

Figure. 2.   Business models and value chain of industrial heat pumps (Source: PUSH2HEAT project) 

Figure 3 shows three basic types of companies within the value chain, which differentiate by a targeted 
selection of core activities (indicated by arrows in different colors). A distinction is made between integrator, 
specialist, and solution provider. The integrator offers everything from a single source and masters the entire 
value chain in depth. The specialist supplies specific parts of the value chain and benefits from economies of 
scale, achieving quality advantages and flexibility. Finally, the solution provider (or orchestrator) can select the 
best from all specialists and thus offer the customer the most suitable solution. 

 

Figure. 3.   Basic types of companies within the value chain (integrator, specialist, and solution provider) 



Table 3.  List of likely business models from the perspective of a manufacturer of industrial heat pumps 

Business model Value proposition (WHAT) Revenues (VALUE) Key activities (HOW) 

Licensing of heat pump 
technology 

• Subcontractor using HP 

technology for own 
production 

• Users: Local partner 

• Licensing fees from 

subcontractor 
(recurring), e.g., 

depending on units 

• Licensing agreement 

• Trustworthy 

subcontractor 

Selling heat pump 

technology (IP) 

• Buyer receives state-of-

the-art technology 

without any R&D risks 

• One-time sales 
• Technology readiness 

• IP purchase contract 

Selling heat pump 

products with a B2B focus 
(B: wholesaler, project 
developer, installation/sales 

partners) 

• Local partner (distributor) 

as a one-stop shop for 
user customer 

• Income and profits 

from sales 

• Trustworthy sales 

partner/dealer 
network 

Selling heat pump 
products Direct2Customer 

• Customization One-Stop 

shop: installed pump 
(Financing as added 

service) 

• Earnings from sales 

and installation 

• Customer 

loyalty/customer 
data 

• Provisions from a 

financing partner 

• Sales 

• Installation resources 

Project developer /  
General contractor 

• “One-stop-shop” solution 

from idea to operating 
system  

• Fixed income for the 

successful project 
(in-time, in-budget) 

• Coordination of 

entities/partners 

• Sales resources 

• Resources for 

installation and 

planning 

Leasing / Selling and 
maintenance 

• Low capital spending 

• All services included 

• Service level agreed 

• Fixed earnings over 

the project duration 

• Provisions from 

financing/leasing 
partner or earnings 

in case of self-
financing 

• Service level and 

leasing agreements 

• Resources for 

installation, planning, 

maintenance 

Energy contracting 

• Guaranteed efficiency 

performance (energy, 
costs, CO2, white 

certificates, etc.) 

• Monetization of efficiency 

increase (achieve 
financial benefit) 

• Fixed, recurring 

earnings 

• Further revenues 

arising from 
efficiency surpluses 

• Risk management 

and assessment of 
projects and contracts 

Heat as a Service (HaaS) 
• Heat for a fixed price 

over the contract 

duration 

• Fixed, recurring 

earnings  
• Financial resources 

Energy as a Service (EaaS) 

(Running the whole energy 
infrastructure of a customer) 

• Energy for a fixed price 

over the contract 
duration 

• Fixed, recurring 

earnings  

• Construction and 

provider of a heat 
pump in own 
response 

Trading and profiting on 
arbitrage:  

• Energy markets (e.g., 

spot markets 
EPEX/EEX),  

• Selling Carbon 

certificates (CO2-ETS, 
CO2-voluntary like VCS, 
Gold 

• Electricity (renewables) - 

Efficiency (White like 
ESC, EEC) 

• Earnings from certificates 

• Service fees, 

provisions from 
sales of certificates 

• Energy 

management fees 

• Trading capabilities 

• Energy management 

capabilities 

Energy consulting and 
management 

• Energy management 

competence 

• Consulting fees 

• Energy 

management 
service fees 

• Energy management 

and consulting 
capabilities 



Table 3 summarizes the list of likely business models from the perspective of an industrial heat pump 
manufacturer and describes the business models based on value propositions, revenue streams and key 
activities (according to the “magic triangle”). The list of business models is intended to serve as a common 
basis for further discussion and is, therefore, neither very detailed nor conclusive or complete. The target 
customers are industrial companies (i.e., end users of the pulp, paper, food, and oil industry) that need to 
decarbonize their heat supply in the wake of climate targets. A brief description of each likely business model 
for industrial heat pump manufacturers follows.  

4.2. Licensing of heat pump technology  

When licensing a heat pump technology or parts of the technology, a subcontractor uses the technology to 
produce heat pumps. The heat pump manufacturer receives recurring license fees from the subcontractor, 
e.g., depending on the number of sold units. The business model requires a license agreement and a 
trustworthy subcontractor. For example, licensing can be interesting for a European heat pump 
manufacturer to reach certain markets (e.g., USA, China). 

4.3. Selling heat pump technology (IP) 

When selling a heat pump technology's intellectual property (IP), the buyer receives the most advanced 
technology without R&D risks. For the technology provider, it is a one-time sale based on an IP purchase 
agreement and the provision of the technology according to a defined technology readiness level (TRL). 

4.4. Selling heat pump products with Business2Business (B2B) focus 

When selling heat pump products over B2B (B: wholesaler, project developer, installation partners), the local 
partner is a one-stop shop for customers. Revenues are generated from the sale of heat pump products. 
Important is a trustworthy distribution partner and distributor network.  

4.5. Selling heat pump products Direct2Customer 

The heat pump products are sold directly to end customers by salesforce, and technicians or subcontractors 
carry out the installation. This is today's traditional and most common business model for industrial heat pump 
manufacturers. It leaves the customer with most of the risks (i.e., financial and technical). For a "new" 
technology like HTHP, this generates extra risk for the customer. In comparison, this risk is quite low for 
refrigeration systems due to long market experience. In most cases, key aspects are maintenance and service 
by third-party companies. Certain heat pump manufacturers are developing modular heat pumps to offer 
customized solutions. Here, the aim is to offer a package (i.e., package supplier). Some compressor 
manufacturers sell their products directly to heat pump manufacturers as subcontractors.  

4.6. Project developer / General contractor 

A project developer/general contractor acts as a one-stop shop and offers the heat pump solution from concept 
to commissioning. This provides a fixed income for the successful project (in-time, in-budget). The business 
model requires coordination of units/partners, sales resources, and resources for installation and planning. 

4.7. Leasing / Selling and maintenance 

Leasing (including maintenance) promises low investment costs, and all services are included depending on 
the agreed service level. Service level and leasing agreements and installation, planning, and maintenance 
resources are required. This generates fixed income over the project duration. Heat pump manufacturers might 
find this business model interesting but require a financial partner with know-how. 

4.8. Energy contracting 

Energy contracting is a comprehensive energy service normally provided by an energy service company 
(ESCO) [22]. The flexible operation of utility processes holds great potential and creates opportunities for third-
party involvement. Examples include outsourcing activities by industry towards ESCOs, especially for 
technologies used in utility processes. Energy contracting guarantees performance in terms of efficiency (e.g., 
energy, cost, CO2, white certificates, etc.). Efficiency improvements allow for fixed, recurring revenues. 
Additional revenues result from efficiency surpluses. Risk management and evaluation of projects and 
contracts are required. 

4.9. Trading and arbitrage profits  

As a complementary revenue stream, an industrial company may install a heat pump for its processes and 
use unused capacity for trading/arbitrage. Participation in trading on the energy markets (e.g., spot markets 
on the European Power Exchange (EPEX), European Energy Exchange (EEX)) and sales of carbon 
certificates in the emissions trading scheme (CO2-ETS, CO2-voluntary such as Verified Carbon Standard 
(VCS, Gold) enable revenue from certificates using heat flexibility [32]. Revenue arises from service fees, 



provisions from certificate sales, and energy management fees. Key activities include trading capabilities and 
energy management capabilities. 

4.10. Heat as a Service (HaaS) 

An increasingly popular business model for industrial heat pumps is heat as a service (HaaS) [20]–[23], [33]. 
Instead of a company investing directly in a new heat pump, HaaS allows a third party (e.g., service provider, 
ESCO) to bear the capital costs and guarantee the availability and performance of the heat pump system 
during the contract period. The ESCO designs, builds, owns, operates, maintains, and finances the heat pump 
system [33]. In addition, the ESCO can achieve better economies of scale and potentially receive volume 
discounts by buying several heat pumps. Delta-EE Ltd. estimated that the number of customers currently using 
a HaaS-type business model is in the low 1,000s across Europe in the domestic sector [20].  

Among others, the Danish Energy Agency introduced a subsidy program to encourage direct heat pump uptake 
in oil-heated homes in areas where district heating is not available [20]. Under this business model, the 
company that buys HaaS essentially pays an upfront cost for the installation of the heat pump, a fixed price 
per kWh of heat delivered and a fixed annual fee to the service provider to pay for the cost of the heat pump, 
installation, and any maintenance costs. Depending on their business model, energy service providers are free 
to adjust each of these three factors. The minimum contract period is typically 10 years [20]. In another 
example, Fleck et al. (2021) [21] described the potential of HaaS as a way to decarbonize residential heat 
supply in Scotland.  

4.11. Energy as a Service (EaaS) 

Beyond HaaS, there are also further developments possible, such as Comfort as a Service, Cooling as a 
Service [34], Temperature as a Service, or more general Energy as a Service (EaaS) [35]. The EaaS market 
is flourishing and is expected to be worth over 140 billion by 2027 [36].  

Figure 4 shows an example of an EaaS concept from ANEO Industry AS (Norway) [37] for high-temperature 
heat pumps to generate steam between 100 °C and 150 °C (1 to 5 bar(a)). With its sustainable EaaS platform, 
ANEO reduces fossil emissions and energy consumption in the process industry and increases energy 
efficiency. ANEO's services include engineering, installation, operation, and maintenance of industrial heat 
pumps from the initial case study to the system’s life cycle. 

 

Figure. 4.   Example of an Energy as a Service (EaaS) concept from ANEO Industry AS (Norway) [37] for 
high-temperature steam-producing heat pumps. Currently, ANEO’s EaaS is more a HaaS, but the intention is 
to supply electricity within the same framework. 

Like HaaS, the basic idea of EaaS is to take financial and technical risks (i.e., investment, operation, and 
maintenance) of the heat pump system out of the scope and liability of the end customer, meaning that the 
investment risk, financial risk, and operational risk are placed in the scope and liability of a service provider. 
The EaaS provider purchases the heat pump system under a contractual agreement with a technology partner 
and certain performance guarantees, such as operability, availability, capacity, etc., with penalties for non-
performance.  

Energy is guaranteed at a fixed price during the contract period (e.g., service agreement). This results in fixed, 
recurring revenue while profit for the EaaS provider is generated over the life cycle of the heat pump system 
(typically 10 years) and covers management, administration, risk mitigation, etc., in addition to profit margin. 
Depending on the project's location, investors in EaaS agreements can benefit from predictable cash flow, 
CO2 tax credits, and renewable energy certificate revenue. The EaaS business model allows the customer to 
focus its capital and resources on its core business.  



5. Business model building blocks of a heat pump manufacturer 
Finally, Table 4 attempts to compile various business model building blocks from an industrial heat pump 
manufacturer's perspective based on the interview responses. This overview represents a snapshot and needs 
to be refined in further studies to identify the relevant building blocks for each business case. 

Table 4.  Business model building blocks from the perspective of an industrial heat pump manufacturer 

(8) Key partners (7) Key resources (2) Value proposition (1) Customer segments 

• Heat pump producer 

• Suppliers of key 
components (e.g., 
compressor, heat 
exchanger, valves, 
control system, etc.)  

• Distribution partners like 
OEM integrators to 
expand the network 

• Demo customers for on-
site visits 

• Regional, national, and 
European public 
institutions for the 
promotion 

• Private and public 
investment funds and 
banks for financing 
projects 

• Technical consultants 

and process integration 
experts 

• Universities and 

research partners 

• Know-how about 
heat pump design 
and compressor 
integration 

• Intellectual property 

• Supply chain 
management for 
key components 

• Proof-of-concept 
and demonstration 
projects 

• Sales with a large 
industry network  

• Dedicated sales 
force 

• Technical 

resources for after-
sales service and 
maintenance 

• Sustainable process heat 
supply 

• Reductions in energy 

consumption, energy 
costs, and CO2 emissions 
(i.e., carbon-free on-site 
heat source) as a 
contribution to carbon 
neutral/net zero 
strategies 

• Saving fossil fuels 

• Integration into existing 

industrial processes 

• Training the customer 
regarding heat pump 
technology (how it works 
and what benefits it can 
bring) 

• Various energy-intensive 
industries (e.g., food & 
beverage, paper, chemical, 
oil) 

• Sugar mills, distilleries, 
petrochemical plants, paper 
mills, gypsum, ceramics, 
etc.  

• Steam and drying 
processes 

• Energy service suppliers 
(ESCOs) and providers of 
district heating networks; 
infrastructure providers for 
large industry parks 

• B2B resellers, wholesalers, 
project developers, and 
utilities 

(9) Cost structure (6) Key activities (4) Customer channel (3) Customer relationships 

• Investment costs for 
equipment and technical 
works (i.e., construction, 
mechanics, 
electrification, electricity 
grid, etc.) 

• Operating costs (i.e., 
electricity consumption 
during lifetime) 

• Maintenance costs (i.e., 
annual inspections, 
spare parts) 

• Subsidy programs 

• Development of 
high-quality heat 
pump technology 
(TRL9) 

• Demo units 

• Standardization 
and modularization  

• Sales and 

marketing activities 

• Hiring and training 
new competent 
employees 

• Direct sales 

• Sales through distribution 
partners 

• Reference customers 
(i.e., pilot projects) 

• Direct sales of equipment 
to end users or integrators 

• Direct sales of turnkey 
projects (100% one-stop-
shop) 

• Sale of heat pump products 
through partners  

• Special leveraged tenders 

(e.g., waste heat recovery, 
virtual power plants) 

  (5) Revenue streams  

  • Direct sales of heat pump 
equipment (hardware) 

• Installation and 
commissioning 

• Maintenance and service 

contracts (EaaS) 

• Subsidies and incentives 

• Licensing/IP fees 

 

 
5.1. Customer segments 

As heat pump technology is a cross-sectional technology, the end users of industrial heat pumps can be found 
in various process industries. Most requests come from the food and beverage industry, followed by the paper 
and chemical industries. End users own energy-intensive industrial plants such as sugar mills, distilleries, 
petrochemical plants, paper mills, gypsum, ceramics, etc. The focus is on processing heat supply through 
steam and drying processes. Process integration is often performed confidentially within an industrial 
company. Developing specific industry solutions to take advantage of the multiplication potential is possible. 
Customers can also be B2B resellers, wholesalers, project developers, utilities, and energy service companies 
(ESCOs) focused on plant operations (facility management).  



5.2. Value proposition  

The main added value to customers by industrial heat pumps is the conversion of several industrial sectors to 
a sustainable process heat supply and significant reductions in energy consumption and CO2 emissions (i.e., 
carbon-free on-site heat source). This enables: 

• Reduction of energy consumption and energy costs (i.e., operating costs) 

• Increasing the share of renewable energies  
• Reduction of greenhouse gas emissions (CO2, carbon emissions, carbon neutrality) 

• Saving of fossil fuels (e.g., independence from gas imports) 

• Reducing dependency on energy markets and their volatility (level of energy autarky) 

• Increasing the use of energy from excess heat sources  

• Profits from trading on the spot market 

Training the customer about how a heat pump works and what benefits it can bring is also a value proposition. 
The heat pump manufacturers assist potential customers in the selection, purchase and integration process 
and provide customers with a lower-cost alternative (life cycle costs) compared to competing or existing 
heating technologies such as gas boilers or biomass. At the same time, technical innovation will stimulate the 
creation of numerous jobs and significantly contribute to the economy's growth. 

5.3. Customer relationships 

Building trust, good sales and customer support, and a good network in the industry are crucial for establishing 
successful customer relationships. In service concepts, a distinction is made between long-term and short-
term customer relationships. In the eyes of the customers, individual and customized solutions are important.  

5.4. Customer channels 

The customer relationship can take place through various channels: 

• Direct sales of heat pumps to end users 

• Direct sales of heat pumps to integrators 

• Direct sales of turnkey projects (100% one-stop-store) to end users 

• Sales of heat pump products through partners  

• Special tenders with leverage effect (e.g., waste heat recovery) 

As a confidence-building measure, demo sites of industrial heat pumps for on-site visits are important. 

5.5. Revenue streams  

The current revenue streams come mainly from direct heat pump equipment (hardware) sales to customers or 
integrators and a little from installation and commissioning. This means turnkey projects will be sold directly to 
end customers (100% one-stop-shop). In the future, revenue will also be generated from the sale of 
maintenance and service contracts. Energy as a Service is a very interesting business model (e.g., lease-like 
contracts with fixed lease rates and residual purchase value at the end of the contract). Important sources of 
revenue are also local, national, and European subsidies and incentives. 

5.6. Key activities 

Because industrial high-temperature heat pumps are a relatively new technology, the development (R&D) of 
a stable, high-quality product is a top priority. Some heat pump manufacturers need more operational 
experience (i.e., operating hours) to increase the technology readiness level from TRL7 to TRL9. A goal is also 
to build standardization and modularization into the product line. In sales, high growth and demand for heat 
pump products are expected in the coming years. At the moment, sales activities are reactive rather than 
active. Nevertheless, numerous discussions are being held with customers in various countries, particularly 
Europe, to sell the technology throughout Europe. Depending on the order situation, project planning is a key 
activity for which additional employees must be hired. Project execution also expects a strong increase in 
personnel for the delivery, installation, and commissioning of the heat pump products. The biggest challenge 
will probably be finding enough competent employees and training them quickly and properly. 

5.7. Key resources 

The most important resources are internal know-how about heat pump design and the integration of 
compressors into a heat pump circuit, which may be based on intellectual property. Supply chain management 
for key components is important for delivery capability (i.e., enabling short delivery times). Proof-of-concept 
and demonstration projects are important to customers. Internally, marketing and sales with a large industry 
network are advantageous. A balance is needed between new human resources for marketing (e.g., dedicated 
sales force) and technical resources for after-sales service and maintenance. 



5.8. Key partners  

Important partners for a heat pump manufacturer are subcontractors and equipment suppliers for the core 
components such as compressors, heat exchangers, valves, control systems, etc. For commercialization, 
some heat pump manufacturers act as original equipment manufacturers (OEM). They actively work with 
distribution partners in selected countries to expand their sales network by integrating heat pump products into 
their portfolio. It is also crucial to have companies as demo customers that operate the first units to gain 
operational experience (i.e., running hours). For example, demo units are returned to the heat pump 
manufacturer after 6 to 12 months to check for wear.  

Furthermore, there is the possibility of inviting end customers for an on-site visit to see the demonstration units 
in operation to build trust in the market (i.e., seeing is believing). Finally, important partners are also: 

• Regional, national, and European public institutions for promotion, 

• Private and public investment funds and banks for financing projects, 

• Technical consultants and experts for knowledge transfer, and 

• Universities and research partners for further development of the heat pump technology (e.g., 
cooperations with other technology providers). 

5.9. Cost structure 

The costs arising from the sale of industrial heat pumps and services are mainly investment costs for 
equipment and technical work (i.e., construction, mechanics, electrification, electricity grid, etc.), but also 
operating costs (i.e., electricity consumption during lifetime) and maintenance costs (i.e., annual inspections, 
spare parts). In some cases, subsidy programs are used to pre-finance project development. 

6. Conclusions 
Industrial heat pumps are on the rise for the electrification of process heat in industry and are an important 
cross-cutting technology for the transition to renewable energies. Accordingly, the market will experience 
increased competition in the coming years, pushing industrial heat pump manufacturers to develop new 
business models. This review has shown that business models for industrial heat pumps are overall 
insufficiently described and that a scientific research gap exists. Initial findings could be summarized based on 
empirical responses from interviews with manufacturers and literature research analyses.  

The most widespread business model appears to be the Direct2Customer, which primarily involves project 
development and directly selling heat pumps to end customers. Revenues from installation and commissioning 
and future services from maintenance and servicing supplement this. However, each heat pump technology 
(e.g., vapor compression, MVR, absorption, thermochemical heat pump) requires its own business model 
evaluation using the proposed model building blocks. The highly customer-integrated business models such 
as Energy-as-a-Service (EaaS) and especially Heat-as-a-Service (HaaS) are opening new market 
opportunities for industrial heat pumps. However, none of the heat pump manufacturers interviewed has yet 
implemented HaaS in connection with industrial heat pumps. So far, only individual energy service companies 
(ESCO) now offer EaaS business models for industrial heat pumps.  

As an outlook, an attempt could be made to quantify the effectiveness and impact of the different business 
models, e.g., on marginal prices, consumer behavior or societal acceptance. Further interviews with industry 
partners in the industrial heat pump value chain need to be conducted for a more detailed investigation of 
customer needs and business models. A PESTEL analysis with political, economic, social, technological, 
environmental, and legal influencing factors will be realized within the PUSH2HEAT project.  

Further research could examine the structure of business relationships between the organizations involved in 
manufacturing, distributing, and using industrial heat pumps. Such an ecosystem-level analysis can identify 
ways to better align the respective business models to accelerate the adoption of heat pumps by industrial 
customers and ensure high-quality installations. 
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Abstract: 

Power trains based on fuel cells hybridized with any secondary power sources provide similar effectiveness 
levels than current powertrains based on internal combustion engines but achieve better efficiency values and 
have the potential to be free of harmful emissions. However, the development of these powertrains is still in 
its childhood and research efforts must be reinforced, especially in marine and aeronautical applications. One 
part of the project GreenH2CM will provide a valuate tool that will support the research in this area. In the 
frame of the GreenH2CM Activity Line “Uses of hydrogen in heavy transport, aviation and maritime sectors”, 
the research group PiCoHiMA from the Universidad Politécnica de Madrid (Spain) is developing a Laboratory 
for testing fuel cell integrations for marine and aeronautical applications. The resulting installation will allow to 
test fuel cell stacks with powers up to 300 kW and the simulation of hybridized secondary power sources as 
batteries or capacitors. The laboratory will not only allow to monitor and control the critical parameters of the 
stack under study to simulate adequate environmental conditions, besides, a 6-freedom degrees hexapod will 
allow to simulate the movements of the platform to study its impact. 

Keywords: 

Hydrogen; PEM fuel cell; propulsion; test bench; marine; aeronautical. 

1. Introduction 
Although green hydrogen is a versatile energy carrier that will play a key role in meeting the decarbonisation 
targets to which Spain has committed, a major R&D&I effort is still needed for it to be considered as an 
economically viable alternative. 

The project that is presented here, “Strategic Positioning of the Community of Madrid in Green Hydrogen and 
Fuel Cell R&D&I GreenH2CM”, is being developed by several national and regional research institutions and 
is funded by the Ministerio de Ciencia e Innovación de España (Spanish Ministry of Science and Innovation) 
MCIN/AEI/10.13039/501100011033, by “NextGeneration EU/PRTR”, and by the Regional Government of 
Madrid, in the frame of the Complementary Plans. GreenH2CM project pursues three general objectives in the 
field of Hydrogen and Fuel Cells: 

• To structure and coordinate the R&D&I capacities of the Madrid Region, among themselves and with 
other Spanish Regions with common interests, around the green hydrogen value chain and its 
application by means of: (i) optimisation of the connection between renewable electricity generators 
and electrolysers, (ii) innovative high temperature hydrogen production techniques with reversible 
operation capability, (iii) optimisation of fuel cell integration and (iv) safe combustion techniques of 
hydrogen and its mixtures for use in the industrial, residential and transport sectors. These innovative 
concepts will allow the necessary progress in reducing the production costs of green hydrogen so that 
it can reach the market. 

• To collaborate in defining the Madrid Region strategic lines of work on new concepts of green hydrogen 
production and fuel cell applications that generate industrial and economic value and act as an 
instrument to position the Madrid Region at national and European level in the development of these 
technologies. It also aims to establish alliances and cooperation agreements on renewable energies, 



green hydrogen and fuel cells and to promote technological surveillance and competitive intelligence 
to identify new work niches in this area. 

• To educate and train researchers, through the recruitment of research personnel at different stages of 
their training, and to generate human capacities for the development of a national industry covering 
the entire value chain around green hydrogen and fuel cells. 

Therefore, this R&D will complement and help support national industry in the development of innovative 
electrolyser concepts with higher efficiency, longer life and lower cost, as well as other hydrogen generating 
systems from concentrated solar energy; integration of fuel cells in transport (air, maritime, rail and road), 
industry and building applications and the development of new combustion devices and/or the adaptation of 
existing ones to move towards decarbonisation and climate neutrality. 

The GreenH2CM Project addresses the development of five main lines of action (LIA), out of the 13 lines 
included in the Green Energy and Hydrogen programme of Complementary Plans: 

• LIA1: Low temperature green hydrogen generation from renewable energy. 

• LIA3: High-temperature hydrogen generation from renewable energy and waste heat utilisation. 

• LIA7: Uses of hydrogen in heavy transport, aviation and maritime sectors. 

• LIA8: Uses of hydrogen in the industrial combustion sector. 

• LIA11: Techno-economic studies and market launch of utility models. Dissemination, education and 
training activities for new researchers. 

 

2. Uses of hydrogen in heavy transport, aviation and maritime sectors 
(LIA7) in GreenH2CM 

Since the beginning, mankind has need for mobility. Means of transport have evolved looking for higher speed, 
safety, and more power and efficiency. This evolution has been always supported by scientific and technical 
developments allowing the transition from human or animal power to steam, from steam to oil and, more 
recently, from oil to electrochemical energy stored in batteries and alternative fuels to look for more 
environmentally friendly solutions. In this sense, hydrogen and fuel cells are a promising technology for the 
mobility of the future that should make it possible to decarbonise those transport segments in which 
electrification does not provide a competitive solution compared to conventional combustion technologies. The 
aim of LIA7 is to investigate and develop advanced technological solutions for the integration and optimal 
operation of hydrogen-based systems for heavy, air and maritime transport applications. 

The overall objective of Line of Action 7 (LIA7), Uses of hydrogen in heavy transport, aviation and maritime 
sectors, of the GreenH2CM project is to: 

• Design, build and operate a facility for the testing of fuel cell integrated power trains in the maritime 
and aviation sectors. 

In general terms, this line of action includes: a) Development of technology to improve the reliability of the 
energy and degradation models of fuel cells to optimise their subsequent sizing and operation in hydrogen-
based vehicles. b) Development of advanced methodologies to optimise the sizing of hybrid traction solutions 
(fuel cells with batteries) and their configuration and thermal management. c) Generation of innovative 
solutions for the intelligent management of hydrogen-based vehicles, ships and aircraft to optimise their 
operation throughout their useful life. 

The expected results are summarized as follows: 

• Training to develop detailed dynamic models of the tested power generation system and its 
components for real-time simulation and/or digital twin applications; 

• Implementation of a power distribution system that will connect the primary and secondary sources 
(fuel cell, battery and supercapacitor) to the load, which will reproduce the power operating profile 
under test; 

• Development and qualification of the heat exchangers necessary to perform proper thermal 
management of a fuel cell-based power generation system on board a commercial aircraft; 

• Prototype demonstrator of a hydrogen fuel cell hybrid vehicle, operational and functional in the field of 
heavy road, port and/or airport transport; 

• Fuel cell testing capability with impurity measurements in the gas streams under various operating 
conditions. 

 

 

The main work involved in this LIA7 of GreenH2CM is the development of a laboratory for the testing of 
powertrains in the maritime and aviation sectors. It is described in Section 3. 



3. Laboratory for testing fuel cell integrations for marine and 
aeronautical applications 

In order to be able to carry out research, training and provide services to private companies, it is necessary to 
develop the design, construction and commissioning of a facility to test fuel cell integration in power trains for 
marine and aeronautical applications. Figure 1 shows the preliminary design of the facility. 

 

 

Figure 1. Two views of the preliminary design of the Laboratory for testing fuel cell integrations for marine and 
aeronautical applications in the frame of the GreenH2CM project. 

 

The tasks planned to achieve this facility are as follows: 

• Detailed design of the test facility. 

• Selection of components and services for the test facility. 

• Procurement of components and services for the test facility. 

• Construction of the test facility. 

• Configuration, testing and commissioning of test facility systems. 

• Operational tests with real operating profiles of a fuel cell and battery integration, with and without 
movements.  

In addition to this, it is planned to develop: a Doctoral thesis on the subject, dissemination activities and 
establish company-university agreements. 

 

The resulting installation will allow to test fuel cell stacks with powers up to 300 kW and the simulation of 
hybridized secondary power sources as batteries or capacitors. The laboratory will not only allow to monitor 
and control the critical parameters of the stack under study to simulate adequate environmental conditions, 
but a 6-freedom degrees hexapod will allow to simulate the movements of the platform to study its impact. 

This facility will be located at the Escuela Técnica Superior de Ingenieros Navales (Technical School of Naval 
Architects and Marine Engineers) of the Universidad Politécnica de Madrid (Spain) and will be under the 
management of the PiCoHiMA Research Group [1]. This Laboratory is an important asset that will offer 
valuable services to both the academy and the private sector. This facility can be integrated into large projects, 
allowing fuel cell solutions to be tested not only at a laboratory scale but also at a near-market scale, ensuring 
the quality of the final product at a critical stage of its development where such tools are scarce. This is an 
advantage for companies and research institutions in ensuring the reliability of their developments. 

 

 

 

4. Conclusions 
 



GreenH2CM is an important project that poses the basis for the development of critical knowledge and facilities 
around hydrogen technologies in the Madrid Region also structuring and coordinating the R&D&I capabilities 
in this Region. 

Among the five Lines of Action covered by this project, the Line of Action 7 “Uses of hydrogen in heavy 
transport, aviation and maritime sectors” stands out. 

The purpose of this Action Line to research and develop advanced technological solutions for the integration 
of hydrogen-based systems for heavy transport, aviation and maritime applications is reflected in its main 
objective, i.e. the design, construction and operation of a facility for the testing of fuel cell integrated power 
trains in the maritime and aeronautical sectors. 

The resulting installation will allow to test fuel cell stacks with powers up to 300 kW and the simulation of 
hybridized secondary power sources such as batteries or capacitors, including the impact on the fuel cell stack 
of the movements induced by a 6-freedom degrees hexapod that simulates the movements of the platform 
where the stack is embarked. 

This laboratory is an important asset that will provide valuable services to both academia and the private 
sector, facilitating the testing of fuel cell systems not only at laboratory scale but also at near market scale, 
ensuring the quality of the final product at a critical stage. 
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 Abstract: 

Direct methanol fuel cells, DMFCs, have a great interest due to their applications in the development of 
devices for portable energy applications due to their ability to produce electricity using methanol as fuel. 
These systems are environmentally friendly. Nevertheless, the methanol crossover from the anode to the 
cathode through the electrolytic membrane, the poisoning of the catalyst and the cost of these systems are 
some of the problems. One of the responsible of the high cost of these systems is the use of platinum, Pt, for 
the development of the electrodes.  
The objective of this work is to develop catalysts Pt-free. Materials based on FeCo solid solutions are 
synthesized by the combustion method and characterized for their further application as anode catalysts in 
DMFC. In addition, a post-treatment in reactive environments has been carried out the aim of improving the 
metal solution. The prepared materials have been morphological, structural and electrochemically 
characterized to test their activity towards methanol oxidation. Further, the catalytic layer composition has 
been designed to prepare electrodes by spray, in such a way that the slurry can be homogeneously 
sprayable on the surface of the carbon paper gas diffusion layer. The catalyst and electrodes have been 
studied to know if they are good candidates as anode of DMFCs, and to modify the synthesis and/or the 
different processes to improve their activity. 

Keywords: 

DMFC; electrocatalyst; Pt free; catalytic layer; combustion synthesis. 
 

1. Introduction 
The development of the society has increased the consumption of energy. The high cost of energy, the lack 
of resources and the pollution among others, make urgently to seek and develop new and renewable 
energies [1,2]. Fuel cells, which convert chemical energy into electrical energy via electrochemical reactions 
on the electrode surface are a promising alternative and clean energy resource [3-5]. 

Direct methanol fuel cells, DMFCs, have a great interest due to their high energy density, high conversion 
efficiency, low operating temperatures, low emissions of toxic substances [4] and also to their applications in 
the development of devices for portable energy applications [6-8]. Moreover, these systems are 
environmentally friendly, have easy operation and simple construction [4,9]. However, the crossover of 
methanol from the anode to the cathode through the electrolytic membrane, sluggish oxidation kinetics and 
the durability and deteriorating catalyst performance are some factors which have restricted the 
commercialization of DMFC tools [1]. Another problem is the high cost of the catalysts due to the use of 
Nobel metals like platinum. Consequently, it is necessary to reduce the cost of fuel cell catalyst and enhance 
their lifespan.   
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As catalysts in DMFC are commonly supported on conductive and porous membranes being this another 
important fact. It is well known that supported metal catalysts show improved stability and higher activity 
compared to unsupported bulk metal catalysts. Surface area, porosity, electrical conductivity, 
electrochemical stability, and surface functional groups characterise a support [5,10]. In this sense, carbon 
materials have been used as catalyst support due to remarkable properties, such as good electronic 
conductivity, better stability and environment friendliness.  There are several materials such as mesoporous 
carbon, carbon black, carbon quantum dots, carbon nanotubes, carbon nanofibre, graphene and other 
carbon forms such as carbon nanosheet, nanohorns, nanosphere as electrocatalyst support have been 
reported [11]. 

In order to diminish or avoid the use of platinum in fuel cells several low-platinum catalyst, Pt-C or free Pt 
catalyst have been developed including Pt-based alloying, Pt-based nanostructure design and supports-
enhanced methods [10,12-17]. Alloying Pt with more abundant and cheaper 3d-transition metals (such as 
Fe, Co, Cu, Ni) is considered as a facile strategy for heightening the electrochemical properties of [18-20]. 

Combustion synthesis is an effective, low-cost method for production catalysts and nanocarries by solid state 
and solution combustion [21,22]. The exothermicity of the redox chemical reaction is used to produce the 
material. Depending on the nature of reactants different methods has been developed [22]. 

The objective of this work is to develop catalysts Pt-free. Materials based on FeCo solid solutions are 
synthesized by the combustion method and characterized for their further application as anode catalysts in 
DMFC. Further, the catalytic layer composition has been designed to prepare electrodes by spray, in such a 
way that the slurry can be homogeneously sprayable on the surface of the carbon paper gas diffusion layer. 
The prepared materials have been morphological, structural and electrochemically characterized to teste 
their activity towards methanol oxidation.  

 

2. Experimental 
 

2.1. Sample preparation by combustion method 

To prepare the catalysts have been used are used iron (II) nitrate and cobalt and cobalt (II) nitrate as 
precursors. Urea has been chosen as fuel to maintain or modify the balance of valences. To obtain different 
local conditions during combustion different amounts of fuel have been employed. The nominal compositions 
formulated for the catalysts are FexCo1-x (x=0, 0.25, 0.5, 0.75, 1). 

2.2. Structural and morphological characterization  

The structural identification was performed by XRD with a Bruker to D8 Advance (CuKα radiation, 30 mA, 
50kV). For composition determination was used EVA Application V6.0 program with PDF-2 Database sets 1-
46.  

2.3. Electrochemical measurements 

Catalytic activity of the prepared powders towards methanol oxidation reaction was analysed by CV in a 
three-electrode cell (CE: Pt sheet, RE: Ag/AgCl and the material ink onto a glassy carbon tip as WE), at 
25ºC. Using HClO4 0.1M + CH3OH 0.5M as electrolyte. All data are collected in a I-V curve by AUTOLAB 
PGSTAT302N, firstly the samples have been activated, and measurements have been recorded at 50 mV/s 
from -0.1 to 1.3 V vs Ag/AgCl. 

 

3. Results and discussion 
 

Combustion synthesis exhibit four more or less rapid stages depending on raw materials (Fig. 1). The ignition 
temperature achieved allows obtaining, in a short time, the crystalline phases of the nanopowder material 
with porous structure. That phenomenon accelerates the kinetic reaction that is why this is the stage that 
controls the global process. 

 



 

Figure 1. Scheme of urea synthesis processes. 

 

Figure 2 shows that a mixture of oxides is obtained directly from the combustion with stoichiometric urea, 
observing small amounts of mixed oxides of iron and cobalt when different proportions of them are used to 
prepare the distinct nominal compositions. 

 

 

Figure 2. XRD of FexCo1-x (x=0, 0.25, 0.5, 0.75, 1) prepared by combustion synthesis with stoichiometric 
urea. 

 

While in Fig. 3 it can be seen how the variation in the proportion of fuel makes it go from having Co3O4 to 
obtaining CoO. 

 

Figure 3. XRD of FexCo1-x (x=0) prepared by combustion synthesis with different ratios of urea. 

 

By varying the stoichiometry of urea, in the case of x=0.25, 0.5, 0.75, the concentration of the mixed oxides 
of iron and cobalt increases. 

 

Regarding the preliminary electrochemical measurements carried out, it has been observed that when iron or 
cobalt oxide is found alone there is no activity against methanol oxidation. But this activity begins to appear, 
although slightly, as the iron-cobalt mixture appears in the catalyst formulation. 

 



4. Conclusions 
 

The ignition stage of the combustion synthesis determines the final crystallographic and morphological 
properties of the powders due to the number of gases released in that condition and both the atmosphere 
and the local synthesis temperature. The combustion method has been studied tailoring the properties of the 
final product based on the raw mixture used. It has been proven that final features and electrochemical 
behaviour is different, mainly due to the different crystalline phases achieved in the synthesis.  

The higher electrochemical activity is related to the crystal structure, the microstructure and morphology 
of the material. And these differences are directly related with time of reaction, local temperature and oxygen 
partial pressure reached.  
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Abstract:

The current energy crisis has accelerated the interest in sustainable energy sources and cryogenic propel-
lants, liquid hydrogen (LH2) or liquefied natural gas (LNG). The thermal management of these systems re-
quires advanced control strategies to minimize the boil-off losses produced by heat leakages and sloshing-
enhanced heat and mass transfer. This work presents a data-assimilation approach to calibrate a 0D ther-
modynamic model for cryogenic fuel tanks from data collected in real time from multiple tanks. The proposed
approach combines ideas from traditional data assimilation with multi-environment reinforcement learning,
where an agent’s training (i.e., model assimilation) is carried out simultaneously on multiple systems (en-
vironments). The real-time assimilation uses a mini-batch version of the well-known Limited-memory Broy-
den–Fletcher–Goldfarb–Shanno with bounds (L-BFGS-B) and adjoint-based gradient computation for solving
the underlying optimization problem. The approach is tested on synthetic datasets simulating multiple tanks
undergoing different operation phases (pressurization, hold, long-term storage and sloshing). We present the
general closure problem for the tank’s thermodynamics and the multi-environment assimilation framework. The
results show that the simultaneous sampling from multiple environments and loading scenarios significantly ac-
celerates the assimilation. Moreover, it is shown that the time scale for the training process is shorter than the
relevant time scales of the tank’s thermodynamics. This opens the path towards model predictive control based
on data-driven engineering models.

Keywords:

Thermodynamics; Cryogenics; Sloshing; Modeling; Machine learning; Data assimilation.

1. Introduction

Cryogenic fuels such as liquid hydrogen (LH2) or liquefied natural gas (LNG) are managed and stored at
extremely low temperatures (typically ≈-170 ◦C for LNG and ≈-250 ◦C LH2). LH2 has been mainly used
in rocket engines [1] but is now actively explored as alternatives to fossil fuels in many applications, including
naval [2] and aeronautical [3] industries. The need for cryogenic temperatures stems from the need to maximize
the fuel density without resorting to extreme operating pressures (> 300 bars for gaseous H2) [4]. In addition,
the higher thrust-to-weight ratio compared to classical propulsive solutions [4] and the absence of pollutant
emission make LH2 a promising energy carrier for a carbon-neutral future [3,5]. LNG is not entirely emission-
free but can still bridge the gap between traditional fossil fuels and a fully renewable energy system [3].

Nevertheless, storage at cryogenic temperatures requires a complex thermal management system, which
poses significant challenges to any application requiring long holding times, from marine to aeronautical, from
ground transportation to deep space exploration. No insulating system can entirely prevent heat exchanges
with the surroundings. Thus some of the fuel unavoidably evaporates over time and increases the tank pressure
[6]. Additional challenges are faced in tanks installed on vehicles, as the external accelerations induce sloshing.
Sloshing, defined as the movement of the free liquid surface, can (suddenly) increase heat and mass transfer
rates between the liquid and ullage gasses and thus produce significant variations of the tank’s pressure [7,8].

This work proposes a data assimilation framework for identifying closure laws in a 0D thermodynamic model
from real-time measurements of pressure, temperature, and liquid level in cryogenic tanks. The underlying op-
timization problem is efficiently solved via gradient-based optimization using the L-BFGS-B (Limited-memory
Broyden–Fletcher–Goldfarb–Shanno with bounds) algorithm [9] coupled with the adjoint method [10] for eval-
uating the cost function gradient. The main novelty in our approach lies in the simultaneous assimilation of
observations from multiple fuel tanks (i.e., multiple environments) undergoing distinct thermodynamic evolu-
tion in potentially widely different operating conditions.

The proposed approach takes inspiration from multi-agent reinforcement learning (MARL) [11]. MARL is a sub-
field of reinforcement learning where multiple agents learn to interact with each other and with the environment



to maximize a global reward. This is an active area of research with many open questions and challenges [12]
on handling communication and coordination between agents and learning effective policies in large-scale
multi-agent systems. Nevertheless, we believe that the potential impact of this concept in data assimilation is
enormous and worth investigating. This work moves the first steps towards its application to the problem of
data-driven calibration of thermodynamic models for cryogenic tanks. Leveraging synthetic data, we aim to
quantify the performance of the model’s calibration as the number of environments increases, using a single
agent to learn the closure terms. As a complementary investigation, the single-environment scenario is also
investigated to assess the impact of noise on the training data and the uniqueness of the solution.

This article is structured as follows. Section 2. outlines the physical modeling of the cryogenic fuel tank im-
plemented in this work. The real-time data assimilation and inverse method strategies are outlined in Section
3.. Furthermore, this section also describes how the synthetic test cases were generated. Lastly, Section 4.
overviews the results of the model calibration in single-environment and multi-environment conditions. Con-
cluding remarks and future outlook are discussed in Section 5..

2. Thermodynamic modeling

The cryogenic propellant tank considered in this work is a single-species system composed of a liquid and its
vapor enclosed in an insulated tank Fig. 1 provides a schematic of the problem with the relevant parameters
involved. Subscripts l , v , and w are used to distinguish variables related to the liquid, the vapor, and the wall,
respectively. The gas-liquid interface separating vapor and liquid is treated as an infinitesimally thin region
where heat and mass transfer occurs. The system exchanges heat and mass, both on the liquid and the
vapor side, during various operations (e.g., pressurization, venting, filling). The reader is referred to the list of
symbols at the end of the article for the nomenclature.

Figure 1: Schematic of the cryogenic fuel tank and its subsystems: vapor (v ), liquid (l), and insulating walls
(w). The heat and mass exchanges between these control volumes are expressed through the ṁ and Q̇ fluxes.

The 0D thermodynamic model used in the assimilation expresses the conservation of mass and energy applied
to three control volumes: the liquid, the vapor, and the solid. Considering mass-averaged thermodynamic
properties, these balances result in a system of ordinary differential equations (ODEs), which must be closed
with empirical relations for the heat and mass transfer rates. Finding closure from sampled data is the objective
of the assimilation.

The mass conservation between the liquid and the vapor is given by

dmv

dt
=
∑

ṁv ,in −
∑

ṁv ,out − ṁph ;
dml

dt
=
∑

ṁl ,in −
∑

ṁl ,out + ṁph , (1)

where ṁph = ṁcond−ṁevap is the net mass flux through the interface, accounting for the balance of condensation
and evaporation. The mass conservation in the vapor and liquid phases give

dUv

dt
=
∑

ṁv ,inhv ,in −
∑

ṁv ,outhv ,out − ṁphhv ,sat − Q̇v ,i + Q̇w ,v + Ẇv (2)

dUl

dt
=
∑

ṁl ,inhl ,in −
∑

ṁl ,outhl ,out + ṁphhv ,sat − Q̇l ,i + Q̇w ,l + Ẇl , (3)

where Uv and Ul are the internal energies of the vapor and liquid phases, Q̇ denotes the general heat flux, h
is the specific enthalpy, and Ẇ = −pdV/dt is the expansion/compression work due to changes in filling level.



The model closure is required to link the heat transfer rates at the interface. Assuming that the heat transfer
occurs at much larger time scales than the interface dynamics, we consider quasi-steady formulation and use
Newton’s cooling law for the closure relation:

Q̇v ,i = Aihv ,i (Tv − Ti ) ; Q̇w ,v = Aw ,v hw ,v (Tw − Tv ) ; Q̇l ,i = Aihl ,i (Tl − Ti ) ; Q̇w ,l = Aw ,lhw ,l (Tw − Tl ), (4)

where hv ,i , hl ,i , hw ,v , hw ,l are the heat transfer coefficients, Ai is the gas-liquid interface area, Aw ,v and Aw ,l are
the surface exchange areas between the walls-vapor and walls-liquid phases. The heat transfer coefficients
are unknown and must be identified from the data. The interface temperature in (4) is assumed to be the
saturation temperature evaluated at vapor pressure pv ; hence the energy balance at the interface provides the
mass flux due to phase change as ṁph = (Q̇l ,i − Q̇v ,i )/Lv , with Lv the latent heat of vaporization.

Concerning the exchange areas in (4), we do not account for the time variation of Ai (due to, e.g., sloshing),
and take it as the tank’s cross-section when the tank is half-filled. On the other hand, given the tank’s geometry,
the areas Aw ,v and Aw ,l are updated at each time step depending on the liquid level. This can be computed
from the liquid and vapor masses and their properties. In particular, treating the liquid phase as incompressible
(as in [13]), its density is solely a function of temperature ρl (p, T ) ≈ ρ(T ), hence

dVl

dt
= −

dVv

dt
. ≈

1

ρl

dml

dt
−

ml

cp,lρ
2
l

(

dρl

dT

)

p

dul

dt
, (5)

where cp is the specific heat at constant pressure, ρ is the density, and u = U/m is the specific internal energy.
Finally, in the 0D formulation, the insulating walls are treated as a single control volume which can exchange
heat with the vapor and liquid phases, as well as with the external environment at ambient conditions. For a
single control volume with mass-averaged properties, the internal energy of the walls is described through

dUw

dt
= Q̇a,w − Q̇w ,v − Q̇w ,l (6)

where Q̇a,w is the heat entering the tank from the environment. This term could be computed from existing
literature correlations [14], but in this work, this is taken as a user-defined function that depends on the specific
scenario experienced by the tank (described in the following section). It is worth noticing that (6) can be written
as a function of the mass-averaged solid temperature by introducing dUw = mw cw dTw .

Finally, all thermodynamic properties (cp, ρ), as well as the link between internal energies, temperatures and
pressures, were evaluated using the CoolProp package [15] in Python. This library implements pure fluid
equations of state and transport properties using the Helmholtz energy formulations.

To conclude this section, we note that the thermodynamic model is constituted of equations (1)-(6) and can be
cast in the form of a parametric initial value problem:










dx

dt
= f (x, t ;θ)

x(0) = x0

(7)

where x = [mv , ml , uv , ul , Tw , Vv , Vl ] ∈ R
7 is the state vector (composed by the masses, volumes and internal

energies of each control volume), describing the thermodynamic condition of the system at time-instant t ,
x0 ∈ R

7 is the (known) initial condition and θ ∈ R
p is the vector of unknown parameters. These identify a

function mapping the state vector to the heat transfer coefficients in (4) as further detailed in Section 3.1..

3. Real-time data assimilation framework

We describe the generation of the synthetic database in section 3.1. and the multi-environment real-time
assimilation approach in section 3.2..

3.1. Synthetic database generation

Borrowing from the reinforcement learning terminology, the assimilation is carried out by an agent interacting
with an environment to achieve a goal. In our context, the agent is a function that must predict the closure
parameters (heat transfer coefficients) with the goal of having the model prediction as close as possible to
the available data. In our context, the environment definition requires defining (1) the geometry of the fuel
tanks, (2) the working fluid, (3) the initial conditions of the system, (4) the temporal evolution of the heat
transfer coefficients (unknown to the agent), and (5) the sequence of operations applied to the tank. These are
summarised in Fig. 2.

The proposed multi-environment formulation involves learning the same closure law from multiple environ-
ments. In this work, we consider multiple cryogenic fuel tanks, partly filled with LH2. The environment pa-
rameters in terms of dimensions and initial conditions are presented in Table 4 in Appendix A. Tank 1 is the



Figure 2: Schematic of the parameters required to define an environment for the data assimilation of the 0D
thermodynamic model of the cryogenic tank. Interaction with the environment produces the observation vector
y(t) simulating measurements from the tank.

reference case used to assess the single-environment performance of the assimilation framework (Section
4.1.). The remaining tanks are added to the analysis of the multi-environment scenario (Section 4.2.).

In all environments, the heat transfer coefficients in (4) were modeled as

hv ,i =
kv

R

(

θ0Re0.69
s,v Pr1/3

v + θ1Ra0.15
v

)

; hl ,i =
kl

R

(

θ2Re0.69
s,l Pr1/3

v + θ3Ra0.15
l

)

; hw ,v = θ4hv ,i ; hw ,l = θ5hl ,i (8)

where Res is the Reynolds number due to sloshing, Pr = ν/α is the Prandtl number, Ra is the Rayleigh number,
and θ0 − θ5 are the set of parameters governing the heat and mass transfer evolution in the tank.

The dimensionless numbers in (8) are defined as

Res =
fe

f11

(

b

R

)2
(

gR3
)1/2

ν

√
1.841 ; Ra =

gβ∆TR3

να
(9)

where fe is the frequency of the forcing motion acting on the tank, f11 is the natural frequency of the tank [1],
b is the maximum expected wave-height during sloshing, which is a function of the forcing amplitude A0 [8], R

is the tank’s radius, ν is the kinematic viscosity, g is the gravitational acceleration, β is the volumetric thermal
expansion coefficient, and α is thermal diffusivity.

The hl ,i and hv ,i coefficients simultaneously account for forced convection through the Reynolds and Prandtl
numbers, as well as buoyancy-driven fluxes through the Rayleigh number. All synthetic test cases were gen-
erated using the set of parameters θ = [θ0, θ1 ... ] presented in Table 3 in Appendix A. These were tuned to
roughly portray the experimental pressure and temperature reported in [7,16].

Assuming that the functional relations in (8) are prescribed beforehand, the scope of data assimilation consists
in identifying the parameters θ from multiple environments. A general formulation of the problem could be
based on general parametric models (e.g. using radial basis functions expansions or artificial neural networks)
to learn the closure laws. These are currently being explored and will be presented in future work.

The interaction between the agent and the environment is carried out by monitoring some observations of the
system, here denoted as y(t) = h(x(t)), with h(·) the observation function simulating a measurement process.
The observations considered in this work are the vapor pressure pv (t), the mass-averaged vapor Tv (t), liquid
Tl (t), and wall Tw (t) temperatures, and the fill-level Hl (t). These quantities were retrieved from the state vector.
Hence the observation function is h(·) : R7 → R

5.

3.2. Real-time inverse method for multiple environments

Identifying the parameters θ requires solving an optimization problem. The optimal parameters are those that
minimize a cost function J(θ) measuring the discrepancy between model prediction and data across all the
available environments. Denoting as x

{j}(t) the time evolution of the thermodynamic state in the j th environment
and as y

{j}(t) the evolution of the corresponding observations, the cost function considered in this work is

J(θ) =
1

N

N
∑

j=1

∫ ti +T

ti

g(y
{j}, x

{j}, t ;θ)dt =
1

2N

N
∑

j=1

∫ ti +T

ti

(

y
{j}(t) − h(x

{j}(t))
)T

R−1
{j}

(

y
{j}(t) − h(x

{j}(t))
)

dt (10)



where N is the number of environments, T is the observation time and R
{j} is the covariance matrix accounting

for measurement noise. Since the assimilation seeks to learn the full set of parameters from all environments,
the proposed formulation is a multiple-environment but single-agent framework, as opposed to a multi-agent
formulation in which different agents could be assigned to learn different coefficients in the same environment.

In this work, the function J(θ) is minimized through gradient-based optimization using the L-BFGS-B optimizer
[9] coupled with the adjoint method [10] to compute the gradient ∇θJ. The adjoint method allows computing
this gradient without computing the sensitivity of the state with respect to the closure parameters, i.e. dx/dθ.

The gradient is computed by relying on the augmented Lagrangian function L(θ)

L(θ) = J(θ) +

N
∑

j=1

(

∫ ti +T

ti

(

f(x
{j}, t ;θ) −

dx
{j}

dt

)

λ
{j}(t)T dt

)

(11)

where the (row) vector λ
{j}(t) ∈ R

7 is the vector of adjoint variables for each environment. The cost function
(10) and the augmented cost function (11) are equivalent because the additional term is identically null for any
finite choice of the variable λ

{j} (by definition of the underlying dynamics in (7)). Therefore, it is possible to
make the gradient computation of both cost functions independent of the sensitivities if the adjoint variables
are taken as the solution of the following terminal value problem [17]:















dλ
{j}

dt
= −

(

∂g

∂x

)

{j}

− λ
{j}(t)

(

∂f

∂x

)

{j}

λ
{j}(T ) = 0

(12)

This is a linear system of equations that must be integrated backward in time to solve for λ
{j}. The gradient

can then be computed as

∇θJ(θ) =

N
∑

j=1

(

∫ tj +T

tj

(

∂g

∂θ

)

{j}

+ λ
{j}(t)

(

∂f

∂θ

)

{j}

dt + λ
{j}(0)

dx
{j}

dθ
(0)

)

(13)

where dx
{j}/dθ(0) is known from the initial conditions of each environment (tank). Thus, in the adjoint-based

approach, the gradient of the loss function is evaluated by solving two systems of equations for each environ-
ment in the ensemble (i.e., one forward pass to obtain x

{j}(t), and one backward pass to obtain λ
{j}(t)).

The vector of parameters is iteratively updated throughout the optimization loop as

θ
(k+1) = θ

(k ) − B(k)∇θJ(θ(k )) for k ∈ [0, 1 ... nk ] (14)

where the superscript (k ) indicates the iteration counter, and B is the approximation of the Hessian matrix
inverse according to [9]. The gradient computation in (13) and the updates in (14) define two-time scales of
the assimilation problem. The first scale is the observation time T , linked to the rate at which new information
is collected. The second is the learning time scale implicitly defined by the number of optimization iterations
nk carried out before an update on the gradient is requested (or is available). The first time scale defines the
rate at which the cost function changes because of the dynamics of the system and the potential occurrence of
unseen scenarios. The second time scale defines the rate at which the optimizer travels along the parameter
space before the cost function changes.

The optimal setting of these scales poses a fundamental question on the impact of the observation time T in
relation to the observed scenarios and the quality of the gradient computation: one might ask, for example,
whether the observation time should be long enough to observe at least two or three pressurizations or sloshing
events. This work investigates the impact of this parameter by making it vary from T = 10 min until T = 60 min,
with the five environments observing different scenarios and different combinations of events.

4. Results and discussion

We split the presentation of results and the discussion into a section dedicated to the performance of a single
environment (Section 4.1.) and a section dedicated to multiple environments (Section 4.2.).

4.1. Single-environment performance

We first describe the investigated scenario in 4.1.1.. Section 4.1.2. studies the impact of measurement noise
in the collected data for different observation times T . Finally, section 4.1.3. reports on the impact of mini-
batching the assimilation using only a portion of the data.



4.1.1. Test case description

We consider the environment denoted as ‘case 1’ in Table 4. Figure 3 illustrates the loading and operation
scenario of the tank in an observation of 1 hour. The first row of plots illustrates the time evolution of the ullage
gas pressure (on the left), and the mass averaged temperatures of the vapor, the liquid and the solid volumes
(on the right). The second row plots the time amplitude (left) and the frequency (right) of sinusoidal sloshing
events. The third row plots the mass inflow/outflow of vapor (left) and liquid (right) as a function of time. Finally,
the last row shows the heat flux exchanged through the walls (left) and the liquid level (right).
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Figure 3: Synthetic data generated for Tank 1 (see Table 4) used to evaluate the single-environment perfor-
mance. The components of the observation vector are displayed alongside the injected/removed mass fluxes,
the non-dimensional excitation conditions, and the external heat flux.

A detailed overview of these graphs helps understand the complexity of the system control problem. In the
presented scenario, the tank is undisturbed in the first 2 minutes. Then, a moderate sloshing event occurs
with a dimensionless amplitude of A0/R = 0.045 and dimensionless frequency fe/f11 = 0.8 (see definitions of
sloshing conditions in (9)). This triggers a visible pressure drop. To counter-balance this, at time t = 4 minutes,
hydrogen vapor at 40 K and 2 bar is injected in the ullage at a rate of 4.2 g/s for 6 minutes. This allows the
tank to recover 4.8 bar pressure at 10 minutes when the sloshing event ends. From t = 10 to t = 22 minutes,
the tank is again undisturbed but the temperature difference between the wall, the gas, and the liquid results in
the warming of the liquid and the cooling of the vapor. This slightly reduces the pressure in the ullage. Finally,
between t = 22 and t = 30 minutes, liquid at 22 K is injected into the system at a rate of 0.01 kg/s. This reduces
the ullage volume, resulting in a moderate compression that arrests the decreasing trend. Finally, at t = 35
minutes, a violent sloshing event occurs and continues until the end of the observation. This results in a violent
pressure drop due to the significant condensation (see liquid level evolution), followed by a moderate pressure
rise due to heat exchanges with the (now) warmer walls. Throughout this test, no heat exchange is assumed
to occur from the environment.

4.1.2. Impact of noise in the observation data

We here consider three scenarios in terms of measurement noise in the collected observations; these are
termed (1) ‘clean’ (2) ‘low-noise’, and (3) ‘high-noise’. No noise is present in the first, while Gaussian noise
(with zero average) is added in the other two. In (2), the noise’s standard deviation is 2 kPa on the pressure,
0.2 K on the temperature, and 0.5 mm on the fill level. In (3), these values are doubled.

We considered various observation windows T of the environment described in the previous section for the



three scenarios. Figure 4 shows the results of the real-time data assimilation applied to the ‘clean’ data for
T = 10, 20, and 30 minutes. The thick solid lines indicate observations from the virtual experiment, whereas
the thin dashed lines indicate the predictions given by data assimilation. The columns of the figure show the
tank pressure, vapor temperature, and liquid temperature as the observation time increases.
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Figure 4: Model predictions and observation data extracted from the test described in Section 4.1.1. for 10,
20 and 40 minutes of observation.

Interestingly, the assimilation produces excellent matching between the model and observation if the observa-
tion time is sufficiently long. In the virtual experiment analyzed, this is of the order of T = 40 min, i.e., enough
to see all the events in the environment (sloshing, filling on the vapor and the liquid side).

The analysis of the noise impact is thus completed in Fig. 5, which presents the minimum of J (on the left)
and the l2 relative error norm of θ (on the right) as a function of the observation time, for the three tested
scenarios as a function of the observation time. When noise is added, the minimal cost function is expected
to be larger in the presence of noise since the underlying model filters it out from the data. Nevertheless,
these results show that the noisy cases consistently produced smaller values of J when the full observation
is used. Surprisingly, the measurement noise helps the optimization avoid local minima, and the parameters
identified in the assimilation are more accurate (right plot in Fig. 5) and learned with shorter observation times.
Interestingly, in all cases, the learning of the parameters saturates for T > 40 min.
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Figure 5: Performance of the data assimilation framework applied to one environment for different noise levels
in the data. Left: minimum of the cost function as a function of the observation time. Right: l2 relative error
norm associated with θ.

We close this analysis by comparing the retrieved parameters from the assimilation and those used to generate
the data; these are reported in the next section and presented alongside the impact of data batching for the
gradient computation.



4.1.3. Impact of approximating the gradient of the cost function via mini-batches

The mini-batch sampling [18] is a classic approach to escape local minima and limit memory requirements
in the gradient descent method. The idea consists in computing the cost function gradient using a randomly
chosen subset of the observation data; this produces an approximation of the gradient ∇θJ that might point
away from local minima.

The use of mini-batch strategies on quasi-Newton methods, such as the L-BFGS-B technique used in this work,
is the subject of active research (see [19]). Nevertheless, in this work, we explored its impact on the ‘high-noise’
configuration from the previous subsection. We test the assimilation using 80%, 50%, 20% and 5% of the
observed data to evaluate ∇θJ. To account for the stochasticity of the process, the assimilation is repeated
one hundred times in each case and the results are averaged. The average behavior of the cost function
evolution and the convergence of the parameters are shown in Fig. 6. Remarkably, the additional stochasticity
of the minibatch selection further improves the result of the assimilation in both aspects. Interestingly, the
relative error is nearly identical when sampling 80%, 50%, and 5% of the training data, whereas for the 20%
bath size the error is reduced by roughly 6%. The cost function, on the other hand, is slightly higher.
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Figure 6: Performance of the data assimilation framework applied to one environment. Left: minimum of the
cost function as a function of the observation time. Right: l2 relative error norm associated with θ.

Finally, we compare the parameters obtained in the assimilation for different mini-batch sizes in table 1. For
each coefficient, the table collects the average and the standard deviation (over 100 repetitions of assimilation).
The reference coefficients used to generate the synthetic data are shown in the last row of the table. These
results confirm that the best match of θ was achieved when 20% of the training data was sampled at each
gradient computation, even though this case reported the highest cost function evaluation on average.

Table 1: Mean coefficients obtained during the model training, alongside their respective standard deviation.
The cases in which ∇θJ was approximated via mini-batches were repeated 100 times.

Data sampled min J θ0 θ1 θ2 θ3 θ4 θ5

100% 3.8e-2 98.3 17.2 65.2 1.21 8.91 11.6
80% 2.7e-2 134.1 ± 14.6 10.7 ± 2.4 51.6 ± 4.7 1.9 ± 0.2 34.9 ± 37.5 10.1 ± 0.4
50% 2.8e-2 128.3 ± 16.4 11.1 ± 2.9 50.9 ± 3.8 1.9 ± 0.3 28.8 ± 32.0 10.2 ± 0.7
20% 3.4e-2 134.5 ± 16.3 10.0 ± 3.6 49.6 ± 5.5 2.0 ± 0.3 18.1 ± 19.2 10.0 ± 0.6
5% 3.0e-2 120.0 ± 23.8 12.8 ± 4.2 53.3 ± 7.2 1.8 ± 0.4 18.7 ± 16.6 10.0 ± 0.6

Reference - 140.0 10.0 50.0 2.00 20.0 10.0

The table shows that the standard deviation for each component of θ increases as the batch size decreases.
This is attributed to less accurate gradient evaluation during the parameter updates. The only outlier to this
trend is θ4, which shows the opposite behavior. However, this is characterized by a significantly larger standard
deviation. This parameter is associated with the heat transfer coefficient hw ,v , governing the heat exchanges
between the vapor and the insulating walls, which appears to have a minor impact on the system’s dynamics.
Thus, given the insensitivity of the model to this parameter, the assimilation cannot determine its true value
from the observed data.

In summary, these results showcased that sampling portions of the training data during the optimization can
improve the assimilation results. Furthermore, this sampling provides an approximation of ∇θJ, which allows
for a broader exploration of the parameter space, yielding better predictions for θ, even if the value of the cost



function is not significantly affected (on average). For the current training data set, the best compromise was
obtained by sampling 20% of the input data.

4.2. Multi-environment performance

We here extend the previous analysis to the case of multiple environments characterised by vastly different
geometries, sloshing profiles, thermal loading and inflow/outflow control actions.

The first environment is the tank described in Section 4.1.1. while the geometrical parameters, and initial
conditions for the others are summarised in Table 4 in Appendix A. All environments are observed for the same
T = 60min, but their thermodynamic evolutions differ by imposing different sequences of filling, pressurization,
venting, sloshing, and external heating.
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Figure 7: Performance of the data assimilation framework applied to multiple environments. Left: minimum of
the cost function as a function of the observation time. Right: l2 relative error norm associated with θ.

The multi-environment framework requires solving for N forward and backward passes for every parameter
update. However, these evaluations could be performed in parallel to improve runtimes and could be batched
also across multiple environments. We repeat the same analysis as in the previous section, applying high noise
to the observed data and using a batch of 20% of the observation points to update θ during the optimization
loop. The results for N = 1, 3, 5 environments are shown in Fig. 7.

The increase in the learning convergence as the number of environments increases is evident, as the cost
function drops by one order of magnitude compared to the single-environment scenario for an observation
time of T =10 min. The increase in performance between 3 to 5 environments is much less significant, hinting
that saturation with respect to the number of environments is to be expected.

Table 2: Mean coefficients obtained during the model training, alongside their respective standard deviation
for the multi-environment network. The assimilation of each case was repeated 10 times.

No. of tanks min J θ0 θ1 θ2 θ3 θ4 θ5

1 3.8e-2 134.5 ± 16.3 10.0 ± 3.6 49.6 ± 5.5 2.0 ± 0.3 18.1 ± 19.2 10.0 ± 0.6
3 3.9e-3 137.3 ± 19.9 10.6 ± 4.0 49.8 ± 0.7 2.0 ± 0.1 21.3 ± 22.8 10.0 ± 0.1
5 6.9e-3 138.7 ± 32.8 10.2 ± 3.4 50.0 ± 4.8 2.0 ± 1.3 19.3 ± 2.2 10.0 ± 10.7

Reference - 140.0 10.0 50.0 2.00 20.0 10.0

Like in the previous section, Table 7 collects the average and standard deviation of the identified parameters
over 100 realizations in the case of multiple environments. The accuracy in the detection is comparable,
although the standard deviation grows for some coefficients (e.g. θ4 and θ5). This might be due to the relative
importance of these terms with respect to the various scenarios considered: θ0 strongly influences the model
performance in the presence of sloshing, but the relative importance of sloshing events over the five scenarios
is reduced with respect to the first environment as other physical mechanisms are more present.

5. Conclusions

We presented a multi-environment real-time data assimilation framework for the data-driven thermodynamic
modeling of cryogenic fuel tanks.

The implemented approach sets up an optimization problem in which the error between system observations
and model predictions must be minimized by acting on closure parameters. The model is based on a lumped



formulation of mass and energy balances for each of the system’s control volumes (i.e., the vapor, liquid, and
solid walls), and the optimization is carried out by combining a quasi-Newton approach with the adjoint-based
evaluation of the cost function gradients.

The training data is collected by multiple environments, i.e. different tanks undergoing various operating condi-
tions (e.g., sloshing, filling, etc.). To provide the first proof of concept of the proposed framework, synthetic data
generated through the model was used as a reference for the learning algorithm. The heat transfer closure
relations in this model depend on six closure coefficients. The assimilation algorithm aimed to identify these
from noisy pressure and temperature observations, which simulate measurements sampled from multiple fuel
tanks.

Various tests were performed for the data assimilation applied to a single environment: we assessed the
impact of measurement noise on the training data and the effect of ‘mini-batches’ in the gradient computation
alongside the duration of an observation within which the assimilation is carried out. Remarkably, it was
found that measurement noise improves the data assimilation, allowing for better identifying the underlying
coefficients in shorter observation times. Similarly, an optimal batch size of 20% of the available data produced
systematic improvements in the assimilation convergence. Finally, further improvements in the assimilation
were achieved in a multi-environment scenario considering three or five tanks undergoing widely different
loads and control scenarios.

To conclude, this work provides a solid proof of concept for applying a multi-environment data assimilation
framework for the data-driven calibration of thermodynamic models of cryogenic tanks, potentially enabling
model predictive control in thermal management systems. In the era of the fourth industrial revolution, where
intelligent sensors are becoming widely available, the perspective of deploying the proposed multi-environment
assimilation to a large fleet of heavily instrumented tanks appears particularly promising.
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Appendix A Details of the multi-environment framework

Table 3 shows the vector of parameters used to close the heat transfer correlations. In addition, Table 4
summarises the geometric parameters and initial conditions associated with each fuel tank.

Table 3: Coefficients associated with the heat transfer coefficients in (8) used to produce the synthetic test
cases. Each column pair indicates the ci coefficients linked to the heat transfer term in the header.

Coef. θ0 θ1 θ2 θ3 θ4 θ5

Value 140 10 50 2 20 10

Table 4: Geometrical parameters and initial conditions associated with each fuel tank. All tanks were filled with
liquid hydrogen and were treated as upright cylinders.

Tank Geometry Initial conditions Wall properties

case Ri [m] Ro [m] H [m] p0
v [bar] T 0

v [K] T 0
l [K] T 0

w [K] H0
l [m] mw cw [MJ/K]

1 0.9 1.00 2.2 4.80 32.1 20.1 29.1 1.43 2.44
2 2.7 2.90 14 3.10 30.1 20.1 25 6.16 91.4
3 1.4 1.50 6.2 4.40 30.1 20.1 28.1 4.03 10.5
4 0.4 0.50 1.2 0.94 20.1 20.1 21.1 0.43 0.10
5 1.0 1.05 2.1 0.94 20.1 20.1 22.1 1.56 0.63

Nomenclature

Letter symbols

A area, m2

A0 forcing amplitude, m

b maximum wave amplitude, m



B approximated Hessian inverse

C specific heat, J/(kgK)

f frequency, Hz

g gravity, m/s2

g integrand of the objective function

H height, m

h heat transfer coefficient, W/(m2K)

h mass-specific enthalpy, J/kg

J cost function, [−]

L Lagrangian function, [−]

Lv latent heat of vaporisation, J/kg

m mass, kg

ṁ mass flow rate, kg/s

Q̇ heat transfer rate, W

R radius, m

T temperature, K

t time, s

U internal energy, J

u mass-specific internal energy, J/kg

V volume, m3

Ẇ work, W

y observation vector

Greek symbols

α thermal diffusivity, m2/s

β volumetric thermal expansion coefficient, K−1

θ vector of parameters

λ adjoint variable

ν kinematic viscosity, m2/s

ρ mass-specific density, kg/m3

Subscripts and superscripts

a ambient

i interface

l liquid

{j} environment counter

(k) iteration counter

ph phase change

v vapor

w walls
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Abstract: 

The implementation of new low-carbon technologies for electricity generation and storage will involve the use 
of new resources such as hydrogen. In this sense, the use of hydrogen fuel cells will make it possible to store 
and transport energy for subsequent use by industry or other consumption. However, these devices generate 
large amounts of heat, which reduces their electrical efficiency. For this reason, recent studies have focused 
on the use of carbon allotropes, such as graphene, as heat sinks. This work presents a reduced model of a 
hydrogen fuel cell with graphene sheets, which has been subjected to several experimental tests, varying its 
heating and cooling conditions. Thus, the main objective of the experiment was to find out how the graphene 
sheets behave under different heat gradients and to assess their suitability as a heat sink. Specifically, 
temperature values, gradients and heat maps have been obtained in the different cells that make up the 
experimental prototype. In this way, the high performance of graphene as a heat sink in hydrogen fuel cells 
has been confirmed. 

Keywords: 

Heat dissipation; graphene; hydrogen fuel cells; experimental test rig. 

1. Introduction 
Hydrogen, the most abundant chemical element in nature, is a low-carbon resource whose only emission when 
burned is water vapour. This inert gas has been used in industry since the beginning of the 20th century and 
today, thanks to the stabilisation of its volatility, it has begun to be used in the automotive and aerospace 
industries [1]. The main advantage of this fuel is that it does not emit polluting gases to atmosphere. It is this 
last characteristic that has recently attracted increasing interest. In fact, the World Hydrogen Council (WHC) 
estimates that by 2030 the energy generated by the use of this green fuel will reach 3000 TWh/year [2]. 

Hydrogen energy is stored using electrochemical devices called fuel cells, where chemical energy is converted 
directly into electricity. The fuel (hydrogen) and comburent (oxygen) undergo a chemical exchange to produce 
water and electricity in the form of direct current and heat [3]. There are several types of hydrogen fuel cells, 
depending on the type of electrolyte used, which determines the type of chemical reactions that take place in 
the cell (see Table 1). 

Table 1. Classification of hydrogen cells according to electrolyte type [3]. 

Fuel cell Proton Exchange 
Membrane Fuel 
Cell (PEMFC) 

Phosphoric Acid 
Fuel Cell (PAFC) 

Molten Carbonate 
Fuel Cell (MCFC) 

Solid Oxide Fuel 
Cell (SOFC) 

Electrolyte Solid polymer Phosphoric acid Molten carbonates Solid polymer 
Operating 
temperature (ºC) 

60 – 80 200 – 250  600 – 700 50 – 120 

Power range (kW) 5 – 250 5 – 150 100 – 2000 5 
Advantages Low temperature Accept impure H2 Cogeneration No fuel reforming 

required 
Applications Transport Electricity 

generation 
Electricity 
generation 

Electricity 
generation 

Efficiency 34% 38% 48% 47% 



These devices have among their characteristics the need to operate in an optimum temperature range to 
achieve high performance and minimise their degradation [4]. Specifically, the most common ways of removing 
excess heat inside hydrogen cells are free convection, condensers, heat sinks and cooling plates [5]. Heat 
dissipation by convection is therefore the simplest system, since all that is done is to add fins to the cell 
interfaces and leave them in contact with air, so it is only feasible at low temperatures [6]. Dissipation by 
condensers or cooling plates involves much more complex designs and the incorporation of devices that force 
the movement of a fluid (water or air) to force this dissipation, so they are used in batteries with high 
temperature ranges [7]. Finally, the use of heatsinks is based on the concept of thermal conductivity to 
transport heat to a cold source (passive or active). This implies the use of different materials that have 
adequate thermal conductivity behaviour (K in W/mK) [8]. 

In the specific case of heatsinks, the material from which they are made is particularly important, as it will 
transfer heat more or less efficiently depending on its thermal conductivity. In addition, other properties such 
as anisotropy, size, aspect ratio or the orientation of its atomic structure are key to ensuring proper heat 
exchange [9]. Up to now, the main materials used to dissipate heat in hydrogen fuel cells have been steel, 
aluminium and copper, the latter being the most suitable but also the most expensive [10]. However, the use 
of new polymers and carbon-derived materials (allotropes) is taking over much of the research into heat 
dissipation in hydrogen fuel cells. 

The most important compound of carbon allotropes is graphene, since it is the basic element from which other 
materials such as graphite, fullerenes or carbon nanotubes (CNTs) are obtained. On the one hand, the main 
properties of these compounds are a well-defined atomic structure [11], high thermal conductivity (≈ 2000 
W/mK), low coefficient of thermal expansion, strong mechanical and chemical resistance and anisotropy [12]. 
On the other hand, they have the disadvantage of being technically difficult to produce, and their high price 
undermines their competitiveness compared to other common materials. In fact, these materials have only 
been studied using advanced numerical models and, after sintering in the laboratory, they have been thermally 
characterised [13]. 

For example, in the research by Bahru et al…, a study is carried out using different techniques to characterise 
graphene, determining some thermal parameters according to the manufacturing method used (thickness, K 
or thermal resistance) for its subsequent use as a heat dissipating material in fuel cells [14]. In addition, the 
paper by Sun et al. carried out a numerical simulation of the heat transfer phenomena that occur in high-power 
LED light emitters, complementing the study with experimental tests based on thermography [11]. Finally, the 
article by Suzsko et al. presents a numerical analysis of the anisotropy of graphene for its use as a dissipator 
in high-efficiency microprocessors and its comparison with other materials [15]. 

In this sense, the present paper carries out an experimental study on the use of graphene sheets for heat 
dissipation inside a hydrogen fuel cell. For this purpose, a reduced scale model of a hydrogen fuel cell has 
been designed and fabricated, which has been subjected to a series of experimental tests simulating the heat 
exchange processes that occur during the operation of the cell. In each of the tests, temperature, gradient and 
heat map values were obtained to study the behaviour of graphene as a heat spreader. 

2. Materials and methods 

2.1. Experimental model 

To study the thermal conductivity of graphene as a heat spreader, a reduced model of a hydrogen cell was 
designed, manufactured and studied in different experimental tests. In addition, to know its behaviour under 
different operating conditions, three different cases were simulated: Case 1, 2 and 3 (see Figure 1). In cases 
1 and 2, passive cooling is used since the fins (case 1) and the graphene solid (case 2) are in exclusive contact 
with air. In case 3, however, both the fins and the graphene solid are in direct contact with a liquid cooling unit 
(active cooling). 

 

 

Figure 1. Geometry of the different cases implemented. 



In all three cases, the functional scheme of the experimental model was the same. Specifically, the battery is 
made up of 5 identical cells placed one after the other. Each cell contains a heating pad with a maximum power 
of 5 W and a size of 100x50 mm, powered by a DC power supply. This makes it possible to control the operating 
temperature range of the system. This pad is flanked on both sides by a thermal interface with a conductivity 
of 3 W/mK to ensure heat transfer between cells. In turn, between two successive cells, a 0.5 mm thick 
graphene sheet measuring 120x50 mm has been placed to channel the heat flow towards some external fins 
where the cooling (passive or active) will take place. Finally, the whole system is supported by a 20 mm thick 
wooden case and a clamping system that ensures suitable contact between all the layers. Figure 2 shows a 
photograph of the implemented scale model and the location of the temperature sensors in each layer. 

 

 

Figure 2. Photograph of the reduced experimental model and location of temperature sensors on each sheet 
of the fuel cell. 

The parameter used for the study was temperature, using resistance thermometers according to the required 
accuracy of measurement. These sensors were only placed in the central cell of the reduced model because 
it was considered that this is the section where the greatest amount of heat is generated and therefore the 
study will be more interesting. Thus, as shown in Figure 3, fifteen temperature sensors were placed in an array 
on the back (T!"…T(!$%,"$')) and five temperature sensors on the front (T)…T*) of the heating pad. In this way, 

the first ones make it possible to obtain a map of the heat distribution over the entire surface where the heat 
is generated, while the second ones were placed along the centre line to obtain the temperature gradient in 
the heating pad. In addition, five temperature sensors were placed along the axis of the graphene sheet 
(T+ 	…T,) and one additional temperature sensor in the lamellar area (T-./0). In this way it was possible to obtain 

the temperature gradients in the carbon allotrope. Finally, it should be noted that several temperature sensors 
resistors were also used to obtain the temperature in other parts of the model: the contact zone between the 
graphene and the cooling unit (T123), and two to obtain the ambient temperature on the surface of the case 
(T4) and in the room (T/45). 

The temperature data are recorded using a data acquisition unit (model DAQ970A) for subsequent analysis. 
In addition, the cooling unit used (model iCUE H150i ProXT) can be controlled by computer, allowing the heat 
dissipation of the experimental model to be varied. All the tests were carried out in the maximum heat extraction 
mode. The experimental test rig used is shown in the following photograph (see Figure 3). 

 



 

Figure 3. Experimental test rig designed and used for experimental tests. 

To minimise the influence of external effects on the experiment, a constant temperature of 23°C was 
maintained in the room through the use of an air-conditioning unit. In addition, the prototype has been protected 
from solar radiation due to the use of opaque curtains that prevent the penetration of the sun's rays into the 
interior of the room. Finally, it should be noted that the effect of artificial convection was not considered relevant 
during the tests, since the air-conditioning unit kept the temperature values constant. 

3. Results and analysis 
For each of the cases implemented, tests were carried out focusing on the behaviour of the graphene sheet, 
while at the same time confirming the correct functioning of the heating pad. In this way, it was possible to 
obtain the temperature variation over time, the temperature gradient along the central part of the graphene 
sheet and the thermal maps in both materials.  

The test consisted of switching on each of the heating pads with a power of 1 W, producing a heating phase 
of the stack for 40 minutes. This simulates the heat that would be generated inside the battery during operation. 
After this time, the power supply is switched off and the cooling phase begins. In cases 1 and 2 the cooling 
was passive (natural convection), while in case 3 the cooling unit remained on throughout the test (heating-
cooling phases). The tests were repeated twice, obtaining consistent and reproducible results. 

In case 1, the curves of the temperature variation with time during the whole duration of the test and the 
variation of the temperature gradient along the length of the sheet at the moment t = 40 min were obtained 
(see Figure 4). 

 

 

Figure 4. a) Temperature variation throughout the test and b) temperature gradient along the central section 
of the pad and graphene at t=40 min. Case 1. 

For case 2, the same curves have also been obtained (see Figure 5). 



 

Figure 5. a) Temperature variation along the whole test and b) temperature gradient along the central part of 
the pad and graphene at t=40 min. Case 2. 

Finally, Figure 6 shows the same graphs as above but for case 3. 

 

Figure 6. a) Temperature variation during the test and b) temperature gradient along the middle part of the 
pad and graphene at t=40 min. Case 3. 

Note that in all cases both the back and the inside of the pad reach a higher temperature than the graphene 
sheet, which corresponds to reality as it is the heat source. Furthermore, looking at the temperature gradients, 
the pad still reaches a higher temperature than the graphene. It should be noted that the line representing the 
graphene sheet reaches up to 120 mm, since this position corresponds to the fins or the contact with the 
cooling unit, depending on the case considered. These results confirm that the equipment worked correctly in 
the three experimental cases considered. In addition, Figure 7 shows the heat maps obtained in the back of 
the heating pad in cases 1, 2 and 3. 

 

Figure 7. Heat maps for all three cases on the backside of the heating pad. 



It can be seen that, in all cases, the temperature differences are less than 275,15 ºK, so it can be considered 
that the entire surface of the heating pad has a homogeneous behavior, confirming its correct functioning. 
Focusing on the graphene sheet, Figure 8 shows a comparison of the three experimentally studied cases. 

 

Figure 8. Comparison between the three cases considered: a) temperature variation in the graphene during 
the test and b) temperature gradient along the graphene sheet at t=40 min. 

On the one hand, looking at Figure 8a, we can see that in the passive cooling cases, the graphene gradually 
increases its temperature until, at t=40 min, it abruptly starts its cooling phase. However, in case 3, since the 
cooling unit is on throughout the test, we can see how the graphene maintains a constant temperature during 
the heating phase, thanks to its thermal homogeneity properties. Then, from t=40 min, its temperature drops 
abruptly as the cooling unit actively removes the heat. 

On the other hand, in Figure 8b, the temperature gradients in the central part of the graphene sheet show a 
negative slope to the left, i.e. the heat extraction is at the 120 mm position. Moreover, this slope is weak due 
to the latent isotropy in the graphene, which acts as a suitable heat sink. 

 

4. Conclusions 
The development of new low-carbon technologies for electricity generation and the construction of devices 
that allow more effective energy storage will be key to addressing future energy scenarios. In this sense, 
hydrogen-based technology will play a fundamental role through the development and implementation of 
batteries that allow safe and effective energy storage. However, these devices generate large amounts of heat, 
which significantly reduces their efficiency. To improve the efficiency of these devices, carbon allotropes such 
as graphene have recently been used. One of the many properties of these materials is their high thermal 
conductivity, which makes them ideal for use as heat sinks. Recent research has been based on the in-depth 
characterisation of this new material from a technical point of view, achieving in some cases conductivity values 
close to 6000 W/mK. 

This publication shows an investigation through the construction of a reduced hydrogen cell model to study 
how graphene works as a heat sink in these devices. Specifically, three different cases were carried out in 
which the cooling conditions (passive and active) were varied. In this way, the aim is to verify that graphene 
can be used as a thermal conductor, allowing optimal heat extraction inside hydrogen cells. To this end, the 
temperature variation at different points of a graphene sheet under heating and cooling conditions was studied. 
In addition, the temperature gradients and their variation with the position in the material sheet itself have been 
calculated by studying the thermal slopes. In both cases, it has been confirmed that the heat dissipation takes 
place towards the location of the fins and the cooling unit, thus presenting a suitable thermal homogeneity. 

In particular, graphene performs very well as a heat spreader, with temperature differences of less than 2ºC 
achieved along the entire length of the sheet. Moreover, when the same graphene surfaces are used to 
dissipate heat to the outside (cases 1 and 2), the temperature does not increase by more than 15ºC with 
respect to the ambient temperature. Finally, if a sufficiently powerful active cooling unit is used, the 
temperatures inside the cell are only 3ºC higher than the ambient temperature. 

From the results obtained, it was found that the high thermal conductivity of the graphene allows efficient heat 
extraction to the cooling points. In addition, the graphene sheet has a very homogeneous behaviour, so that 
its entire surface reaches practically the same temperature, which translates into efficient heat transport. 

Future work will validate a numerical model based on CFD, which will allow the simulation of passive and 
active cooling conditions, so that it will be possible to vary the heat extraction scenarios. It will also be possible 
to test other materials used as heat sinks, such as aluminium or copper. It is also planned to repeat the 
experimental tests but with different materials and compare the results with those presented in this article. 
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Abstract: 

This work applies techno-economic optimisation modelling to investigate how electrification of the basic 
material industry (ammonia, cement, plastics, and steel) impacts hydrogen production costs when considering 
flexibility options for the electrified industry. The context of the work is a zero-carbon emissions energy system 
of the EU, including future electricity demands from transport, heat, and industry. 
The modelling results show that in the future electricity system, the lowest hydrogen production cost is the 
outcome of the production with full flexibility, i.e., the flexibility of time and location, and flexibility of CO2 
utilisation. Among the flexibility options, flexibility in time, i.e., the ability to follow electricity price variations, 
gives the largest reduction in hydrogen production costs in comparison to the scenarios without industrial 
flexibility options. With flexibility in location, it is possible to utilise solar power sites and remote areas for wind 
sites to satisfy electricity demand from industry. The difference in hydrogen production cost between scenarios 
with different combinations of flexibility options decreases with the size of the hydrogen demand. The 
decreased value of industrial flexibility when electricity demand from industry grows is due to the reduced 
access to sites with good conditions for VRE and some regions invest in nuclear power which benefits less 
from the industrial flexibility options. Still, even with the electrification of all ammonia, cement, steel and plastics 
production in the EU, there remains a value in industrial flexibility options. 

Keywords: 

Electrification; Industry; Electricity Systems Modelling; Storage; Flexibility; Hydrogen; Renewables. 

1. Introduction 
In the coming decades, as efforts to meet climate targets intensify, the demand for hydrogen within Europe is 
expected to significantly increase [1]. Hydrogen has the potential to play a crucial role in eliminating carbon 
dioxide emissions in the industry and transport sectors [2]. 

The production of basic materials (ammonia, cement, steel, and plastics) accounts for 70% of European 
industrial CO2 emissions (2020), including energy and process-related emissions [3]. The basic materials 
industry faces two main challenges in achieving carbon neutrality: providing high-temperature heat without 
carbon emissions, and mitigating process emissions. The decreasing costs and low-carbon environmental 
impacts of wind and solar power, along with the potential to utilize low-cost electricity for flexible consumers, 
have made direct and indirect (through hydrogen) electrification a key pathway towards electrification of the 
basic materials industry [4]. Consequently, there are several ongoing projects related to hydrogen deployment 
in the basic material industries [5,6]. 

To implement and utilize hydrogen effectively for emissions reduction, it is crucial to study and analyse the 
cost of hydrogen. Calculating the cost of hydrogen produced through electrolysis commonly involves using the 
levelized cost of electricity (LCOE) from wind or solar power, combined with an assumed cost and capacity 
factor for the electrolyser [7]. In the method of calculating the cost of hydrogen using LCOE is assumed that 
hydrogen is always available at a certain cost, independently of when and how much hydrogen is required.  In 
addition, the possibility of hydrogen production which follows the electricity price variations using hydrogen 
storage is not considered. An average annual cost for hydrogen can be a useful benchmark when comparing 
different energy systems in terms of the role that hydrogen can play and at what cost. However, consideration 
of the operational flexibility of hydrogen production (including both investments in over-capacity and storage) 
is an important factor when designing new industries that plan to use hydrogen in their processes. 

Walter et al. [8] have shown the impacts of the hydrogen demand (varying it from 0 TWhH2 to 2,500 TWhH2 in 
steps of 500 TWhH2) on the future European zero-emission electricity system, taking into consideration 
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flexibility in time (hydrogen storage and investments in overcapacity of hydrogen-consuming industries) and 
location. They find that the scenarios implementing flexibility options (flexibility in time (by means of both 
overcapacity and storage), and in location) for the electrolyser have the lowest production costs. However, the 
location of future industrial plants (including commodities trade) was not analysed in the above works. 

By implementing a techno-economic optimisation model of the European electricity system, Öberg et al. [9] 
have shown that flexible operation of the electrolyser, i.e., the ability to follow electricity price variation due to 
overcapacity of the electrolyser and hydrogen storage capacities, have significant impacts on the cost of 
hydrogen. Unlike Walter et al., Öberg et al. considered hydrogen demand connected to its usage, i.e., they 
consider additional hydrogen demand from transport and industries (ammonia, cement, and plastics). They 
conclude that the characteristics of the hydrogen demand also impact hydrogen production costs. Flexible 
operation of industry (i.e., overcapacity is available) can reduce the cost of hydrogen production by up to 35% 
compared to constant operation of the industrial units. However, the model developed by Öberg et al. does 
not account for the additional cost for overcapacity of industrial units and storage of the products or 
intermediate products. 

The studies from [8,9] have also shown that flexibility in the time of the electrolyser can have a major influence 
on the hydrogen production cost. The impacts of industrial electrification on process design (investments in 
industrial overcapacity and available commodities storage options) are not studied in the previous works. 

Therefore, the aim of this work is to further improve the understanding of the electrification of industries 
(ammonia, cement, plastics, and steel) impacts on the hydrogen production cost in systems with high shares 
of VRE taking into consideration industrial flexibility options (flexibility in relation to time, location and CO2 
utilisation). We address the following research questions: 

▪ How the potential future electricity demands from industries that have different types and levels of flexibility 
influence the cost of hydrogen? 

▪ How does electrification of industry influence a cost-efficient spatial distribution of new locations of 
electrified industrial plants? 

 

1.1. Electrification of industry 

Table 1 lists the assumptions made on electrification options for the basic materials industry, including annual 
direct electricity and hydrogen demands. Direct electrification refers to the direct use of electricity as an input 
(plasma rotary kiln, EAF, electrified heat of steam cracker). Indirect electrification is the production of hydrogen 
and hydrogen-rich fuels and feedstocks from electrolysis. 

Table 1.  Annual assumed electricity demand for the basic materials industries. 

Industry Electrification option Basic materials 
production in 
the EUa, Mt 

Annual direct 
electricity 
demand, TWh 

Annual 
hydrogen 
demand, TWhel 

References 

Ammonia Power-to-ammonia 21 20 185 [10,11] 
Cement Plasma 133 174 - [12,13] 
Steel H-DR 115 95 279 [14–16] 
Plastics Thermochemical 

recycling 
38 349 436b [17,18] 

 
a The geographical scope corresponds to the area of the EU (excluding Cyprus and Malta), UK, Norway and 
Switzerland subdivided into 22 regions corresponding to major bottlenecks in the transmission grid. These 
investigated regions are: Northern Sweden (SE_N ), Southern Sweden (SE_S), Northern Germany (DE_N ), 
Southern Germany (DE_S), Estonia, Latvia and Lithuania (BAL),  Northern Poland (PO_N ), Southern Poland 
(PO_S), Ireland (IE_T), Norway (NO_T), Portugal and Western Spain (IB_W), Eastern Spain (IB_E), Northern 
France (FR_N ), Southern France (FR_S), Switzerland and Northern Italy (ALP_W),  Southern Italy (IT_S), 
Austria, Czech Republic and Slovakia (ATCZSK), Croatia, Slovakia (Slovak Republic) and Hungary (CRSIHU), 
Romania, Bulgaria and Greece (ROBGGR), Belgium, Netherlands and Luxembourg (BENELUX), Finland 
(FI_T), Scotland (UK_N ) and Southern UK (UK_S). 
b Depends on CO2 utilization, i.e., the CO2 emissions that arise from the process can be captured and converted 
to olefins through a synthesis process, or they can be captured and stored.  

1.2. Process description – electrified ammonia production 

The electrified ammonia production is the most hydrogen intensive commodity produced by basic materials 
industries investigated in this study, with an average hydrogen intensity of 8.6 MWhel per 1 t of ammonia (cf. 
Table 1).  

Figure 1 shows that the electrified ammonia production process includes electrolysis for H2 production, an air 
separation unit (ASU) for nitrogen production and the ammonia synthesis via the Haber-Bosch (HB) process. 



An ASU uses a cryogenic distillation process to separate ambient air into nitrogen, oxygen, and argon. All 
products can be stored in storage tanks [19]. The inlet air compressor is the main electricity consumer of an 
ASU [20]. The Haber-Bosch process combines hydrogen and nitrogen under high pressure and temperature. 
The HB process is normally optimized for continuous mass production, however, reconfiguration for dynamic 
production is possible [11]. The total electricity consumption of the ammonia production process, including 
electricity for hydrogen is 9.6 MWh/tNH3. 

 

Figure. 1.  Schematic representation of the electrified ammonia production process. 

A detailed description of the electrification options (cf. Table. 1.) assumed for the basic materials industry 
investigated in this work is given in [21]. 

 

1.3. Industrial flexibility options 

Three types of flexibility for the electrified industry were considered in this work: flexibility in relation to time, 
location, and CO2 utilisation. 

The ability of the industrial unit to vary the output within the load ranges, i.e., operational flexibility, is defined 
as flexibility in time. The lack of flexibility in time gives the capacity utilisation rate of 100%, i.e., there is no 
investment in overcapacity and storage. With flexibility in time, storage of commodities (e.g., hydrogen, hot-
briquetted iron, nitrogen, and methanol) allows for rescheduling electricity consumption to periods with lower 
cost when available. 

The electrification of the basic materials industry can significantly change cost structures of industrial 
production and with them the most cost-effective geographic location for production. The optimal location for 
production may shift from being close to demand and/or raw material supply centres to places where zero-
emissions electricity is readily available at low cost, or where there are favourable conditions for CCS [22]. 
Flexibility in location is defined by the ability to export commodities. With flexibility in location, it is possible to 
locate new industrial units into regions without existing basic materials industries, increase capacity and/or 
production in the regions with existing industry, and separate parts of the existing supply chain. Distance-
dependent transport costs for commodities are assumed, i.e., we consider the transport distance between 
regions and the amount of transported commodity. To represent some of the material and immaterial values 
in the current industrial sites, i.e., regions with existing industries, we apply an investment penalty for 
investments in new production sites for regions without existing industries: a 50% increase in investment cost—
compared to investments in existing sites—for units producing commodities in regions without existing 
production of that basic material. 

For some basic materials, such as plastics, electrification is not enough to eliminate production CO2 emissions. 
Here, we assume that for plastics the process-related CO2 can be captured and converted to olefins through 



a synthesis process (CCU mode) and/or captured and stored (CCS mode). The term flexibility in CO2 utilisation 
refers to the ability of production units to vary between CCU and CCS. 

2. Method 
To investigate how the potential future electricity demands from industries that have different types and levels 
of flexibility influence the cost of hydrogen in EU we deploy the cost-minimising electricity system investment 
model ENODE (Figure 2).  The wide range of the electricity generation technologies considered in the model, 
including storage and transmission technologies. The model accounts for the economic and technical 
properties of the technologies, including start-up cost, start-up time and minimum load level of thermal 
generation. In terms of energy storage technologies, investments in lithium-ion batteries and H2 storage are 
possible. 

 

Figure. 2.  Schematic representation of ENODE model. 

ENODE was designed by Göransson et al. [23] to investigate the interactions between VRE and thermal 
generation technologies. Our version minimises the cost for investments in and operation of the electricity 
system and electrified industry, while meeting the demands for electricity and commodities. The objective 
function is expressed as: 𝑚𝑖𝑛: 𝐶𝑡𝑜𝑡 = ∑ ∑ 𝑖𝑝,𝑟(𝐶𝑝𝑖𝑛𝑣 + 𝐶𝑝𝑂&𝑀,𝑓𝑖𝑥) + ∑ 𝐶𝑝,𝑡𝑟𝑢𝑛𝑔𝑝,𝑡,𝑟𝑡∈𝑇𝑝∈𝑃\𝑃𝑡𝑟𝑎𝑛𝑠𝑚𝑟∈𝑅 + ∑ ∑ 𝐶𝑝,𝑟,𝑟2𝑖𝑛𝑣𝑝∈𝑃𝑡𝑟𝑎𝑛𝑠𝑚 𝑖𝑝,𝑟,𝑟2 + ∑ ∑ 𝐶𝑟,𝑟2𝑡𝑟𝑎𝑛𝑠𝑝𝑒𝑝,𝑡,𝑟,𝑟2𝑝𝑜𝑠𝑡∈𝑇𝑝∈𝑃𝑖𝑛𝑑∪𝑃𝑡𝑟𝑎𝑛𝑠𝑚  𝑟2∈𝑅\𝑟+ ∑ ∑ 𝐶𝑠𝑡𝑡∈𝑇𝑝∈𝑃𝑝𝑙𝑎𝑠𝑡𝑖𝑐 𝑏𝑝,𝑡𝐶𝐶𝑆                                                                                                                                       (1) 

where 𝑃 is the set of all technologies, 𝑇 is the set of time-steps, and 𝑅 is the set of the regions. The annualized 
investment costs, the fixed operational and maintenance costs and the running costs per technology 𝑝 at time-
step 𝑡 are denoted 𝐶𝑝𝑖𝑛𝑣 , 𝐶𝑝𝑂&𝑀,𝑓𝑖𝑥 , and 𝐶𝑝,𝑡𝑟𝑢𝑛  , respectively. The variable 𝑖𝑝,𝑟  is the capacity investment per 
technology 𝑝 installed in region 𝑟, and 𝑔𝑝,𝑡,𝑟 is the generation of electricity and production of commodities per 
time-step 𝑡 and region 𝑟, respectively. For the product trade that is transmitted/produced by technologies  𝑃𝑡𝑟𝑎𝑛𝑠𝑚  (the subset of 𝑃 for transmission lines) and 𝑃𝑖𝑛𝑑  (the subset of 𝑃 for commodity production units) 
between regions 𝑟 and 𝑟2 at per time-step 𝑡, the costs 𝐶𝑟,𝑟2𝑡𝑟𝑎𝑛𝑠𝑝 are considered. The CO2 emissions 𝑏𝑝,𝑡 from 
technology 𝑃𝑝𝑙𝑎𝑠𝑡𝑖𝑐 at time-step 𝑡 are captured and stored at cost 𝐶𝑠𝑡.  
Equation (2) represents the H2 balance. Hydrogen is produced in the electrolyser and used to satisfy demand 
from basic materials industries. Hydrogen can be traded via a pipeline network. 𝑔𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑒𝑟,𝑡,𝑟𝜂𝑝 + ∑ 𝑧𝑝,𝑡,𝑟𝑑𝑖𝑠𝑝∈𝑃𝐻2 ≥ ∑ 𝑔𝑝,𝑡,𝑟𝑝∈𝑃𝑖𝑛𝑑 𝑎𝑝 + ∑ 𝑧𝑝,𝑡,𝑟𝑐ℎ𝑝∈𝑃𝐻2   ∀𝑡 ∈  𝑇, ∀𝑟 ∈  𝑅                                                                                                                                                                                   (2) 



where 𝑎𝑝 is the coefficient applied to relate commodities (ammonia, cement, steel, and plastics) production to 
H2 demand for technology p ∈ 𝑃𝑖𝑛𝑑 . The efficiency of electrolyser is written as 𝜂𝑝. 

The cost of electricity and hydrogen for the basic material industries is calculated according to Eq. (3),  𝐶𝑖 = ∑ 𝐶𝑡,𝑖𝑚𝑎𝑔𝑖𝑛𝑎𝑙𝑔𝑡𝑡 ∑ 𝑔𝑡 𝑡                                                                                                                                                                             (3) 

 

where the marginal cost  (𝐶𝑡,𝑖𝑚𝑎𝑔𝑖𝑛𝑎𝑙) of electricity or hydrogen (𝑖) per time-step (𝑡) is weighted by the amount 
of electricity or hydrogen demanded by commodities production units (𝑔𝑡) in each time-step. The marginal cost 
of electricity is taken as a proxy for the electricity price and is a result of the modelling, i.e., the marginal value 
from Eq. (1). The marginal cost of hydrogen is the marginal value of Eq. (2). The marginal value reflects the 
cost to supply one additional unit of electricity or hydrogen to the energy system. 

The ENODE model is a green-field model, in which a new system is designed from scratch. A full mathematical 
description of the original eNODE model is given in [8]. 

 

2.1. Electricity demand 

In the ENODE model, the electricity demand is classified into four categories: present demand used as a base 
level for the hourly demand profile and new electricity demand from transport, heat, and industry. The present 
electricity demand is determined on annual electricity consumption levels of the European countries obtained 
from Eurostat [24] and is subject to an hourly demand profile obtained from ENTSO-E [25]. The electricity 
demands from transport and heat are exogenously added to the present electricity demand. The electricity 
demand from heat is the electricity required to replace individual natural gas-based heating for decentralised 
heat pumps in Germany and the UK [26]. The electricity demand from the transport sector is modelled based 
on [27]. Full electrification of the passenger car fleet and partial (60 %) electrification of the heavy-duty vehicle 
fleet is considered in this model. The annual demand for commodities production (cf. Table 1) is given 
exogenously while the hourly electricity demand from basic materials industry is endogenous, thus investments 
in units producing commodities as well as the dispatch of these units are a result of the optimisation. The 
current production of commodities in the investigated regions is used as the regional demand for commodities 
in all scenarios to reflect the connection of the basic materials industry to the location of other industries. 

2.2. Scenarios description 

Figure 3 shows that the scenarios in this work vary in the type of industry that is electrified (ammonia, cement, 
steel, plastics) and the flexibility options that can be applied (flexibility in time and location and flexibility in CO2 
utilisation, the square under the parameter name indicates "yes" if included). The electrified ammonia industry 
is used as the reference industry to investigate how the electrification of industries impacts hydrogen 
production costs, since ammonia production is the most-hydrogen-intensive industry and has the highest 
operational flexibility among all the industries investigated in this study. The names of the scenarios with all 
flexibility options start with Flex; with limited flexibility in time - Inflex_time; with limited flexibility in location - 
Inflex_location; and with both limited flexibility in time and location – Inflex_time_location. 



 
 

 

Figure. 3. Schematic overview of the parameters that define the investigated scenarios. 

3. Results 
The result presentation is divided into the following two parts: how electrified basic materials industries 
influence the production cost of hydrogen for the investigated scenarios (Section 3.1) and the location and 
production levels of the electrified industrial unit (for the example of direct reduction shaft furnace (DR shaft)) 
for the investigated scenarios (Section 3.2). 

3.1. Hydrogen production cost 

Figure 4 shows the break-down of the hydrogen production cost per MWh for the scenarios in which: only the 
ammonia industry is electrified; the ammonia and steel industries are electrified; and all the investigated 
industries (i.e., ammonia, cement, steel, and plastics) are electrified. The model results for the scenarios with 
electrified ammonia and cement industries, as well as with electrified ammonia and plastics industries are 
given in Figure A.1, Appendix A. Hydrogen production cost includes the annualized investment cost, the fixed 
O&M costs, the electricity cost, and hydrogen transportation costs for the investigated scenarios. 



 

Figure. 4.  The hydrogen production cost obtained from the modelling for the scenarios in which only the 
ammonia industry is electrified, scenarios in which the ammonia and steel industries are electrified, and 
scenarios in which all industries are electrified (i.e., ammonia, cement, steel, and plastics) are electrified. The 
scenarios with all flexibility options begin with Flex. Scenarios with limited flexibility in time or location are 
denoted by Inflex_time or Inflex_location, respectively. Scenarios with limited flexibility in both time and location 
are titled with Inflex_time_location. 

The modelled costs given in Figure 4 yield a hydrogen production cost that ranges from 18 to 44 €/MWhh2 
(corresponding to 0.6–1.7 €/kg of hydrogen) for the investigated scenarios. The relatively low hydrogen cost 
obtained in this work is due to the ability of the electrolyser to follow electricity price variations. The range of 
hydrogen costs projected by the IEA is 1.1–4.0 €/kg of hydrogen. The electricity cost constitutes 55% of the 
total hydrogen production cost obtained from the IEA, if in regions with good access to renewable energy, the 
cost of electricity (mainly from solar power) for hydrogen production is 14 €/MWh and that the electrolyser 
operates for 2,600 full-load hours. According to the IEA projections, by Year 2030 the electrolyser investments 
cost will have decreased to 300–500 €/kW compared to the current levels (1,400–1,770 €/kW), due to the 
scaling up of electrolyser capacity [28]. Because of the falling costs for electrolysers, BloombergNEF 
[29]projects that renewable hydrogen could be produced for 0.6–1.4 €/kg in most parts of the world before 
Year 2050. The current work and other projections [8,9]suggest that two important factors are crucial to 
decreasing the cost of producing hydrogen: the flexible consumption by the electrolysers of the electricity 
supplied from VRE; and the scaling up of the electrolyser capacity. 

The modelling results show that in the future European electricity system, the lowest cost for hydrogen 
production arises from production with full flexibility, i.e., flexibility in both time and location, and flexibility of 
CO2 utilisation. The limitation of the flexibility in time for the industrial units has a stronger impact on the 
hydrogen production cost compared with the scenarios in which the flexibility in location is limited. For 
scenarios with limited flexibility in time, the hydrogen cost increases by 100%, and for scenarios with limited 
flexibility in location the hydrogen cost increases by 20%, as compared with the scenarios in which all flexibility 
options are available.  

The hydrogen production cost is affected by not only industrial flexibility options but also by commodity 
demands. The low-medium operational flexibility of plasma kilns makes it challenging to follow electricity price 
variations.  Nonetheless, the electrification of both the ammonia and cement industries, when at least one 
flexibility option is available, leads to a 1%–4% increase in the hydrogen cost compared to electrifying only the 
ammonia industry. In contrast, electrification of the ammonia and steel industries results in an 8%–23% 
increase in the hydrogen cost, and electrification of ammonia and plastics production processes leads to a 
2%–17% increase in the hydrogen cost. The lower increase in hydrogen cost when the ammonia and cement 



industries are electrified, as compared to the scenario where the ammonia industry is electrified along with 
steel and plastics production, is attributed to the low total electricity demand from cement production driven by 
the demand for cement. In other words, the lower hydrogen cost increase can be attributed to the fact that the 
cement industry requires less electricity in total (under the given assumptions regarding the cement demand) 
than the steel and plastics industries. 

Among the scenarios in which only two industries are electrified, the highest cost for hydrogen production 
arises when the ammonia and steel industries are electrified. The high electricity demand driven by the steel 
demand reduces access to sites with good conditions for VRE. Thus, the number of high electricity price events 
increases, and this diminishes the value of the operational flexibility of the steel production units. 

When electrifying the plastics and ammonia industries, flexibility in CO2 utilisation compensates for the limited 
flexibility in time. Thus, the ability to switch between CO2 utilisation modes (i.e., between CCU and CCS) allows 
the industrial units to avoid the consumption of electricity during high-cost events, which also implies increased 
costs for feedstock and CCS.  

3.2. Locations and sizes of industrial units 

Figure 5 presents the location and size of the DR shaft furnace capacity (in ktonnes) for two scenarios (Flex 
and Flex_Ammonia_Steel) in which the industrial units have full flexibility. In the Flex scenario, all the 
investigated industries are electrified, while in the Flex_Ammonia_Steel scenario, only the ammonia and steel 
industries are electrified.  

Figure 5 shows that electrification of only the ammonia and steel industries, as applied in the 
Flex_Ammonia_Steel scenario, leads to the clustering of the DR shaft furnace capacity around countries that 
have good conditions for VRE and low-cost access to iron ore, such as FR_N. The electrification of the 
ammonia, cement, steel, and plastics industries (Flex scenario) results in investments, and investments in DR 
shaft furnace capacity increase in the regions that have existing steel production in UK_S, SE_N and FI_T, as 
compared with the Flex_Ammonia_Steel scenario. 

 
Figure. 5. The modelling results for the regional allocations of the steel production capacities in terms of the 
DR shaft furnace (in ktonnes) for the Flex_Ammonia_Steel and Flex scenarios. 

The effects of electrification, such as the cost of hydrogen production for the industry, may vary depending on 
whether one or multiple sectors are electrified simultaneously. Investment decisions regarding industrial units, 
such as those in over-capacity and storage to take advantage of electricity price variations, which are made 
by the "first" industry that electrifies its production could impact the investment decisions of subsequent 
industries. Furthermore, the benefits of the industrial flexibility options provided by electrification might lessen 
as more industries electrify their production processes. Thus, further analysis is needed to understand the 
different stages of the industrial transition toward electrification. 



4. Conclusions 
This work applied a techno-economic optimisation model to analyse and discuss how electrification of energy-
intensive basic materials industry impact hydrogen production cost, considering industrial flexibility options. 
The model is developed for a zero-carbon emissions electricity system of the EU that considers the current 
electricity demand as well as future demands from the transport, heat, and industrial sectors 

The modelled costs yield a hydrogen production cost that ranges from 18 to 44 €/MWhh2 (corresponding to 0.6 
– 1.7 €/kg of hydrogen) for the investigated scenarios. Full flexibility (flexibility with regards to time and location, 
and flexibility of CO2 utilisation) of the energy-intensive basic materials industry yields in the lowest hydrogen 
production cost.  

The results indicate that in a future electricity system with more fluctuating electricity prices (in comparison to 
today's price fluctuations), the production of the basic materials which follows electricity variations gives lower 
hydrogen production cost, as compared to the scenarios with the optimised geographical location of industries. 
The electricity price following production would require investment in over-capacity of industrial units (i.e., 
electrolyser) and commodities storages (i.e., hydrogen). 

In the scenarios with flexibility in location which are defined by the ability to export commodities, the basic 
materials industry capacity and/or production increase in the regions with existing industry and access to low-
cost electricity. As a result, it is possible to utilise solar power sites and remote areas for wind power generation 
sites to satisfy the hydrogen demand from industry.   

Finally, the modelling results indicate that as the demand for hydrogen increases, the difference in hydrogen 
production cost between scenarios with different combinations of flexibility options decreases. The decreased 
value of industrial flexibility when the electricity demand from industry grows is due to the reduced access to 
sites with good conditions for VRE and the fact that some regions invest in nuclear power, which benefits less 
from the industrial flexibility options.  
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Appendix A - Model 

 
Figure. A.1. The hydrogen production cost obtained from the modelling for scenarios with electrified ammonia 
and cement industries and for scenarios with electrified ammonia and plastics industries. Hydrogen production 
cost includes the annualized investment cost, fixed O&M costs, electricity cost, and hydrogen transportation 
costs for the investigated scenarios. This study uses an electrolyser investment cost of 550 €/kWel [30]. 
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Abstract 

Over the past few decades, data centers have made significant strides in enhancing their sustainability 
practices. These efforts range from minimizing power usage effectiveness (PUE) and carbon usage 
effectiveness (CUE) to enhancing water usage effectiveness (WUE). However, it's time for the data center 
industry to take a groundbreaking step forward. By effectively managing waste heat, data centers can become 
energy providers, boosting their profitability, and improving their energy reuse effectiveness (ERE) metrics. In 
this paper, we explore the crucial role of efficient heat management in optimizing the performance of an 
electrolyzer and maximizing the production of green hydrogen. Specifically, we focus on the importance of 
maintaining the stack temperature of the electrolyzer within a specific range to ensure maximum efficiency. 
We then propose a novel and integrated design concept for data centers that combines hydrogen production 
with district heating. An electrolyzer can be connected to both the data center and district heating systems, 
enabling the heat management system of the data center (e.g., heat pump) for powering the electrolyzer. 
Additionally, district heating can be utilized for thermal management of the electrolyzer, further improving the 
overall efficiency of the system. Additionally, the waste heat produced during the electrolysis process can be 
harnessed and employed to supplement the district heating system. This symbiotic relationship between the 
two systems results in a reduction in carbon emissions and improved energy efficiency. Our paper examines 
the technical feasibility of this proposed system and highlights the potential benefits for data centers and district 
heating systems. 

Keywords: 

Datacenter; Hydrogen production; Waste heat recovery; District heating; Green transition 

1. Introduction 

Data centers are essential for the modern digital economy, enabling the storage, processing, and transmission 
of vast amounts of data [1]. However, data centers have become a significant contributor to global energy 
consumption and carbon emissions, which has led to a growing focus on sustainability in the industry [2]. In 
recent years, data centers have made significant strides in improving their energy and water usage 
effectiveness, but there is still untapped potential for waste heat recovery to generate energy and improve their 
environmental metrics [3]. The energy consumption of data centers (DCs) has significantly expanded in 
response to the expansion of the information technology industry, which in 2019 used around 3% of the world's 
electricity supply [4]. The consumption is growing at a pace of 15-20% annually [5]. The electricity needed to 
run cooling systems accounts for around 40% of the power utilized by DCs [6]. On the one hand, the usage of 
high-grade electrical energy to fulfill the low-grade cooling DC requirements results in a considerable energy 
loss of energy flow in DCs [7]. On the other hand, the electric refrigeration systems in DCs often discharge a 
significant quantity of waste heat to the external environment, which results in urban heat islands [8]. Therefore, 
it is necessary to enhance the DC energy systems' structure and thermodynamic energy efficiency. If 
significant quantities of low- and medium-grade waste heat could be efficiently recovered and used for things 
like building heating, water heating, and refrigeration, DCs may be regarded as energy producers [9]. As a 
result, data centers (DCs) could fully embrace the concept of prosumers, who simultaneously act as producers 
and consumers, and surpass the current energy efficiency optimization model, which only considers the 
consumer perspective. Apart from utilizing waste heat across the system, a DC energy system can be tailored 
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to the overall energy system, an integrated energy system, or a systematic approach to the energy network. 
With the expected growth in demand for data-based services and the accompanying power consumption, data 
centers are seeking cost-effective, sustainable, and dependable ways to power their operations. Hydrogen 
and fuel cells are viable options that could fulfill these requirements and integrate with a variety of potential 
benefits. 

What is the need for a new design in data centers? There are multiple factors that could drive a departure from 
the conventional data center design. Data centers have significant power and space requirements, which 
necessitate considering regional factors such as land and labor costs, access to affordable power, and 
business-friendly governmental policies when selecting their locations. Stricter air permitting regulations for 
diesel backup generators in certain regions could reinforce the case for integrating hydrogen and fuel cells. 
Furthermore, some companies have established corporate strategies to increase their reliance on non-carbon 
or green fuels, with a few already transitioning to 100% renewables and other co-locators following suit. This 
provides further rationale for using green hydrogen or locating data centers near wind or other renewable 
power sources [10].  

The literature on sustainable data centers has focused on reducing energy and water consumption, improving 
energy efficiency, and exploring renewable energy sources. Grange et al. [11] developed an algorithm for 
scheduling the data center by renewable energy. Their results showed a reduction of brown energy 
consumption up to 49%. According to Khosravi et al. [12], an ejector heat pump was designed to recover waste 
heat from a data center for use in a low temperature district heating network in Finland. The study revealed 
that the use of a water-water heat pump is a viable method for recovering waste heat from data centers. Iverson 
et al. [13] focused on the design of hybrid renewable energy systems (HRES) for data center applications, 
leveraging hydrogen storage technology. The aim of their research was to develop an optimal design for HRES 
that would effectively meet the energy demands of data centers, while minimizing energy costs and reducing 
the environmental impact of the system. 

While these studies provide valuable insights into the potential for waste heat recovery in data centers, there 
is a need for more research on the specific technical and economic aspects of integrating hydrogen generation 
into data center infrastructure. This paper aims to contribute to this literature by proposing a novel and 
integrated data center concept design based on hydrogen production and conducting an analysis to determine 
its feasibility and potential. This paper proposes a novel approach to data center sustainability, in which waste 
heat is captured and reused to generate hydrogen fuel. By integrating an electrolyzer into the data center 
infrastructure, waste heat can be converted into a valuable energy source that can be used for district heating 
or as an ancillary service. This approach not only increases the overall profitability of data centers but also 
improves their environmental metrics by enhancing their energy reuse effectiveness. The proposed approach 
has the potential to transform the data center industry by making waste heat recovery a viable and profitable 
solution to energy generation. The approach not only improves the sustainability of data centers but also 
positions them as energy suppliers, which could have far-reaching implications for the broader energy industry. 
Overall, this paper contributes to the ongoing conversation on data center sustainability by proposing a novel 
and integrated design that has the potential to enhance both the environmental and economic performance of 
data centers. 

2. Case study 

Data centers are characterized by their use of air cooling, the most widely used technique in the sector, to 
provide low temperature, high capacity, and reliable heat. About 40% of the power utilized by DCs goes to 
power cooling systems. However, the electric refrigeration systems in DCs often release a significant amount 
of waste heat into the environment. The current Danfoss design for the data center at Nordborg is depicted in 
Figure 1. This system uses air cooled system to cool the data center. Danfoss is seeking for an alternate 
system because the current system is no longer providing economic benefits.  
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Figure 1. Danfoss Nordborg data center, the current design.  

3. Material and methods 

3.1 The proposed system 

The system proposed in this paper incorporates an alkaline electrolyzer into a district heating system, heat 
pump layout, and data center, with the goal of optimizing the efficiency and sustainability of energy production. 
As shown in Figure 2, temperature control is a crucial factor in achieving optimal performance of the 
electrolyzer. To achieve this, the fourth generation of district heating networks is proposed for use with this 
technology, with the possibility of using the district heating for heat management of the electrolyzer. The heat 
pump is also an essential component for providing cooling for the data center and can be utilized for heat 
management of the electrolyzer. The heat pump has an electricity input of 174 kW and is capable of generating 
824 kW of heat output and 650 kW of cooling output. The alkaline electrolyzer has a capacity of 2 MWe and 
produces 16.3 kg/h of hydrogen. 

The system is powered by electricity from the NordPool electricity spot market, which is used to meet the 
electricity demand of the data center, which is 10,932,821 kWh as well as electricity demand for heat pump 
and electrolyzer. Additionally, the cooling demand of the data center is 3,000,000 kWh. To manage the thermal 
energy generated by the system, heat storage with a capacity of 6952 kWh and cooling storage with a capacity 
of 1158 kWh are included in the system design. 

Furthermore, the electrolyzer is connected to the district heating network, allowing for the waste heat produced 
during the electrolysis process to be harnessed and employed to supplement the district heating system. The 
district heating system can be utilized as a free source for heat management of the electrolyzer. The system 
model proposed in this paper consists of an electrochemical model, a thermal model, and a model of the 
cooling system. The electrochemical model simulates the relationship between current and voltage for various 
operating temperatures and pressures, describing the kinetics of the reactions that take place and providing 
details required for precisely modeling the creation of heat inside the alkaline electrolyzer. The system 
proposed in this paper provides valuable insights into the potential for integrated energy systems to improve 
the sustainability and efficiency of energy production. Further research and development in this area may lead 
to the widespread implementation of similar systems, resulting in significant improvements in sustainability and 
energy efficiency. 
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Figure 2. Data center incorporated with alkaline electrolyzer.   

3.2 Electrolyzer Model 

The following is a description of a mathematical model designed for a high-pressure alkaline water electrolyzer. 
The model is constructed by integrating fundamental principles of thermodynamics, heat transfer theory, and 
empirical electrochemical relationships. Additionally, the model includes a dynamic thermal component. The 
electrochemical model is based on a temperature dependent current-voltage curve at a specific pressure, as 
well as a Faraday efficiency relation that is not influenced by temperature or pressure.  

The process of breaking down water into hydrogen and oxygen can be accomplished through the use of direct 
current (DC) passed between two electrodes that are separated by an aqueous electrolyte with strong ionic 
conductivity. The overall reaction for the separation of water can be expressed as: 

H2O(l) + electrical energy → H2(g) + 
12 O2(g) (1) 

For the reaction to take place, a minimum electric voltage must be applied to the two electrodes. This minimum 
voltage, also known as the reversible voltage, can be calculated using the Gibbs energy for water splitting. 
Alkaline electrolyzers typically use aqueous potassium hydroxide (KOH) as the electrolyte, with the potassium 
ion (K+) and hydroxide ion (OH-) facilitating ionic transport. The anodic and cathodic reactions that occur in this 
system can be described as follows: 

Anode: 2OH-(aq)→  12 O2(g) + H2O(l) + 2e- (2) 

Cathode: 2H2O(l) + 2e- → H2(g) + 2OH-(aq) (3) 

In an alkaline solution, the electrodes must possess properties such as resistance to corrosion, good electrical 
conductivity, and catalytic activity, as well as structural integrity, while the diaphragm should have low electrical 
resistance. This can be achieved by using anodes made of materials such as nickel, cobalt, and iron (Ni, Co, 
Fe), cathodes with a platinum-activated carbon catalyst on a nickel base (Ni, C-Pt), and diaphragms made of 
nickel oxide (NiO). 

3.2.1 Thermodynamic Model 

Thermodynamics serves as a framework to describe reaction equilibrium and thermal effects in 
electrochemical reactors and provides a basis for defining driving forces for transport phenomena in 
electrolytes. Additionally, it aids in describing the properties of electrolyte solutions. The thermodynamics of 
the low-temperature hydrogen-oxygen electrochemical reactions utilized in the electrolyzer model are 
described below. 

Assumptions can be made about the water splitting reaction: (a) hydrogen and oxygen are ideal gases, (b) 
water is an incompressible fluid, and (c) the gas and liquid phases are separate. Based on these assumptions, 
changes in enthalpy (ΔH), entropy (ΔS), and Gibbs energy (ΔG) of the water splitting reaction can be calculated 
with respect to pure hydrogen (H2), oxygen (O2), and water (H2O) at standard temperature and pressure (25°C 
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and 1 bar). The total change in enthalpy for water splitting is the enthalpy difference between the products (H2 
and O2) and the reactants (H2O), and the same applies for the total change in entropy. The expression for the 
change in Gibbs energy is as follows [14]: ∆𝐺 = ∆𝐻 − 𝑇∆𝑆 (4) 

In electrochemical processes, the splitting of water requires a significant amount of energy due to its positive 
change in Gibbs energy. At standard conditions (25°C and 1 bar), the standard Gibbs energy for water splitting 
is 237 kJ/mol, indicating that the reaction is non-spontaneous. However, Faraday's law states that the electrical 
energy required to split water is directly proportional to the chemical conversion rate in molar quantities. 
Therefore, the reversible cell voltage or emf for a reversible electrochemical process can be calculated using 
the change in Gibbs energy. This information is crucial when designing and optimizing electrochemical 
processes for the production of hydrogen and oxygen from water. The reversible cell voltage, also known as 
the electromotive force (emf) of a reversible electrochemical process, can be expressed as:  𝑈𝑟𝑒𝑣 = ∆𝐺𝑧𝐹  (5) 

The expression relating the thermoneutral cell voltage to the total energy demand (∆H) is:  𝑈𝑡𝑛 = ∆𝐻𝑧𝐹  (6) 

3.2.2 Electrochemical model 

Empirical current-voltage (I-U) relationships can be utilized to model the electrode kinetics of an electrolyzer 
cell. There are multiple suggested empirical I-U models for electrolyzers. In this study, the I-U curve utilized 
has a fundamental form that is dependent on the temperature, and can be expressed as: 𝑈 = 𝑈𝑟𝑒𝑣 + 𝑟𝐴 𝐼 + 𝑠 𝑙𝑜𝑔 (𝑡𝐴 𝐼 + 1) (7) 

The Faraday efficiency, also known as the current efficiency, is the ratio between the actual and theoretical 
maximum amount of hydrogen produced in an electrolyzer. The efficiency is affected by parasitic current losses 
along the gas ducts, which increase with decreasing current densities due to an increasing share of electrolyte 
and lower electrical resistance. The parasitic current is linearly proportional to the cell potential, which means 
that the fraction of parasitic currents to total current increases with decreasing current densities. An increase 
in temperature results in lower resistance, higher parasitic current losses, and lower Faraday efficiencies. 
Understanding the Faraday efficiency is essential for optimizing the performance and efficiency of an 
electrolyzer.  𝜂𝐹 = (𝐼 𝐴⁄ )2𝑓1 + (𝐼 𝐴⁄ )2 𝑓2 (8) 

Faraday's law states that the production rate of hydrogen in an electrolyzer cell is directly proportional to the 
transfer rate of electrons at the electrodes, which is equivalent to the electrical current flowing through the 
external circuit. Therefore, the total rate of hydrogen production in an electrolyzer, which comprises multiple 
cells connected in series, can be mathematically represented as: �̇�𝐻2 = 𝜂𝐹 𝑛𝑐𝐼𝑧𝐹  (9) 

The rate of oxygen production can be determined straightforwardly using stoichiometry, as shown in Eq. 11, 
which is expressed on a molar basis as: �̇�𝐻2𝑂 = �̇�𝐻2 = 2�̇�𝑂2 (10) 

The primary source of heat generation in an electrolyzer is attributed to electrical inefficiencies. The efficiency 
of energy conversion can be determined by utilizing the thermoneutral voltage (Equation 3) and the cell voltage 
(Equation 4), and is expressed mathematically as: 𝜂𝑒 = 𝑈𝑡𝑛𝑈  (11) 
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3.2.3 Thermal Model 

To determine the temperature of the electrolyte in an electrolyzer, a simple or complex thermal model can be 
employed depending on the required level of accuracy. If a lumped thermal capacitance model is assumed, 
the overall thermal energy balance can be expressed as a linear, non-homogeneous, first-order differential 
equation. This model enables the calculation of the stack temperature and analytically solves for the 
temperature distribution [14]:  𝐶𝑡 𝑑𝑇𝑑𝑡 = �̇�𝑔𝑒𝑛 − �̇�𝑙𝑜𝑠𝑠 − �̇�𝑐𝑜𝑜𝑙 (12) �̇�𝑔𝑒𝑛 = 𝜂𝑐(𝑈 − 𝑈𝑡𝑛)𝐼 = 𝑛𝑐𝑈𝐼(1 − 𝜂𝑒) (13) �̇�𝑐𝑜𝑜𝑙 = 𝐶𝑐𝑤(𝑇𝑐𝑤,𝑖 − 𝑇𝑐𝑤,𝑜) = 𝑈𝐴𝐻𝑋𝐿𝑀𝑇𝐷 (14) 

4. Results and Discussion 

The figure presented in this section, Figure 3, depicts the behavior of the cell voltage (V) of an alkaline 
electrolyzer as a function of current density (mA/cm2). The results demonstrate that as the current density is 
increased, the cell voltage also increases, starting from 0 and reaching 1.88 V. Interestingly, after a current 
density of 300 (mA/cm2), the cell voltage becomes nearly constant and remains horizontal. This suggests that 
the performance of the electrolyzer plateaus at higher current densities and that further increases in current 
density may not result in a significant improvement in performance. This finding is significant because it 
indicates the importance of careful selection of current density to achieve optimal performance of the 
electrolyzer for hydrogen production. By identifying the point of plateau in cell voltage, it is possible to 
determine the maximum current density that can be used for efficient and sustainable hydrogen production. 
Overall, the results presented in Figure 2 provide valuable insights into the behavior of the cell voltage of an 
alkaline electrolyzer as a function of current density. These insights are important for optimizing the 
performance of the electrolyzer and achieving maximum efficiency in hydrogen production. 

 

Figure 3. Relationship between Cell Voltage and Current Density at 25℃ Cooling Water Temperature. 

Figure 4 presents the results of an investigation into the effects of current density and cooling water 
temperature on the temperature of an electrolyzer. The figure clearly shows that as the current density 
increases, the temperature of the electrolyzer also increases. Similarly, an increase in cooling water 
temperature results in a corresponding increase in the electrolyzer temperature. These findings highlight the 
importance of careful temperature management in optimizing the performance of the electrolyzer. If the 
electrolyzer temperature becomes too high, it can lead to reduced efficiency and potentially cause damage to 
the system. The results presented in Figure 4 have significant implications for the design and operation of 
electrolyzers. Specifically, they suggest that careful consideration must be given to the impact of both current 
density and cooling water temperature on the temperature of the electrolyzer. The analysis also shows that 
the use of district heating return water, which typically has a temperature of 43-45 ℃, could potentially be used 
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to manage the temperature of the electrolyzer and maintain it at the desired value. Overall, the results 
presented in Figure 4 provide valuable insights into the factors that influence the performance of electrolyzers 
and offer guidance for their design and operation. 

 

Figure 4. Relationship between Current Density and Electrolyzer Temperature for Different Cooling Water 
Temperatures. 

Figure 5 illustrates the relationship between current density and the efficiency of hydrogen production in an 
alkaline electrolyzer. The figure indicates that as the current density increases from 0 to approximately 50 
(mA/cm2), the efficiency of hydrogen production increases from 0 to 80%. This finding highlights the potential 
for significant improvements in the efficiency of hydrogen production by increasing the current density. 
However, the results also show that beyond a current density of 50 (mA/cm2), the efficiency of hydrogen 
production becomes almost constant, suggesting that further increases in current density may not result in a 
significant improvement in efficiency. These findings are significant for the optimization of electrolyzer 
performance in hydrogen production, as they emphasize the importance of carefully selecting the appropriate 
current density to achieve maximum efficiency. The results presented in Figure 5 offer valuable insights into 
the relationship between current density and the efficiency of hydrogen production in an alkaline electrolyzer 
and can inform the design and operation of electrolyzers for sustainable and efficient hydrogen production. 
Overall, Figure 5 provides important information for researchers and engineers working in the field of hydrogen 
production and underscores the potential for further advances in this critical area. 
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Figure 5. Impact of Current Density on the Efficiency of Hydrogen Production. 

Figure 6 presents the results of an investigation into the impact of cooling temperature on the efficiency of 
hydrogen production in an electrolyzer (A), as well as its effect on electrolyzer temperature (B). The figure 
demonstrates that increasing the cooling temperature results in an increase in the efficiency of the electrolyzer, 
which in turn leads to an increase in the efficiency of hydrogen production. This finding is significant because 
it highlights the importance of careful temperature control for optimizing the performance of electrolyzers for 
hydrogen production. By maintaining an appropriate cooling temperature, it may be possible to improve the 
efficiency of the electrolyzer and increase the overall efficiency of hydrogen production. The results presented 
in Figure 6 provide valuable insights into the factors that influence the efficiency of hydrogen production in an 
electrolyzer and suggest that the use of district heating could potentially be used to manage the temperature 
of the electrolyzer and maintain it at an optimal value. In summary, the findings presented in Figure 6 
demonstrate the importance of temperature control in the optimization of electrolyzer performance for 
hydrogen production.  

  

Figure 6. (A) The effect of cooling water temperature over the efficiency of hydrogen production, (B) the effect 
of cooling water temperature over the electrolyzer temperature.  

Figure 7 presents an overview of the heat generation by a heat pump and electrolyzer, as well as the heat 
demand of a district heating system. The figure highlights that the demand for district heating in the summer 
months is significantly lower than in the winter months. This finding is important because it underscores the 
need to carefully consider the demand for waste heat when connecting an electrolyzer to a district heating 
network. In particular, it is crucial to ensure that there is sufficient demand for the waste heat generated by the 
electrolyzer in order to avoid potential inefficiencies or even system failures. The results presented in Figure 7 
suggest that the design of the heat management system for an electrolyzer should consider the seasonal 
variation in district heating demand. If there is always sufficient district heating demand, then there may be no 
concerns about delivering the waste heat generated by the electrolyzer. However, if there is a significant 
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imbalance between the heat generation and demand, then it may be necessary to explore other strategies for 
managing the waste heat, such as storage or alternative uses. Overall, Figure 7 provides important insights 
into the relationship between heat generation, demand, and waste heat management in the context of an 
electrolyzer connected to a district heating network. The results offer guidance for the design and operation of 
electrolyzers and can inform decision-making related to the integration of these systems with district heating 
networks. In this case the operation of electrolyzer is 73% and heat pump 90%.   

Figure 8 illustrates the operation of thermal energy storage (TES) in the context of a district heating system. 
During periods of excess heat production, such as in the summer months when demand for district heating is 
low, the excess heat can be stored in the hot water tank. The TES system can then release the stored heat 
during periods of high demand. 

 

Figure 7. Heat generation by heat pump and electrolyzer and heat demand of district heating.  

 

Figure 8. The operation of thermal energy storage. 

Figure 9 presents the pattern of electricity consumption for a data center, heat pump, and electrolyzer over the 
course of one year. The figure provides valuable insights into the electricity consumption patterns of these 
systems and highlights the potential for optimization and efficiency improvements. 
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Figure 9. Electricity consumption of heat pump, electrolyzer and data center. 

5. Conclusion 

In conclusion, this paper has explored the crucial role of efficient heat management in optimizing the 
performance of alkaline electrolyzer and maximizing the production of green hydrogen. Specifically, the 
importance of current density and cooling temperature on the efficiency of the electrolyzer for hydrogen 
production has been demonstrated. The paper also proposed a novel and integrated design concept for data 
centers that combines hydrogen production with district heating, enabling waste heat to be harnessed and 
employed to supplement the district heating system. The results of this study showed that increasing the 
current density and cooling temperature can lead to significant improvements in the efficiency of hydrogen 
production, while careful temperature control is important for optimizing the performance of electrolyzers. 
Furthermore, by integrating hydrogen production with district heating, the waste heat produced during the 
electrolysis process can be harnessed and employed to supplement the district heating system, resulting in a 
reduction in carbon emissions and improved energy efficiency. 

The technical and economic feasibility of the proposed system was examined, highlighting the potential 
benefits for data centers and district heating systems. The results suggest that the proposed system has the 
potential to improve the sustainability and efficiency of energy systems, contributing to the development of 
more environmentally friendly and economically viable solutions for energy production. Overall, this paper 
provides valuable insights into the future of sustainable energy systems and the potential for data centers to 
play a crucial role in this transition. Further research and development in this area may lead to the widespread 
implementation of integrated energy systems, resulting in significant improvements in sustainability and energy 
efficiency. 
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Abstract: 

Energy transition currently brings focus on fuel cell micro-combined heat and power (mCHP) systems 
for residential uses. The two main technologies already commercialized are the Proton Exchange 
Membrane Fuel Cells (PEMFCs) and Solid Oxide Fuel Cells (SOFCs). The pollutant emissions of one 
system of each technology have been tested with portable probes both in laboratory and field-test 
configurations. In this paper, the nitrogen oxides (NOx), sulphur dioxide (SO2) and carbon monoxide 
(CO) emission levels are compared to other combustion technologies such as a recent Euro 6 diesel 
automotive vehicle and a classical gas condensing boiler. At last, a method of converting the 
concentration of pollutants (in ppm) measured by the sensors into pollutant intensity per unit of energy 
(in g/kWh) is documented and reported. This allows for comparing the pollutant emissions levels with 
relevant literature, especially other studies conducted with other measuring sensors.  
Both tested residential fuel cell technologies fed by natural gas can be considered clean in terms of SO2 
and NOx emissions. The CO emissions can be considered quite low for the tested SOFC and even nil 
for the tested PEMFC. The biggest issue of natural gas fuel cell technologies still lies in the carbon 
dioxide (CO2) emissions associated with the fossil fuel they consume. 

Keywords: 

SO2; Fuel cell; mCHP, NOx, pollutant emissions; CO. 

1. Introduction 

In its latest Sixth Assessment Report in April 2022, the Intergovernmental Panel on Climate Change 
has reported a maximum carbon budget of 890 GtCO2 that humanity can emit from January 1st 2020 in 
order for global warming to likely remain under the +2 °C widely acknowledged limit compared to 
preindustrial temperature levels [1]. Even at residential scales, this much-needed GreenHouse Gases 
(GHG) mitigation brings focus on cleaner power sources and on combined heat and power (CHP) 
systems, such as fuel cells [2]. The two primary technologies that have already been commercialized 
are the Proton Exchange Membrane Fuel Cells (PEMFCs) and the Solid Oxide Fuel Cells (SOFCs), 
which are compared in Table 1. GHG emissions (in terms of CO2 or CO2eq) of such systems have 
already been addressed [3, 4] but another key element in assessing the environmental impacts of those 
technologies lies in the other common air pollutants : the emissions of nitrogen oxides (NOx), sulphur 
dioxide (SO2), and carbon monoxide (CO). 

The novelty of this study lies within the evaluation of SO2, NOx and CO emissions of fuel cell 
technologies commercialized for residential applications in both laboratory and field-test configurations 
(in real dwellings in Belgium). This has been performed on several machines of different ages, for one 
PEMFC-based and one SOFC-based technology, thanks to a combustion analyser portable meter. This 
study compares the emission levels of those pollutants measured for the studied fuel cell systems with 
other combustion technologies, such as a recent Euro 6 diesel automotive vehicle and classical gas 
condensing boilers. To facilitate comparison with relevant literature, a method of converting the 
concentration of pollutants (measured in ppm) detected by the sensors into pollutant intensity per unit 
of energy (in g/kWh) has been documented and reported, which has never been the case in an 
academic paper to the knowledge of the authors. This approach enables the assessment of pollutant 

mailto:nicolas.paulus@uliege.be


PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 
emissions levels across different studies, including those conducted using alternative measuring 
sensors. 

Table 1. Comparison between PEMFCs and SOFCs. Reproduced and adapted from reference [9]. 

a Contaminants, thermal and water management of PEMFC stacks have been discussed more deeply in a previous work [10]. 

2. Material and methods 

2.1 Tested systems 

2.1.1 PEMFC hybridized to a gas condensing boiler 

The PEMFC is not a standalone unit. It is hybridized to a gas condensing boiler and to a Domestic Hot 
Water (DHW) tank. It is fed by natural gas and is designed to cover all the heat demands, including 
DHW, of residential houses and to participate locally in the electrical production. This particular system 
exists in several versions all based upon the same PEMFC module of nominal constant power of 
0.75kWel (and 1.1kWth) and the same 220L DHW tank. The only module that may vary is the gas boiler 
that is supposed to ensure peak heat demands. Indeed, it exists in four rated power versions from 11.4 
to 30.8kWth, depending on thermal needs [11]. The heat rate output of the field-test system considered 
in this study is rated to 24.5 kWth and is located in Huy, in Belgium. System’s architecture is presented 
in Figure 1 (which does not show the double walled chimney used for both the air inlet and flue gases 
exhaust [12]) and main datasheet characteristics are presented in Table 2.  

Table 2. PEMFC gas boiler hybrid expected targets (data published by manufacturer) [11]. 
Datasheet figures Values 

Maximum electrical production a year 6200kWhel 

Fuel cell rated electrical and thermal power as defined by EN 50465 [2] 

Electrical fuel cell efficiency 

Max global Fuel cell efficiency 

Max boiler efficiency (at rated power) a 

0.75kWel & 1.1kWth 

37% (LHV) 

92% (LHV) 

108.6% (LHV) 

NOx, class 6 [13] 7.2 mg/kWh 

Size without chimney (Hight x Width x Depth) 1800 mm x 595 mm x 600 mm 
a Considering High Heating Value (HHV) to Low Heating Value (LHV) ratio of 1.1085 [14] 

The complete system behaviour is heat driven. Its PEMFC has not been designed to be driven by the 
electrical demand and it is preferable that it runs as long as possible. It includes a methane reforming 
apparatus to feed the fuel cell stack with clean hydrogen and requires an automated fuel cell shutdown 
recovery procedure of 2.5 hours at least every two days to handle some reversible ageing processes 

Fuel cell 
type & 
Charge 
carrier 

Typical 
electrolyte 

Major 
contaminants 

Stack operating 
temperature (°C) 

Specific 
advantages 

Specific 
disadvantages 

LHV Electrical 
efficiency (%) 

PEMFC 
& 
H+ 

Solid 
Nafion®, a 
polymer 

Carbon 
monoxide 
(CO) a 
Hydrogen 
sulfide (H2S) a 

60–80  
(only low-
temperature 
PEMFC are 
currently 
commercialized 
[5]) 

Highly modular for 
most applications 
High power 
density 
Compact structure 
Rapid start-up due 
to low temperature 
operation 
Excellent dynamic 
response 

Complex water 
and thermal 
management a 
Low-grade heat 
High sensitivity to 
contaminants d 
Expensive catalyst 
Expensive 
Nafion® 
membrane [6] 

40-60  
(with H2) 

(Max 38.5 with 
CH4 as some 
fuel needs to 
be burned to 
provide heat to 
a methane 
reformer [7]) 

SOFC 
& 
O2- 

Solid yttria-
stabilized 
zirconia, 
i.e. YSZ, a 
ceramic 

Sulfides 800-1000 

High electrical 
efficiencies 
High-grade heat 
High tolerance to 
contaminants 
Possibility of 
internal reforming 
Fuel flexibility 
Inexpensive 
catalyst 
Simpler water 
management 
(SOFC can work 
at a perfect drying 
state [8])  

Slow start-up 
Low power density 
Strict material 
requirements 
High thermal 
stresses 
Sealing issues 
Durability issues 
High 
manufacturing 
costs 

55-65  
(with H2) 

(Max 60% with 
CH4 [5], i.e. 
still high 
thanks to the 
SOFC fuel 
flexibility) 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 
[10]. For further information, this system has been quite exhaustively studied in other publications [2, 4, 
10, 15, 16, 17]. 

Figure 1. PEMFC system’s architecture, including two heat exchangers, several 3-way valves, several 
circulators, the gas condensing boiler and the DHW tank.   

2.1.2 SOFC 

The studied SOFC is also fed by natural gas. It is designed to provide 1.5 kWel of nominal output power 
with a high announced LHV electrical efficiency of 60%, along with a heat recovery of 0.6 kWth 
representing a LHV thermal efficiency up to 25%. The output power can be modulated down remotely 
(by the manufacturer, upon the owner’s request) as wanted in the 0.5 - 1.5 Wel range, affecting those 
announced efficiencies. It is not advised to completely shut it down because thermal cycles affect its 
durability and because start-up operations are long and have been reported in the user manual to last 
up to 30 hours [18] . 

Discarding its chimney, the system has approximately the same size as a dishwasher, as it can be seen 
in Figure 2. Its internal schematics has not been disclosed but has been discussed in a previous 
publication [3], based on observations of the system and cogeneration SOFC literature. Amongst other 
particularities, the reforming process of the inlet natural gas (into hydrogen) is not only internal, i.e. 
directly onto the stack, at the anode (allowed with high operating temperatures occurring with that fuel 
cell technology [19]), but it also uses an external steam reformer upstream of the stack (called ‘pre-
former’ [3]). The system is reported by the manufacturer as belonging to class 6 in terms of NOx [13] 
but the exact emission levels have not been quantified in the datasheet. 

 
Figure 2. Tested mCHP SOFC in the laboratory facilities of the University of Liege 

2.1.3 Gas condensing boiler 

The tested mural gas condensing boiler dates from 2005 and is quite classical. Its identification name 
is ‘Buderus Logamax plus GB142-45’ and it can provide up to 45 kWth (that can be modulated down to 
30%). It is able to provide heat to an optional DHW tank but cannot provide instantaneous DHW directly 
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as it has only one hydraulic inlet/outlet (for close circuit water). The emissions of CO and NOx are 
reported by the manufacturer respectively to 15 mg/kWh and 20 mg/kWh. 

2.1.4 Euro 6 diesel vehicle 

The tested vehicle is a 4-year BMW X1 sDrive18d that is proper maintenance and had 111210 
kilometers on the odometer at the moment of the test. Its four-stroke engine has four cylinders and 
represents a displacement of 1995cm³. Net power is 100 kW at 4000 rpm. The certificate of conformity 
presents average emissions on the New European Driving Cycle (NEDC) for CO and NOx respectively 
of 86.8 mg/km and 19.2 mg/km. Maximum Real Driving Emissions (RDE) NOx emissions are reported 
to be equal to 168 mg/km. Considering an effective consumption of 6L per 100 km (according to the 
dashboard of the vehicle), considering a diesel LHV of 43.51 MJ/kg and a density of 827 kg/m³ [20], 
those emissions correspond respectively to 145 mg/kWh (average CO emissions on the NEDC), 32 
mg/kWh (average NOx emissions on the NEDC) and 280 mg/kWh (maximum Real Driving Emissions 
NOx). They are relative to the diesel LHV input to the engine. 

2.2 Measurement device 

To perform the pollutants emissions analyses of the tested systems, the same portable combustion 
analyser meter has been used. It is called ‘Multizyzer STx’ and is shown in Figure 3 whereas its 
specifications are shown in Table 3. 

It measures CO, NO, NO2 and SO2 in ppm, whereas O2 and CO2 concentration levels are expressed in 
percentage (by volume). Carbon monoxide sensors have generally a significant cross-sensitivity to 
hydrogen, meaning that the real carbon monoxide concentration can be overestimated if hydrogen is 
present as well in the tested gas sample [21]. Therefore, as presented in Table 3, the ‘Multizyzer STx’ 
combustion analyser portable meter has implemented a hydrogen compensation for its carbon 
monoxide measurements. 

  
Figure 3. ‘Multizyzer STx’ combustion analyser portable meter 

Table 3. Specifications of the ‘Multizyzer STx’ combustion analyser portable meter 

Sensor Range Accuracy Resolution 

NO 0 - 5000 ppm 
± 5 ppm (< 50 ppm) 
± 5% reading (> 50 ppm) 

1 ppm 

NO2 0 - 500 ppm 
± 10 ppm (< 50 ppm) 
± 10% reading (> 50 ppm) 

1 ppm 

SO2 0 - 5000 ppm 
± 10 ppm (< 200 ppm) 
± 5% reading (> 200 ppm) 

1 ppm 

CO (hydrogen 
compensated) 

0 - 10000 ppm 
± 5 ppm (< 50 ppm) 
± 5% reading (> 50 ppm) 

1 ppm 

O2 0 - 21 % vol. ± 0,2% vol. 0,1% vol. 

CO2 (calculated 
from O2 level) 

0 % vol. up to (𝐶𝑂2)𝑁 which depends 
on fuel type, see Equation (1) 

± 0,2% vol. 0,1% vol. 

Gas temperature 0 - 1150 °C 
± 1 °C (0 - 300°C) 
± 1% reading (> 300°C) 

0,1 °C 
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2.3 Conversion ppm to mg/kWh 

Literature on space heating appliances pollution levels is quite rare and pollutant emissions are regularly 
reported in terms of concentration (in ppm [22]) or in terms of intensity (in mg/kWh [23]). However, it is 
quite rare for both information to be provided. In this case, the pollutant emissions measurements are 
provided by the metering device in ppm (see Table 3) whereas, for comparison purposes, it would be 
more meaningful to express them in terms of mg/kWh, as reproduced in Table 4, which reports from 
literature the NOx emission levels of several space heating appliances. In addition, as it has been seen 
in Section 2.1 - Tested systems, the datasheets of the tested space heating appliances only express 
the emissions in terms of mg/kWh. Therefore, to use those figures as references for this study, 
measured emissions must be converted from ppm to mg/kWh. 

For natural gas appliances, this can be performed for carbon monoxide emissions thanks to Equation 
(1) [13]: 𝐶𝑂(𝑚𝑔 𝑘𝑊ℎ⁄ ) = 1.074 ×  𝐶𝑂(𝑝𝑝𝑚)  ×  (𝐶𝑂2)𝑁(𝐶𝑂2)𝑀  (1) 

Where 𝐶𝑂(𝑚𝑔 𝑘𝑊ℎ⁄ ) is the carbon monoxide emissions level per unit of energy (kWh) that must be 
established for the studied combustion test, 𝐶𝑂(𝑝𝑝𝑚) is the measured carbon monoxide concentration 
at the exhaust of the system during the combustion test (in ppm), (𝐶𝑂2)𝑀 is the measured carbon 
dioxide concentration at the exhaust of the system during the combustion test (in %) and (𝐶𝑂2)𝑁 is the 
maximum carbon dioxide concentration of the dry, air-free combustion products (in %), which depends 
only on the natural gas type that is fed to the studied system during the combustion. (𝐶𝑂2)𝑁 is equal to 
11.7% for G20 natural gas and 11.5% for G25 natural gas [13].  

Indeed, in Belgium [24] (as in France or Germany [25]), natural gas comes from different sources, which 
implies different gas compositions and different HHV, which leads to the appellations ‘lean’ and ‘rich’ 
gas, respectively for the natural gas source providing the lower and the higher HHV [26]. Lean gas is 
also called ‘L-gas’ [27], ‘type L’ gas [24] or G25 [25] whereas rich gas is also called ‘H-gas’ [27], ‘type 
H’ gas [24] or G20 [25]. The type of gas provided on the grid only depends on the localization of the 
delivery point but lean gas deliveries are supposed to be progressively replaced (in Belgium) by 2030 
by rich gas deliveries [27]. 

As reported in the previous section, (𝐶𝑂2)𝑀 and 𝐶𝑂(𝑝𝑝𝑚) are provided by the meter used in this study. 
Also, in Equation (1), the 1.074 constant is the unit conversion coefficient related to CO emissions from 
natural gas appliances [28].  

Table 4. Combustion only and Life Cycle Assessment (LCA) NOx emission level reported from 
Energie+ [23] (website developed by the University of Louvain-la-Neuve and the Energy department of 
the Walloon Region, in Belgium) 

Similarly, ppm to mg/kWh conversion for NOx emissions of natural gas appliances is obtained thanks 
to Equation (2) :  𝑁𝑂𝑥(𝑚𝑔 𝑘𝑊ℎ⁄ ) = (𝐶𝑔 × 𝑁𝑂𝑥(𝑝𝑝𝑚) × (𝐶𝑂2)𝑁(𝐶𝑂2)𝑀)−0.85(20−𝑇𝑚)+ 0.34(ℎ𝑚−10)1−0.02(ℎ𝑚−10)(1+ 0.02(ℎ𝑚−10)1−0.02(ℎ𝑚−10))   (2) 

Space-heating appliance 

NOx range (source from 
1998 : Electrabel-SPE – 
combustion only)  
mg/kWhLHV 

NOx (source from 2007 :  
Fondation Rurale de 
Wallonie - combustion only) 
mg/kWhth 

NOx (source accessed 
in 2007: Gemis 4.5 - 
complete LCA cycle) 
mg/kWhth 

Old oil-fired boiler up to 200 Unavailable Unavailable 

Non-Low NOx oil-fired boiler 150 – 180 144 244 

Low NOx oil-fired boiler 90 – 120 Unavailable Unavailable 

Old gas boiler 150 – 200 Unavailable Unavailable 

Atmospheric gas boiler 100 – 180 Unavailable Unavailable 

Modulating gas condensing boiler 20 – 90 144 140 

Old log wood boiler Unavailable 180 Unavailable 

Modern log wood boiler Unavailable 151 235 

Wood chip boiler (wood chips) Unavailable 162 Unavailable 

Condensing wood boiler (pellets) Unavailable Unavailable 344 
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Where 𝑁𝑂𝑥(𝑚𝑔 𝑘𝑊ℎ⁄ ) is the nitrogen oxide emissions level per unit of energy (kWh) that must be 
established for the studied combustion test; 𝐶𝑔 is the unit conversion coefficient related to NOx 
emissions from natural gas appliances [29] and is equal to 1.764 for G20 (rich gas) or 1.767 for G25 
(lean gas) [13]; 𝑁𝑂𝑥(𝑝𝑝𝑚) is the sum of the measured nitrogen dioxide and nitric oxide concentrations 
at the exhaust of the system during the combustion test (in ppm); (𝐶𝑂2)𝑁 and (𝐶𝑂2)𝑀 have already 
been described for Equation (1); 𝑇𝑚 is the temperature of the outdoor air used for the combustion (in 
°C); ℎ𝑚 is the absolute humidity of the outdoor air used for the combustion (in g of water per kg of dry 
air). ℎ𝑚 is the only variable of Equation (2) that is not provided by the combustion analyser meter (see 
Table 3). By assimilating inlet air to humid air of relative humidity between 40 and 80%, at atmospheric 
pressure and at the 𝑇𝑚 temperature, ℎ𝑚 can be approximated with the Engineering Equation Solver 
(EES) software. It is worth mentioning for Equation (2) that the allowable ranges for 𝑇𝑚, ℎ𝑚 𝑁𝑂𝑥(𝑚𝑔 𝑘𝑊ℎ⁄ ) 
and are respectively 15 - 25 °C and 5 - 15 g of water per kg of dry air, and 50-300 mg/kWh. However, 
industrial partners in this project advise to use Equation (2) anyway even if some parameters are out of 
those ranges. 

The European standard from which Equation (1) and Equation (2) are deduced [13] unfortunately does 
not provide any information about SO2 emissions conversion. Fortunately, another reference [30] 
provided Equation (3), which has been reported to be relevant not only for SO2 but also for CO and 
NOx emissions, giving similar conversion results respectively to Equation (1) and Equation (2) (in its 
allowable range). 𝑃𝐸𝐼(𝑚𝑔 𝑘𝑊ℎ⁄ ) = 𝐹 ×  𝑃𝐸𝐶(𝑝𝑝𝑚)  ×  20.920.9−(𝑂2)𝑀  (3) 

Where 𝑃𝐸𝐼(𝑚𝑔 𝑘𝑊ℎ⁄ ) is the pollutant emissions intensity, i.e. the emission level per unit of energy (kWh) 
that must be established for the studied combustion test, 𝐹 is an emission rate conversion factor that 
depends on the pollutant (and the type of fuel) and that is given in Table 5, 𝑃𝐸𝐶(𝑝𝑝𝑚) is the measured 
pollutant emissions concentration at the exhaust of the system during the combustion test (in ppm) and (𝑂2)𝑀 is the measured oxygen concentration at the exhaust of the system during the combustion test 
(in %). Equation (3) has the particularity to consider O2 concentration (in %) in the exhaust whereas 
Equation (1) and Equation (2) lies on CO2 concentration (in %). 

Similar conversion equations for diesel engine have not been reported in this paper but can also be 
found in literature [31]. 

Table 5. Natural gas 𝐹 coefficients for Equation (3) depending on the pollutant type [30] 

Pollutant 
𝐹  

mg/(kWh-ppm) 

CO 0.974313 

NOx 1.608389 
SO2 2.242466 

3. Testing procedure and results 

The end of the probe of the ‘Multizyzer STx’ must be placed at the centre of the exhaust gas chimney 
(or tailpipe) and the probe axis can either be oriented in the perpendicular plane of this chimney (or 
tailpipe) or parallel to it (if the measurements are conducted at the exit of the chimney/tailpipe). The 
probe disposes of a conical adjustable mechanical stop to ensure the correct probe depth to the centre 
of the chimney (see Figure 3). 

The studied PEMFC system, which is composed of a PEMFC stack hybridized to a gas condensing 
boiler (see Section 2.1 - Tested systems), has the advantage of being equipped by design with a small, 
sealable access hole fitted with a cap directly at the exhaust of the system (in the first 5 cm of the 
chimney). There is thus no need with the PEMFC system to place the combustion analyser meter at 
the exit of the chimney, which access is very often difficult and potentially risky if it figures on the roof 
of the building. However, some measurements have still been taken at the exit of the chimney for 
comparison purposes (with the probe fully inserted in the chimney). Indeed, temperature (which varies 
all along the double walled chimney that cools down the flue gases and heats up the inlet air from 
outdoors) is not only known to influence the NOx formation but also the NO-NO2 equilibrium. This is 
especially the case in the near-post-flame zone [32] (close to the outlet of the system), but also in the 
atmosphere in the presence of Volatile Organic Compounds (close to the exit of the chimney) [33], 
which can be co-emitted in hydrocarbons combustion [32]. The PEMFC hybrid system was tested in 
two separate modes : with only the PEMFC turned on and with only the gas condensing boiler turned 
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on. This system, installed in 2019, was tested in a field-test application (in a real house) in Huy (in 
Belgium). At the moment of the tests, the whole machine has been functioning for about 15000 hours 
but its integrated fuel cell has only been producing electricity for about 5500 hours. It is worth mentioning 
that another machine of this system, which was perfectly new, was tested in a laboratory environment 
(see Figure 4). 

The studied SOFC system does not involve any hole in its chimney by design. However, since one 
machine of this system was tested in laboratory facilities, a hole was manufactured at a chimney height 
of 50 cm (above the system flue gases outlet). For one pollutant test campaign (at full rated electrical 
power output, i.e. 1500 Wel), the combustion analyser meter was also placed at the exit of the chimney 
(and fully inserted in it) since this campaign was performed on another machine (with the same 
reference) in a field-test application in Riemst (Belgium). At the moment of the pollutant measurements, 
this machine, installed in 2017, has already been functioning for about 45000 hours. For the other two 
pollutant test campaign (conducted at minimum and intermediate electrical power output, i.e. 500 Wel 
and 1000 Wel), this SOFC mCHP system was tested in laboratory facilities and the return temperature 
of the heat recovery circuit could be controlled [18] (which affects the exhaust gas temperature). At the 
moment of the pollutant measurements, this other machine, installed in 2021, has already been 
functioning for about 6000 hours. 

As mentioned in Section 2.1 - Tested systems, another classical gas condensing boiler has been tested 
(only at the exit of its chimney, with the probe fully inserted in it). This system was tested in a field-test 
application in Riemst (Belgium). 

At last, the Euro 6 diesel vehicle was tested at the exit of both of its tailpipes. The probe of the sensor 
could be oriented parallel to the tailpipe so it has either been fully inserted in the tailpipe (about 35 cm 
before its exit) or only inserted over about 15 cm. The purpose was to see the changes in the exhaust 
gas temperature and their impact on the pollutant measurements. It is worth mentioning that the car 
engine was tested at idle (±850 rpm) and at 1500 rpm but the clutche was always disengaged. 

All the tests include a purge with clean air before starting the test. It is indeed a mandatory step 
requested by the ‘Multizyzer STx’ combustion analyser meter. At last, the sample time was always one 
second. 

All the tests have other specificities in the way they have been conducted and those are reported 
accordingly in Table 6 along with the pollutant emissions results.  

In addition, a graphical example of the type of the PEMFC only startup phase is given in Figure 4. In 
that test, no NOx nor SO2 could be measured. Startup phase (duration between the machine startup 
with a thermal demand and the moment when the fuel cell starts producing electricity) takes about 7 
min whereas the total duration to reach steady-state is about 15-20 min (gradually from 0 Wel to its 
nominal output power of 750 Wel). A CO peak of about 2 minutes, with a maximum at 55 ppm, can be 
noticed at the beginning of the power and heat generation phase, probably due to transient behaviours 
of the internal reformer required for this PEMFC fed by natural gas [10]. The stepped behaviour of the 
CO2 percentage measurement is explained by the resolution of the sensor and the fact that it is not 
directly measured but established by the combustion analyser from O2 measurements (Table 3). The 
CO2 peak is probably an outlier as it could not be explained. 

 
Figure 4. Pollutant measurements of the fuel cell (only) startup phase of the PEMFC-gas condensing 
boiler hybrid system (performed in a laboratory environment).  
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Table 6. Pollutant emissions measurements results (in all tests, the sensor indicated 0 ppm of SO2 emissions).  

Test and conditions NO a NO2
 a CO a Remarks 

PEMFC hybrid system (PEMFC only 
mode) 
Measured on the field-test site in Huy 
without control on the return temperature 
(or on the exhaust gas temperature) 

0 0 

- Startup : short peak up to 55 ppm for 2 min (in 
total). Also measured in the laboratory (Figure 4). 
- Steady state : 0 but an unexplainable short peak 
similar to FC startup has been measured while 
the PEMFC was running 

- Boiler turned down by closing the radiator valves 
in the house 
- No difference in the pollutant measurement 
between the exit of the chimney (on the roof) and 
the exit of the system  

PEMFC hybrid system (condensing gas 
boiler only mode) 
Measured on the field-test site in Huy 
without control on the return temperature 
(or on the exhaust gas temperature) 

- Startup : peak up to 7 ppm 
for 5 min (in total)  
- Steady state : 0 

- Startup : 3 ppm 
- Steady state : 3 ppm, 
i.e. 6.7 mg/kWh 

- Startup : short peak up to 80 ppm for 30 sec (in 
total)  
- Steady state : 30 ppm, i.e. 40.7 mg/kWh 

- Boiler turned on by opening the radiator valves 
in the house and setting a high temperature 
setpoint on the thermostat (the PEMFC happened 
to be turned off, probably conducting a 
regeneration procedure [10]) 

SOFC – 500 and 1000 Wel output 
Tested in laboratory with different heat 
recovery temperatures, i.e. different 
exhaust gases temperature (from 45°C to 
25°C) 

0 0 
5 ppm (at 500 Wel), i.e. 28.3 mg/kWh 
11 ppm (at 1000 Wel), i.e. 41.5 mg/kWh 

- Return temperature of the heat recovery circuit 
has no influence on the pollutant measurements 
- Only steady state data (the system in supposed 
to be turned on continuously and the startup test 
was not conducted) 

SOFC - 1500 Wel output 
Measured on the field-test site in Riemst 
with only one heat recovery temperature 
corresponding to 60°C of exhaust gases 
temperature 

0 0 8 ppm, i.e. 17.0 mg/kWh 

- Same reference but a different system as the 
previous row) 
- Only steady state data (the system in supposed 
to be turned on continuously and the startup test 
was not conducted) 

Classical gas condensing boiler - high 
DHW load (exhaust gases temperature of 
about 65°C at the exit of the chimney) 
Measured on the field-test site in Riemst 

- Startup : peak up to 8 ppm 
for 2 min (in total)  
- Steady state : 5 ppm, i.e. 
10.1 mg/kWh 

- Startup : peak up to 4 
ppm for 2,5 min (in 
total)  
- Steady state : 2 ppm, 
i.e. 4.1 mg/kWh 

- Startup : peak up to 50 ppm for 2 min (in total)  
- Steady state : 10 ppm, i.e. 12.3 mg/kWh 

- No remark 

Classical gas condensing boiler - low 
temperature space heating load (exhaust 
gases temperature of about 30°C at the 
exit of the chimney) 
Measured on the field-test site in Riemst 

- Startup : Untested 
- Steady state : 0 ppm 

- Startup : Untested 
- Steady state : 0 ppm 

- Startup : Untested 
- Steady state : 8 ppm, i.e. 10.7 mg/kWh 

- No remark 

Euro 6 Diesel Engine at idle, i.e. ±850 
rpm (car in neutral) 

- Startup : continuous 
increase for about 20 min up 
to 60 ppm 
- Steady state : 55 ppm, i.e. 
238 mg/kWh [31] 

0 

- Startup : rapid increase for about 3 min to the 
200-300 ppm range 
- Steady state : 200-300 ppm, i.e. 800-1200 
mg/kWh [31] 

- The probe must be fully inserted in the tailpipe to 
record pollutant emissions 
- There is no difference between the left and right 
tailpipes 

Euro 6 Diesel Engine at 1500 rpm 

- Startup : unavailable (engine 
already warmed up) 
Steady state : 40 ppm, i.e. 
173 mg/kWh [31] 

0 
- Startup : unavailable (engine already warmed 
up) 
Steady state : 850 ppm, i.e. 3430 mg/kWh [31] 

- The probe must be fully inserted in the tailpipe to 
record pollutant emissions 
- There is no difference between the left and right 
tailpipes 

a Equation (3) has been used to convert ppm measurement into mg/kWh for steady-state measurements only (of natural gas appliances). The similar conversion law for diesel engines comes from 
literature [31]. Peaks and start-ups have highly transient dynamic behaviours both on the pollutant concentration and the O2 percentage signal, making the ppm to mg/kWh conversion hazardous. 
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4. Discussion and conclusion 

None of the tested systems (PEMFC, SOFC, gas condensing boilers and Euro 6 diesel engine) showed 
any SO2 emissions. This is either an indication of an issue with the SO2 sensor or it proves the efficiency 
of the desulphurization treatment implemented in the natural gas process before it enters the grid [10]. 
Regarding the diesel vehicle, the lack of SO2 emissions could be explained by the oxidation of SO2 into 
SO3 in the selective catalytic converter used in the exhaust of the engine to reduce NOx emissions [34]. 

Both fuel cell systems (PEMFC and SOFC) do not show any NOx emissions even if they involve 
reforming processes [3, 10]. Oppositely NOx emissions of gas boilers (in steady state) were measured 
between 3 and 7 ppm, which is rather low. Using Equation (3) and thus considering the O2 percentage 
measurement (not shown in Table 6), those figures can be converted in the 6.7-14.2 mg/kWh range, 
which is slightly better than literature provided (see Table 4). The lower part of that range, i.e. 6.7 
mg/kWh, corresponds to the gas boiler of the PEMFC hybrid system, and it is indeed under the 7.2 
mg/kWh figure announced by the manufacturer. For the other classical gas condensing boiler, it is also 
under the announced value of 20 mg/kWh (see Section 2.1 - Tested systems). In comparison, the diesel 
Euro 6 engine showed NOx concentration of 55 ppm in neutral and 40 ppm at 1500 rpm (without any 
load since the clutch was not engaged). Considering another conversion equation from ppm to mg/kWh 
provided by literature relevant for diesel engines [31] (Equation (3) and the coefficients of Table 5 being 
only relevant with natural gas appliances) and a molar mass of NO of 30, these NOx emission 
concentrations corresponds to the 173-238 mg/kWh range, i.e. under but close to the maximum NOx 
Real Driving Emissions announced at about 280 mg/kWh, assuming an average consumption of 6L per 
100 km (see Section 2.1 - Tested systems). It also approximately corresponds to the emissions of an 
old oil-fired boiler (Table 4). 

For all tested systems, the NO2 emissions are either nil or quite low compared to NO emissions, which 
was expected as NO has been reported to be the predominant nitrogen oxide emitted by combustion 
devices [32]. 

There were no CO emissions regarding the steady state operating conditions of the PEMFC (other than 
an explicable peak that is similar to the transient CO peak that occurs at the PEMFC startup). This was 
expected since CO is a major pollutant of PEMFC stacks and since it has been reported that the system 
is equipped with a CO removing apparatus in the fuel (natural gas) processing system (prior to the 
stack) [10]. Transient CO peaks are surely not caused by the fuel cell stack but by the fuel processor 
of the PEMFC system (when the reforming processes start and is not yet at its steady state temperature 
levels, impeding the CO remover to operate efficiently). During these transients for which CO can occur, 
the PEMFC stack must surely be bypassed [10]. Also, it has been reported that the PEMFC system 
involves an afterburner for reforming purposes (because methane reforming requires temperatures 
much higher than the one occurring in the PEMFC stack) [10]. In addition to burning the stack exhaust 
gases when the PEMFC is running (the anode exhaust still contains used hydrogen and the cathode 
contains air at a higher temperature that the ambient air), this afterburner also requires a direct feed 
from the natural gas supply to ensure enough heat for the reforming processes [10]. The inexplicable 
CO peak while the PEMFC was running is likely to be related to this afterburner (after the stack) and it 
can be assumed that no CO has gone through the PEMFC stack. Oppositely, the SOFC system (two 
machines tested) showed slight CO emissions (5 ppm, 11 ppm and 8 ppm respectively at 500 Wel, 1000 
Wel and 1500 Wel of power output) with no dependence on the thermal output or on the exhaust gases 
temperature (driven by the return temperature of the heat recovery system). Through Equation (3), 
these CO concentrations respectively correspond to 28.3 mg/kWh, 41.5 mg/kWh and 17.0 mg/kWh. It 
is worth mentioning that the PEMFC system was only tested in field-test real applications so the return 
temperature (and the exhaust gas temperature) could not be controlled, although it is not believed to 
affect the pollutant emissions in steady state (which were nil).  

CO emissions peak (between 50 and 60 ppm) at gas condensing boilers startup is probably due to the 
momentary incomplete combustion in this highly transient starting process. In steady-state, the tested 
machines showed 8 to 30 ppm of CO emissions, corresponding to 10.7 mg/kWh to 40.7 mg/kWh using 
Equation (3) (very similar to the SOFC CO emissions range). The gas condensing boilers were tested 
in field-test applications so the return temperature (and therefore the exhaust gases temperature) could 
not be controlled. Regarding the diesel engine, the steady state CO emissions were much higher, 
between 200 and 300 ppm at idle and up to 850 ppm at 1500 rpm. Equation (3) and the coefficients of 
Table 5 can only be used with natural gas. Therefore, another conversion law has been found in 
literature [31], leading to the 800-1200 mg/kWh range at idle and to about 3430 mg/kWh for the 1500 
rpm test. Those levels of CO emissions are far greater than the one announced on the certificate of 
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conformity for the average NEDC (calculated in this work to about 145 mg/kWh, as seen in Section 2.1 
- Tested systems). This is another proof of the inadequacy of the NEDC to account for pollutant 
emissions [35] but it also should be reminded that maintaining the engine at 1500 rpm while keeping 
the vehicle stationary is also not a representative test of real driving conditions (although it provides 
interesting results for comparisons). 

As a final conclusion, both tested residential fuel cell technologies fed by natural gas can be considered 
clean in terms of SO2 and NOx emissions. The CO emissions can be considered quite low for the tested 
SOFC and even nil for the tested PEMFC. Those statements apply even with machines that have 
already been running for up to 45000 hours. Therefore, the biggest issue of natural gas fuel cell 
technologies still lies in the CO2 emissions associated with the fossil fuel they consume. 

Nomenclature 
(m)CHP (Micro-)Combined Heat and Power 

DHW Domestic Hot Water 

GHG GreenHouse Gases 

HHV (LHV) High (Low) Heating Value 

LCA Life Cycle Assessment 

NEDC New European Driving Cycle 

PEMFC Proton Exchange Membrane Fuel Cell 

SOFC Solid Oxide Fuel Cell 
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Abstract: 

Within the last years, there has been an increasing interest in the use of alternative fuels, among others, 
methanol. This fuel is liquid at ambient temperature and pressure and can be obtained through a synthesis 
process from hydrogen and captured CO2, becoming e-methanol. Direct methanol fuel cells (DMFC) are 
devices that use this fuel in liquid form, without a reforming step, to produce electricity. These fuel cells have 
few moving parts and are used in portable electronic devices and electric vehicles. However, DMFC have 
efficiencies around 32 % and its commercial application is limited at present. Besides, advances need to be 
made to solve problems such as methanol crossover, sluggish methanol oxidation reaction and demand of 
noble metal for fabrication of these fuel cells. In this work, the effect of the depth of an anode serpentine flow 
field design on the performance of a direct methanol fuel cell is investigated experimentally. Stainless steel 
plates (SS316L) with single serpentine flow fields of different depths are designed, fabricated and tested. The 
study is conducted with these plates forming a single cell of 16 cm2 of active membrane area. The aim of this 
work is to study the effect of the anode channel depth on the performance of a DMFC, analysing the influence 
of this parameter on the power density of this device and the methanol crossover that takes place during its 
operation. When the channel depth decrease from 1.5 mm to 0.5 mm, can be observed a power density 
increment of 18.86 %. However, the decrease of the channel depth resulted in an increase of the limiting 
methanol crossover current density by 28.75 %. 
 

Keywords: 

Methanol; fuel cell; anode flow field design; single serpentine flow field. 

1. Introduction 
Fuel cells are electrochemical devices that convert the chemical energy from a fuel and oxidant directly into 
electrical energy and heat. Theoretically, this way of obtaining electrical energy has higher efficiency as 
compared to internal combustion engines [1]. Fuel cells have the capability of supplying energy meanwhile the 
corresponding reactants are fed, and they are very versatile and scalable. Therefore they are a good 
alternative to traditional energy devices such as Li-ion batteries, having an enormous growth potential [1]–[3]. 
Considering the type of electrolyte used, there is a wide variety of fuel cell types. One of the most popular 
choices for renewable and sustainable energy conversion devices is the Proton Exchange Membrane Fuel 
Cell (PEMFC) [2]. This type of fuel cell is popular due to its high-power output, high efficiency, high specific 
energy, cleanliness, low operating temperature (below 100⁰C), quick start-up times, longer life span and quiet 
operation [4],[5]. The main feature of the PEMFC is the electrolyte used, a proton conductive polymer 
membrane whose main function is the transport of protons from the anode to the cathode. Meanwhile, this 
membrane avoids the transport of electrons or reactants [5],[6]. PEMFC can use different fuels, being hydrogen 
the most studied, but its properties imply some drawbacks that make difficult their commercialization at this 
moment [3],[7]. Hydrogen has high flammability and a low volumetric energy density (hydrogen volumetric 
energy density in liquid state is 10.1 MJ/L, and compressed at 70 MPa is 5.6 MJ/L, while the volumetric energy 
density of natural gas is 22.2 MJ/L) [8]–[10]. This leads to the use of high-pressure technologies (like bulky 
pressure tanks or compressors) or/and very low temperature technologies for its handling, storage and 



distribution [8]. These particularities represent a technological challenge at this moment. Nevertheless, the use 
of liquid fuels at room temperature, like methanol or ethanol, requires a notably easier storage and refuelling 
systems, because liquid fuels can be operated at standard temperatures and pressure [3],[9]. 

Direct methanol fuel cells (DMFC) use methanol as fuel, which offers advantages compared to hydrogen fuel 
cells, as a cheaper refuelling system, as methanol is easy to handle at standard temperatures and pressures 
derived from its liquid state [3],[11]–[13]. DMFCs are especially effective at delivering electricity for portable 
electronic devices and other mobile applications. [9],[13],[14]. 

DMFCs are fuel cells of PEMFC type and essentially consist of a membrane-electrode assembly (MEA), 
composed by two electrodes (anode and cathode) separated by an electrolyte (usually a polymeric membrane) 
[13]. The MEA is sandwiched between two bipolar plates (BPs) which have channels to distribute the fuel and 
oxidant through the gas diffusion layer [12],[13]. 

In DMFCs, methanol is oxidized at the anode yielding protons, electrons and CO2. The protons are transported 
to the cathode, through the membrane, while the electrons are transported via an external circuit to the 
cathode. On the cathode the electrons and protons react with oxygen to produce water. By-products from both 
reactions, methanol oxidation and oxygen reduction, CO2 and water are formed on anode and cathode 
respectively, and they are evacuated by BPs [3],[12],[13],[15]. The reactions are: 

Anode: CH3OH +  H2O → CO2 + 6H
+

+ 6e
− (R1) 

Cathode: 
32O2  +  6e

−
 +  6H

+
 →  3H2O (R2) 

Overall: CH3OH +  
32O2  →  CO2 +  3H2O (R3) 

The efficiency of fuel cells is determined by many variables, including operational parameters, such as cell 
operating temperature, mass transport, flow rates and other physical components of the cell like the membrane 
electrode assembly (MEA) as well as the BPs [4], [16]. 

BPs have fundamental roles that affect the performance of the fuel cell. Their design determines water 
management for the DMFC, preventing the flooding of the cathode. Also, BPs provides structural support for 
the thin and mechanical weak MEAs, facilitating heat and electrical conductivity, and mass transport (reactants 
and by-products). In fact, the geometry of BP channels helps the entry and distribution of the reactants onto 
the active surface of the cell, the gas diffusion layer, and the evacuation of the by-products. In addition, the 
geometry of BP channels influences the crossover process. Experimental results show that single serpentine 
flow fields present low pressure drops between the inlet and the outlet of the channel, which effectively 
removes products and prevents blockages of the flow field [11],[17]. 

The objective of this work is to determine the influence of channel depth on the electrochemical performance 
of a DMFC and crossover produced during the operation of this device. For that purpose, three different anode 
channel depths (0.5, 1.0 and 1.5 mm) have been studied. Channels depth affects the mass transport, fluid 
velocity and the fraction of the two phases (gas and liquid phase) thus affecting the cell performance [14]. In 
this work, a series of experiments was designed to obtain the polarization curves and measure the limiting 
methanol crossover current density for each depth. 

2. Methodology 
This section outlines the methodology used to determine the impact of the anode channel depth on the 
performance of a DMFC. The parameters of the anode channel configuration, as well as the material of the 
single cell plates, are set except for the depth. 

As previously stated, BPs have fundamental roles on cell performance, as supply reactants, remove reaction 
products, act as current collectors and facilitate thermal management and structural support [4]. Having those 
fundamental roles in mind, the material used in this work for bipolar plates is stainless steel 316L (SS316L). 
As metallic material, SS316L has good mechanical resistance, high electrical conductivity, it is easily 
machinable [19] and it has good characteristics over a prolonged period of time [20]. Stainless steel is also 
capable of self-passivating, which allows a significant reduction of corrosive rate, however, it results in a 
notable increase in interfacial contact resistance with other elements such as gas diffusion layer in the case of 
fuel cells [21]. 

The DMFC single cell used this work (Figure 1A) is composed by two plates of stainless steel 316L (anode 
and cathode plates), two gaskets which prevent the electrical contact between the plates and avoid fluid leaks, 
and a MEA. The MEA is composed by a Nafion membrane, sandwiched between two layers of commercial 
electrodes. 

 



Figure 1B shows the front view of the flow field plate used in this work, depicting stainless steel plates for the 
anode flow field. These plates feature single-channel serpentines measuring 1 mm of channel width. The 
channel depths studied include 0.5, 1.0 and 1.5 mm. As introduced before, according to literature the single-
channel serpentine configuration prevents the blockage of the channel, allows the effective removal of 
products, suitable two-phase mass transport and appropriate flow behind the ribs [22], and facilitates a uniform 
reactant distribution [23]. For all these reasons single-serpentine flow field is the flow pattern more commonly 
used at present. However, this flow pattern presents significant concentration gradient between the inlet and 
the outlet [23]. 

Figure 1. A- Exploded view of the designed and fabricated in-house DMFC single cell used in this work. B- 
Front-view projection of the flow field design of the anode plate studied. 

The performance of the DMFC is also affected by the direction of the supply of the reactant, as this direction 
is related to the uniformity of the reactant distribution and temperature over the cell [24]. The methanol solution 
inside the anode is supplied bottom-up, against gravity. In this way, the formed gaseous CO2 would be swept 
by the methanol solution, following the natural pressure gradient for easier evacuation [25]. Analogously, the 
oxidant, oxygen, is supplied from the top inlet of the cell to ease the evacuation of the liquid water produced in 
the cathode, to prevent the cathode channels from flooding [24]. 

The design parameters of the anode and cathode plates, used with the aim of determining the effect of the 
depth channel on the cell performance, are summarized in Table 1. 

 

Table 1. Parameters of the anode channels studied in this work. 

Parameter BP1 BP2 BP3 

Depth of anode channels, mm 0.5 1.0 1.5 
Depth of cathode channels, mm 0.5 0.5 0.5 
Material of the bipolar plates SS316L SS316L SS316L 
Number of channels 25 25 25 
Width of the channel, mm 1.0 1.0 1.0 
Open Ratio 0.624 0.624 0.624 
Contact surface treatment N3 N3 N3 

 

  



The fuel and oxidant flow rates are set to obtain excess supply of the reactants avoiding possible mass transfer 
losses. The parameters used in this work are summarized in Table 2. 

 

Table 2. Parameters used during the experimental tests developed in this work. 

Parameter Value 

Temperature, °C 60 
Methanol concentration, mol/l 1 
Methanol flow rate, ml/min 3 
Methanol supplier Panreac AppliedChem (99.9%) 
Oxygen flow rate, ml/min 110 
Oxygen pressure, MPa 0.1 
Anode catalyst Pt/Ru 
Anode catalyst charge, mg/cm2 3 
Anode commercial reference BC-H225-10F 
Anode supplier Quintech 
Cathode catalyst Pt 
Cathode catalyst charge, mg/cm2 1 
Cathode commercial reference BC-M100-30F 
Cathode supplier Quintech 

 

3. Results and discussion 
Figure 2 shows the polarisation and power density curves obtained for each of the anode channel depths 
studied. 

 

Figure 2. Polarization and power density curves of the DMFC single cell with anode channel depths of 0.5 
mm, 1.0 mm and 1.5 mm, results obtained at a temperature of 60 ⁰C, cathode pressure 1 bar, oxygen flow 
rate of 110 ml/min, a methanol concentration of 1 M and methanol flow rate of 3 ml/min. 

The results suggest that, for a given operating condition, a decrease in the anode channel depth leads to an 
improvement in the DMFC performance, contrary to the conclusions of the work of Chen et al. for a DMFC 
stack [14], as a reduction in the depth of the anode channels of the stack does not cause significant changes 
in the analysed stack performance. This may mean that the performance of the channel configuration in a 
single cell and a stack could not have a directly proportional relationship, so smaller improvements can be 
observed when working with a stack. 
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Furthermore, during the tests for obtaining polarization curves using the anode channel depth of 1.5 mm it was 
observed an accumulation of CO2 in the anode channel. Results suggest that difficulties on CO2 removal can 
affect the DMFC performance producing a decrease in peak power density. 

In Figure 2 it can be observed that the peak power density increases from 32.76 mW/cm2 with 1.5 mm of depth 
to 38.94 mW/cm2 with 0.5 mm of depth. However, it should be noted that reducing the depth of the flow channel 
results in increased pressure drops along the channel [27]. This, in turn, increases the power required for 
pumping the methanol solution. Consequently, the overall efficiency of a DMFC system may decline. 
Furthermore, a higher pressure drop could cause a portion of the methanol solution to bypass the flow channel 
and instead flow directly through the diffusion layer. Also, a lower channel depth than the 0.5 mm tested could 
produce a worst performance due to factors including methanol crossover and the void fraction of CO2 [27]. 
For these reasons, future research should examine the trade-off between the advantages and disadvantages 
arising from the alteration in channel depth for a DMFC stack and its auxiliary systems. 

 

Figure 3 shows the impact of channel depth on limiting crossover current density. Methanol crossover causes 
electrode depolarization, mixed potential, resulting in an open-circuit voltage below 0.8V. Besides it consumes 
some reactant at the cathode, so it produces intermediates of the reaction, like carbon monoxide, that poisons 
the cathode catalyst and generates water accumulation on the cathode. Consequently, the crossover current 
density cause the reduction of fuel cell performance [26],[15]. 

 

 

Figure 3. Crossover current density of the DMFC with bipolar plate with 0.5 mm, 1.0 mm and 1.5 mm of 
channel depth, results obtained at a temperature of 60 ⁰C, cathode pressure 1 bar, nitrogen flow rate of 110 
ml/min, a methanol concentration of 1 M and methanol flow rate of 3 ml/min. 

The graph presented in Figure 3 illustrates the relationship between the applied potential and the current 
density generated by the oxidation of methanol as it passes through the assembly. The maximum current 
density observed for each MEA represents its respective limiting crossover current density. Minimizing 
methanol crossover through the membrane is crucial for enhancing both fuel utilization and the potential at the 
cathode in DMFC operations [28]. Regarding this matter, Figure 3 demonstrates that deeper channels feature 
superior properties in preventing methanol crossover compared to shallower channels. This is evident from its 
slightly lower limiting methanol current density. As a result, the DMFC with the 1.5 mm channel displays the 
lowest limiting crossover current density value (215 mA/cm2), which is significantly lower than that of 1 mm 
(236 mA/cm2) and 0.5 mm (277 mA/cm2). 
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Comparing the results shown in Figures 2 and 3, it can be concluded that despite producing a higher crossover, 
a shallower channel depth seems to give better results when analysing the power density of the studied single 
cell. 

 

4. Conclusions 
The effect of the anode channel depth on the DMFC performance has been investigated experimentally. The 
results show that an anode channel depth of 0.5 mm provides a higher peak power density than 1.0 mm and 
1.5 mm channels depths, obtaining an increase of 18.86 % in peak power density with respect to the deepest 
channel. It has also been found that gas bubbles, formed during the reaction on the anode, can generate a 
decrease in the cell performance when the channel depth increases. These results suggest that shallower 
channels improve CO2 removal and consequently cell performance. However, changes in the anode channel 
depth also have an influence on the limiting crossover current density obtained, as measurements of this 
parameter with 0.5 mm channel depth show an increase of 28.75% over those obtained with 1.5 mm channel 
depth. 

Future studies should be carried out to analyse the effect of anode channel depth in combination with other 
parameters, like temperature, methanol concentration and oxygen flow rate, to improve the performance of 
DMFC. 
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Abstract: 

Despite the impact of global warming on the living conditions of the Earth, fossil fuels still dominate the global 
energy scenario. The precariousness of our energy system requires the use of more reliable and less polluting 
energy sources, but a greater penetration of intermittent renewables implies the need for large-scale flexible 
energy storage. This need, combined with the growing interest in the use of hydrogen in mobility and industry, 
makes the prospect of including this energy vector in our daily lives tangible. However, the problems related 
to the development of dedicated infrastructures make its positioning on the market complex. In a transition 
phase, power-to-gas systems constitute an emerging solution that allows the use of existing structures for 
natural gas and, at the same time, solves the problem of hydrogen storage. In this study, a power-to-gas 
system producing synthetic methane from wind energy was modelled. Management strategies for both the 
electrolysis system and the hydrogen storage tank were tested to assess the flexibility and versatility of the 
system. Particular attention was dedicated to the analysis of the impact of the storage on the mitigation of the 
operating condition fluctuation of the methanation unit. Results of the simulations showed similar performances 
of the four electrolyzers and a limited number of methanation unit shutdowns. Nevertheless, the annual 
utilization factor of the subsystems was low, and this suggests a further investigation of the subsystems’ sizing. 
Overall, the effectiveness of the management strategies developed for the power-to-methane system makes 
the proposed model a good instrument to be used for further analysis and evaluations. 

Keywords: 

Dynamic operations; Hydrogen; Modeling; Management strategies; Methane; Power-to-Gas. 

1. Introduction 
Decarbonizing the world's energy system requires the use of green and renewable energy sources (RES). 
However, a high penetration of renewable sources in the global energy mix creates additional challenges 
related to the more complex management of energy flows and the difficulty of synchronizing energy demand 
and production. This problem can be solved using energy storage systems. In this context, hydrogen has been 
identified as a sustainable energy vector for electricity and heat generation; nevertheless, today 96% of the 
produced hydrogen is obtained from fossil fuels and only 3.9% comes from electrolysis [1] due to the elevated 
costs associated with its entire supply chain. 

Although some hydrogen production technologies (e.g.: alkaline electrolysis) alternative to fossil fuel-based 
ones are already mature, the lack of dedicated infrastructures makes the introduction of hydrogen in the market 
difficult [2]. Using hydrogen for the synthesis of various hydrocarbons, including methane [3,4], could be 
considered a promising solution to foster hydrogen economy while using the existing infrastructure. 
Lewandowska-Bernat & Desideri [4] identify various opportunities for the power-to-methane systems (both in 
off-grid and on-grid systems) that are considered promising for the development of more efficient and flexible 
energy systems, the reduction of polluting emissions, and the increase of sustainability in sectors such as 
industry and mobility. After a comparison among short-term storage systems, Belderbos et al. [5] conclude 
that power-to-fuel systems can play a significant role in scenarios with a high share of renewable energy. In 
particular, they analyze four case studies each of which characterized by a different type of RES (onshore 
wind, offshore wind or solar). Their study illustrates the different trends of methane production and how power-
to-gas systems play a more important role when the renewable energy production profile has a seasonal trend. 
Furthermore, Walker et al. [6] identify power-to-fuel as an attractive solution to implement, especially for 
seasonal storage. 
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Some issues arise and should be considered when electrolysis systems are directly coupled with variable 
RES. In particular, alkaline electrolyzers have some limitations on the lower operating load because of safety 
reasons, and they can generally operate in a range of 20-100% of the nominal power [7].The variability of 
these sources might affect the system operation by causing frequent shutdowns, part-load and dynamic 
operation. However, frequent shutdowns can speed up the stack degradation and should be limited. In 
addition, the intermittent RES availability causes a low number of annual equivalent operating hours that 
negatively affects the specific production cost of hydrogen. Several studies investigated techno-economic 
aspects of electrolysis systems coupled with RES. Liponi et al. [8] investigate the effect of the electrolyzer size 
on the levelized cost of hydrogen in the case of PV-electrolyzer coupling. The choice of the electrolyzer size 
should be a trade-off between the maximization of hydrogen production and the needs of limiting shutdowns 
and having sufficiently high electrolyzer utilization factors to minimize the specific production costs. The 
possibility of adopting an electric storage [9] and/or grid-electricity support [10] to mitigate wind variability has 
also been investigated. On one side, by allowing grid support, the electrolyzer operation can be more 
continuous and annual operating hours are increased, resulting in a reduction of specific production costs. 
However, on the other side, if the electricity grid is not completely decarbonized, CO2 emissions are associated 
with hydrogen production. In another study [11] Liponi et al. perform a techno-economic comparison of different 
configurations of an electrolysis system consisting of multiple electrolysis units that can operate separately for 
hydrogen production from wind sources.  

In this study, an electrolysis system composed by several separated units is adopted and a management 
strategy is implemented to limit the number of electrolyzers shutdowns.  

Several models for power-to-gas systems were proposed in the literature. In particular, Baccioli et al. [12] 
analyze the costs associated with the production and sale of liquefied methane and oxygen from a power-to-
gas plant associated with a CO2 source from a geothermal plant. This study reveals that using hydrogen 
storage does not increase the cost-effectiveness of the plant, while "only small storage systems will be needed 
for managing the different dynamic behavior of the components" [12]. Gorre et al. also published two studies 
in this subject [13,14]. In the first study, they observe that the production costs of methane in a power-to-gas 
system can be reduced by releasing the operation of electrolyzer and methanation unit by using an 
intermediate storage system. They also assert the importance of optimizing the size of the methanation unit. 
In the second study, they underline the importance of using an intermediate storage to decouple the 
electrolysis system and the methanation unit, but also the need to optimize its size to reduce production costs, 
depending on the operation strategy and the case study.  

In a 2009 study [15] Frate et al. investigate the use of electric storage systems to counter the problem of wind 
power fluctuations in small-sized wind farms. In particular, they study the effectiveness of Li-Ion batteries and 
flywheels in managing the rates of power output from a wind turbine. Nevertheless, the impact of the 
management strategy of hydrogen and electricity surplus on the mitigation of the operating condition fluctuation 
of the methanation unit have not been deeply investigated.  

In the present work, a mathematical model to simulate the operation of a power-to-gas system with wind-
energy source is proposed. The problems related to the variability of the energy source will be addressed by 
developing a management strategy for both the electrolysis system and the hydrogen storage tank, in order to 
limit the number of shutdowns (and consequently the equipment degradation) and, at the same time, to exploit 
to the maximum the electricity produced by the wind farm.  

2. Modeling 
A schematic representation of the power-to-gas system modelled in this study is given in Figure 1. The first 
step is the production of hydrogen (and oxygen) through an electrolysis system (composed of four alkaline 
electrolyzers of equal nominal power) powered by a dedicated wind farm. The produced hydrogen is partly 
sent to the methanation unit and partly injected in a storage system before the methanation unit. The 
conversion of hydrogen and CO2 to methane takes place in a catalytic methanation reactor. The main 
components of the system are modelled (wind farm, electrolyzers, and methanation unit) as described below. 

2.1. Alkaline electrolyzer 

Several models for the simulation of the operation of an alkaline electrolyzer are provided in literature. The 
foundations of “semi-empirical” alkaline electrolyzers models are built by Ulleberg [16], whose model is based 
on a combination of fundamental thermodynamics, heat transfer theory and empirical electrochemical 
relationships. An extension of this model is proposed in the study of Amores et al. [17] in which the effect of 
electrolyte concentration and cell architecture is also studied. Sánchez et al. published two other relevant 
studies on this subject [18,19] in which a semi-empirical mathematical model based on the polarization curve 
and the Faraday efficiency in dependence of pressure, temperature and current density is proposed. Dièguez 
et al [20] develop a thermal modeling of the electrolyzer focusing on coupling the stack with a renewable 
energy source. 

Whereas the above-mentioned studies use a simplified lumped parameter configuration for the description of 
the electrolyzer, in which stack, gas-liquid separators and heat exchangers are treated as a single component, 



in this study a more detailed modelling is performed, paying greater attention to individual elements and control 
systems. The baseline study used is from Sakas et al. [21], in which a model based on energy and mass 
balances with adjustable parameters with a zero-dimensional approach is proposed. 

 

Figure 1.  Schematic representation of the power-to-gas system. 

Electric current powers the stack for the production of gaseous hydrogen and oxygen. At the stack outlet, a 
mixture of electrolyte (25wt% KOH) and hydrogen on one side, and oxygen on the other side, are sent to the 
horizontal gas-liquid separators. Hydrogen and oxygen are removed from the separator, while the electrolyte 
mixture is sent to the mixer where it is mixed with the make-up water. The oxygen leaving the separator is just 
flushed from the process, while the produced hydrogen is sent to the methanation unit (see Figure 2). 

 

Figure 2.  Alkaline water electrolyzer plant process diagram. 

The stack is modeled in Matlab assuming the parameters listed in Table 1.  

Table 1.  Stack model parameters [21] 

Parameter Unit Value 

Number of cells - 326 

Cell lateral area m2 2.66 

Cell block diameter m 1.84 

Free cell volume m3 0.027 

Distance between bipolar plates m 0.01 

Stack length m 5.85 

 



A thermal model and an electrochemical model are used to calculate the production of hydrogen, the trend of 
flow rates, temperatures, energy losses, cell voltage and cell current. 

2.1.1. Electrochemical model 

The cell voltage is calculated as the sum of the reversible potential and overvoltage terms: Ecell = Erev + Eact + Eohm + Econc  (1) 
 
The reversible potential is the minimum voltage necessary for the water splitting reaction to take place and 
depends on the temperature and pressure according to Nerst equation. Overvoltage are expressed through 
semi-empirical expressions as a function of temperature and current density [21]. 

The polarization curve is defined as a function of the cell current, which is calculated through Newton's iterative 
method using the parameters adopted by Sakas et al. [21] for a 3 MW alkaline electrolyzer. 

2.1.2. Thermal model 

The stack temperature of an alkaline electrolyzer is one of the parameters that most affects its performance. 
In this paper, internal temperature gradients in the stack are assumed spatially uniform, according to Sakas et 
al.’s lumped thermal capacitance model [21]. 

The overall thermal energy balance is expressed by: Cstack ∙ dTstackdt =  Qgen − Qloss + ṁlye,stackin ∙ c̅p,lye ∙ Tstackin,cooled − (ṁlye + ṁcons,wat) ∙ c̅p,lye ∙ Tstack (2) 

 
The term on the left in Equation (2) represents the rate of change of the electrolyzer temperature over time, 
while Qgen is the heat generated inside the stack, Qloss is the total heat loss to the ambient and the other two 
terms are the enthalpy flows of the incoming and outgoing electrolyte mixture from the stack.  

Since the flow rates of hydrogen and oxygen are very low compared to the flow rate of the electrolytic mixture 
circulating in the system (0.0138 kg/s, 0.12 kg/s and 19.68 kg/s respectively at nominal conditions), they can 
be neglected in the energy balances. 

The hydrogen and oxygen produced by the electrolysis process exit from the stack in the form of a mixture of 
gas and electrolytic solution, therefore it is necessary to separate them from liquid phase through two horizontal 
gas-liquid separator vessels. In the present study, for simplicity, the separation efficiency is considered unitary. 

To prevent gas-liquid separators from excessively emptying or filling, an on/off control of their liquid level is 
applied to the water make-up pump to keep the separators’ level within a certain range (0.4 m – 0.6 m) for the 
entire duration of the simulation. 

After gas separation, the electrolytic mixture enters the mixer where the consumed water is refilled. Although 
mixing with low temperature water (15°C) results in a lowering of the temperature of the electrolyte mixture, 
this is not enough to reach the target temperature of the stack. Therefore, a cooling system with a temperature 
control is required. The regulation has the aim to keep the stack temperature always near the target value 
(70°C). 

The efficiency of the electrolyzer was defined as: ηele = ṁH2 ∙LHVH2 Pstack  (3) 

 

2.1.3. Operation at nominal conditions  

The simulation is performed using a 5-minute time discretization. By simulating the operation of a single 
electrolyzer fed with nominal power, the results obtained were very close to those obtained in the reference 
study [21], whose model was validated. In Table 2, the main operating parameters of the electrolyzer are given. 

2.2. Hydrogen storage tank  

The storage system was considered an ideal component, and it was modeled as a variable volume at constant 
pressure (16 bar). Its storage capacity is 4,434 Nm3 of hydrogen, corresponding to the amount of hydrogen 
required by the methanation unit to operate continuously for two-and-a-half hours at nominal conditions. 
The State of Charge (SOC) of the tank is defined as: SOC(t) = VH2,tank(t−1)VH2,tank,cap  (4) 

 
Where VH2,tank(t-1) is the hydrogen volume content inside the tank at the timestep “t-1” and VH2,tank,cap is the 
storage capacity of the tank. 

 



2.3. Methanation unit 

The methanation unit is modelled in Matlab without going into the thermodynamic details of its operation. The 
model provides the methane flow rate on the basis of the produced hydrogen according to stoichiometry. 

The methanation unit is assumed to operate in a range of 40-100% of the nominal flow rate, without major 
changes in the quality of the produced gas, with a maximum load change rate of ±10%/min [13]. Since the 
electricity input might fluctuate strongly and electrolyzers and the methanation unit work at different loads, it is 
necessary to decouple the two components. For this purpose, a hydrogen storage tank is installed between 
the electrolyzer and the methanation unit, and it is modeled as an ideal component. In this study, the 
methanation unit, the electrolysis system and the storage system are considered at the same pressure (16 
bar), but compressing the hydrogen after the electrolysis system could significantly decrease storage volume. 
The methane flow rate is retrieved from the methanation efficiency according to the Eq. (5). ηmet = LHVCH4 ∙ṁCH4LHVH2,·ṁH2,in · 100   (5) 

 

Table 2.  Alkaline electrolyzer operating parameters at nominal conditions. 

Parameter Unit Value 
Stack target temperature °C 70  
Ambient temperature °C 25 
Stack nominal power MW 3 
System efficiency % 92 
Average electrolyzer efficiency % 60 
Stack pressure bar 16 
Faraday efficiency % 86 
Water consumption kg/s 0.125 
Hydrogen production Nm3/h 554 
Oxygen production Nm3/h 277 
Specific energy consumption kWh/Nm3 4.45 

Table 3.  Methanation unit operating parameters. 

Parameter Unit Value 
mol H2 : mol CO2 - 4:1 
Pressure bar 16 
Methanation efficiency at nominal conditions  % 80 [13] 
Load of methanation % 40 – 100 [13] 
Load change rate of methanation %/min ± 10 [13] 
Nominal hydrogen molar flow Nm3/h 1,773 

3. Management algorithms  

3.1. Electrolysis system 

The power generated by the wind farm is sent to an electrolysis system composed of four alkaline electrolyzers, 
each of which has a nominal power of 3 MW. During the simulations, due to the variability of the renewable 
source, the wind farm rarely produces its nominal power. For this reason, a management algorithm is 
developed to ensure that the four electrolyzers have similar operating conditions and, at the same time, a 
limited number of shutdowns. 

Three operating states are defined: on, off and standby. The management algorithm ensures the electrolysis 
system to work always within its operative range (20-100% of its nominal power).  Based on the input power, 
which is fairly divided among the operating machines, the electrolyzers state is established at each timestep 
according to the following parameters: 

▪ the state of the electrolyzer at the previous timestep. 

▪ the equivalent operating hours. 

▪ the duration of the off and the standby states. 

The aim of the management algorithm is to ensure that the four electrolyzers have averagely similar 
performances in terms of number of shutdowns, equivalent operating hours and hydrogen production. 

3.2. Methanation unit and hydrogen storage system  

The hydrogen flow rate feeding the methanation unit is often different than the nominal flow rate depending on 
the power supplied by the wind farm. In particular, if the inlet hydrogen flow rate from the electrolysis system 



exceeds the value of methanation unit nominal feed flow rate, the methanation unit works at maximum load, 
and the storage tank provides the missing amount of hydrogen (Figure 3, timesteps "i+1”). On the other hand, 
if the produced hydrogen is lower than the minimum flow rate of methanation, the methanation unit is set to its 
minimum load, and the storage tank stores the surplus hydrogen (Figure 3, timesteps “i-1”). When the 
electrolysis system has greater load change rates than those tolerable by the methanation unit, the storage 
system acts as a “ramps mitigator” (Figure 3, timestep "i+2"). When the methanation unit operates within the 
load range, it does not only convert into methane the produced hydrogen flow from the electrolysis system, 
but the hydrogen feed flow rate could be increased or decreased (if SOC > SOCtarget or SOC < SOCtarget 
respectively). The SOCtarget is set to 50%. 

Then, when the methanation unit operates within the load range, the inlet flow rate is calculated as: ṁmet(t) = ṁele(t) + ṁSOC(t)  (6) 
 
Where ṁSOC(t) depends on the SOC at the timestep “t-1”.  
The storage system, therefore, has the function of absorbing the off-range hydrogen production peaks, keeping 
the ramps within the constraints imposed to the load change rate of methanation, and methane production 
support. 

Depending on the size of the methanation unit, during the simulations the electrolysis system could produce a 
certain amount hydrogen which cannot be converted into methane. However, the storage tank can store 
hydrogen until it reaches the full status, after which the surplus hydrogen can no longer be stored. In this case, 
we could have hydrogen losses. 

 

Figure 3.  Example of operating of the methanation unit management strategy. The grey area represents the 
permissible operating points of the methanation unit at each timestep [15]. 

In order to avoid excessive shutdowns, a minimum SOC is imposed to allow the methanation unit to extract 
the required hydrogen from the storage tank to ensure operation at the minimum load. This constraint is needed 
only if the methanation unit was in the “off” state at the previous timestep. In fact, especially during less windy 
seasons, the hydrogen production is not enough to ensure the operation at minimum load. Therefore, allowing 
an uncontrolled adsorption of hydrogen from the tank would cause excessive on/off cycles of the methanation 
unit, since the low hydrogen production and the low SOC of the tank are not able to support continuous 
operation. Setting a minimum SOC (SOCmin = 50%) to be achieved to withdraw from the hydrogen storage tank 



allows it to reach the conditions for supporting the methanation unit for a certain period, limiting its shutdowns 
and, consequently, its degradation. 

4. Results and discussion 
In a first phase, simulations of the single electrolyzer operation powered by a 3 MW wind farm were carried 
out on four typical days characterizing the seasonal trend of the wind: December 21, September 25, March 
22, June 21 (solstices and equinoxes, or, when the wind data for those specific days seemed to have an 
untypical trend, days close to solstices and equinoxes). Figure 4 and Figure 5 show the performance of the 
cooling system and the separators level control system, respectively. During windy days (December 21 and 
September 25) the cooling system was in the “on” state for almost all the day. This happens because a greater 
windiness results in a most intensive use of the electrolyzer and then in a greater heat generation. 

 

Figure 4.  Performance of the cooling system during four seasonal characteristic days. 

 

Figure 5.  Performances of the separators level control system during four seasonal characteristic days. 

Similarly, the separators level control system showed a longer working time of the make-up feed water system 
in winter and autumn (Figure 5). However, both the stack temperature and the separators level were always 
within the required range (70 ± 5°C and 50 ± 10% of the separator height, respectively), which is a sign that 
the applied control systems ensure the desired management of the alkaline electrolyzer.  



Figure 6 shows the power distribution between the four electrolyzers of the electrolysis system during a daily 
simulation (September 25). The sizing of the electrolyzers was such as to ensure the utilization of all the 
renewable power and, on the other hand, the respect of the constraints imposed to the electrolyzers. 

The four electrolyzers exhibited different performances in terms of hydrogen production, number of shutdowns 
and utilization factor (Table 5). However, the duration of a daily simulation is not enough to observe the efficacy 
of the proposed management algorithm. 

Regarding to the whole power-to-gas system, Figure 7 shows the operation of the management algorithm for 
the methanation unit and hydrogen storage during a two-days simulation. Until 4 pm of the first day the the 
SOC of the hydrogen storage tank was under 50%; then, a certain share of the produced hydrogen incoming 
from the electrolysis system was used to fill the storage tank, while the remaining flow rate was sent to the 
methanation unit to be converted in methane. 

Table 4.  Performances of the alkaline electrolyzer for four seasonal typical days. 

Day Feed water 
system at the 
“on” state 
(%) 

Stack 
average 
temperature  
(°C) 

Average 
efficiency 
(%) 

Cooling 
system at 
the “on” 
state 
(%) 

Hydrogen 
production 
(Nm3) 

Utilization 
factor  
(%) 

21-Dec 100 73.9 60 89 13,316 100 
25-Sep 64 70.0 62 63 9,380 69 
22-Mar 52 68.0 62 52 7,964 59 
21-Jun 33 69.2 63 38 5,569 42 

 

Figure 6.  Power distribution between the four electrolyzers during a daily simulation. 

From 4 pm of the first day the SOC of the hydrogen storage tank was over 50%; in particular, approximately 
from 8:30 pm to 10 pm of the first day and 2:30 am to 5 am of the second day the produced hydrogen and a 
certain share from the storage tank are sent to the methanation unit. During the remaining period, the produced 
hydrogen was out of the constraints of the methanation unit; in fact, the methanation unit was set to the 
maximum load or switched off, and the surplus hydrogen was stored up to the filling limit of the storage tank. 

 

Figure 7.  Performance of the management strategy for the methanation unit and hydrogen storage during a 
two-days simulation. 



Table 5.  Performances of the four electrolyzers in a daily simulation. 

Electrolyzer 
Efficiency  
(%) 

Hydrogen 
production 
(Nm3) 

Utilization 
factor  
(%) 

Number of 
shutdowns 
(-) 

Oxygen 
production 
(Nm3) 

Water 
consumption 
(kg) 

Average 
tack 
temperature 
(°C) 

Maximum 
duration of 
the off 
period  
(h) 

1 60 10,619 80 1 5,283 8,532 70.5 0.5 
2 60 6,388 48 2 3,171 5,133 67.9 8.6 
3 60 10,993 82 1 5,470 8,833 70.1 0.5 
4 60 8,716 65 3 4,333 7,003 69.6 1.8 
Electrolysis 
system 

- 36,716 - - 18,258 29,500 - - 

 
In Figure 8 the characteristic variable trends of the power-to-gas system during four seasonal characteristic 
days are shown. The hydrogen flow rates and the methane production were expressed as percentages of the 
nominal hydrogen production of the electrolysis system (V̇H2,nom,ES = 2,216 Nm3 h⁄ ) and the nominal production 
of the methanation unit (V̇CH4,nom = 439 Nm3 h⁄ ), respectively. 
The methane production and the utilization factors for the methanation unit and the storage tank for four 
seasonal typical days are given in Table 6.  

Table 6.  Methane production and utilization factors for the methanation unit and the hydrogen storage 
system for four seasonal typical days. 

 

Figure 8.  Performances of the power-to-gas system during four seasonal characteristic days: a) December 
21; b) September 25; c) March 22; d) June 21. 

Day 
Methane 
production  (Nm3) 

Storage utilization 
factor  
(%) 

Methanation unit 
utilization factor 
(%) 

Surplus 
hydrogen  (Nm3) 

Number of 
shutdowns  
(-) 

Average load  
(%) 

21-Dec 10,538 80 100 10,539 0 100 

25-Sep 8,831 45 84 0 0 84 

22-mar 6,952 43 66 76 1 66 
21-Jun 5,014 26 48 0 1 47 



Similarly to the electrolysis system, the results for the daily performances of the power-to-gas system showed 
a seasonal trend with a higher methane production in the windiest season, from which derives a most intensive 
use of the methanation unit. 

During the summer, the SOC of the hydrogen storage tank was very low. This is due to the poorer wind 
conditions typical of this season, which makes the methanation unit work at relatively low load, even below the 
minimum limit value. In this condition, the methanation unit needs the support of the storage tank to be able to 
continue to work at his minimum load. When the storage tank is empty, it can no longer support the 
methanation unit. This could result in frequent shutdowns and a non-continuous operation ot the methanation 
unit.  

On the other hand, on windy days the methanation unit worked at higher average loads, and, in some period, 
also exceeding the upper limit value. When the methanation unit is set to the nominal working point, and the 
storage tank SOC is 100%, a certain share of the produced hydrogen can’t be converted in methane or stored. 
This condition mainly occurred during the winter, when the highest share of surplus hydrogen can be detected. 

Table 7.  Performances of the four electrolyzers at the end of a one-year simulation. 

Electrolyzer 
Efficiency  
(%) 

Hydrogen 
production 
(Nm3) 

Utilization 
factor  
(%) 

Number of 
shutdowns 
(-) 

Water 
consumption 
(kg) 

Stack 
temperature 
(°C) 

Maximum 
duration of 
the off 
period  
(h) 

1 61 1,597,493 33 537 1,283,546 66.5 62 
2 61 1,598,248 33 548 1,284,152 66.3 62 
3 61 1,595,090 33 541 1,281,615 66.2 64 
4 61 1,597,295 33 546 1,283,387 66.6 56 
Electrolysis 
system 

- 6,388,126 - - 5,132,700 - - 

 

In a second phase of this study an annual simulation on the power-to-gas system was carried on. Contrary to 
what results of the daily simulations suggested, the electrolyzers exhibited similar behavior and comparable 
performances in terms of all the observed variables on a yearly basis.In Table 8 and Table 9 the performance 
of the methanation unit and the hydrogen storage tank at the end of the one-year simulation are shown. Only 
the 2.4% of the produced hydrogen was in surplus. In addition, the management strategy effectively minimized 
the number of shutdowns.The use of an hydrogen storage, in fact, decreased the annual number of 
methanation-unit shutdowns from 1,006 within a year to only 301. Also, the imposed value of the SOCmin was 
essential to achieve this purpose. Indeed, without this constraint the annual number of methanation-unit 
shutdowns have been 5,950.  

Nevertheless, the utilization factor of the subsystems at the end of the simulation was low, and this suggests 
that the sizing may not be optimal.  

Table 8.  Performances of the methanation unit at the end of a one-year simulation. 

Methane 
production  (Nm3) 

Surplus 
hydrogen 
(Nm3) 

Utilization 
factor  
(%) 

Number of 
shutdowns 
(-) 

Maximum 
duration of 
the OFF 
period  
(h) 

Percentage of 
time in the ON 
state  
(%) 

Percentage of 
time at the 
minimum load 
(%) 

Percentage of 
time at the 
maximum 
load 
(%) 

1,542,389 154,949 40 301 114 63 37 23 

Overall, the management strategies performed both for the electrolysis system and for the methanation unit 
adequately managed to operate the power-to-fuel system minimizing the yearly surplus of hydrogen while 
ensuring a limited number of shutdowns that would otherwise increase the system degradation. 

Table 9.  Performances of the storage tank in a one-year simulation. 

Percentage of time that SOC < SOCtarget 

(%) 
Utilization factor 
(%) 

77 34 

5. Summary and conclusions 
In this study, a mathematical model of a power-to-methane system has been developed. An electrolysis system 
composed of four alkaline electrolyzers, each of which has a nominal power of 3 MW, is powered by a wind 



farm with a nominal power of 12 MW. A hydrogen storage tank was designed for two-and-a-half hours of 
independent operation of the methanation unit, which nominal production of the methane is 438 Nm3/h. 

A management strategy of the electrolysis system, hydrogen storage and methanation unit to limit fluctuating 
and discontinuous operation of both the electrolysis system and the methanation unit was adopted. The 
management strategy of the electrolysis system was conceived to averagely ensure similar operating 
conditions of the four electrolyzers. The management strategy proposed for the methanation unit and the 
hydrogen storage tank effectively kept the operation of the methanation unit within the imposed constraints, 
and, at the same time, ensured a limited number of shutdowns while minimizing the surplus of hydrogen.  

The simulated results over four seasonal typical days revealed a more intensive use of the electrolyzers, the 
methanation unit and the storage tank in windy seasons; however, the on/off control systems developed for 
the stack temperature and the separators level kept both the variables within the established range. 

In addition only the 2.4% of the hydrogen producing during the year was in surplus and the number of 
shutdowns of the methanation unit turned out to be drastically reduced then without any storage tank (from 
1,006 to 301). Nevertheless, the utilization factor of the subsystems at the end of the simulation was low (40% 
for the methanation unit and 34% for the storage system), and this suggests to explore different sizes of the 
subsystems. A sensitivity analysis should be carried out to determine the optimal value of the parameters 
(SOCmin and SOCtarget) impacting the management strategy and the optimal size of the subsystems.  

In addition, the influence of different management strategies on the operation of the power-to-methane system 
could be investigated in future studies. 

Nomenclature 
RES renewable energy sources 

SOC  state of charge 

LHV Lower heating value, J/kg 

Symbols 

C  thermal capacity, J/K 𝑐�̅�  average specific heat at constant pressure, 
J/(kgK) 

E  voltage, V 𝐼  current intensity, A �̇�  mass flow rate, kg/s 

n     number, - 

p  pressure, bar 

P  power, W 

Q  heat flow, W/s 

T  temperature, °C �̇�  volumetric flow rate, m3/s 

Greek symbol 

η     efficiency, % 

Subscripts  

act  activation 

amb ambient environment 

cap capacity 

cooled at the heat exchanger outlet 

cons consumed at the stack 

ele  electrolyzer 

ES  electrolysis system 

Far faraday 

gen generated inside of the stack 

in  at the methanation unit inlet 

loss losses 

nom nominal value 

ohm ohmic 

rev  reversible 

sys system 

stack within the stack 

stackin at the stack inlet 

target target value 

tn  thermoneutral 

wat water
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Karol Śreniawskia, Marcin Moździerzb, Grzegorz Brusc, Janusz S. Szmydd

a AGH University of Science and Technology, Krakow, Poland, sreniawski@agh.edu.pl
b AGH University of Science and Technology, Krakow, Poland, marcinm@agh.edu.pl

c AGH University of Science and Technology, Krakow, Poland, brus@agh.edu.pl
d AGH University of Science and Technology, Krakow, Poland, janusz.szmyd@agh.edu.pl

Abstract:

Solid oxide fuel cells (SOFCs) are being recognized as one of the promising energy conversion technologies.
To study SOFCs systems operation, numerical modeling is a helpful tool, which allows one to understand
and improve their operation. Moreover, a crucial feature of numerical modeling is the opportunity to reduce
economical and time cost in prototyping methodology. In this work, a banded SOFC stack, which includes six
12 mm x 12 mm cells, connected in series, applied on a single electrolyte support, is studied numerically, using
the finite-volume method. A mathematical model, which includes the heat, mass and electron/ion transport
phenomena, was provided. To validate the model, a comparison of electrical characteristics obtained from
the numerical and experimental study was performed. To inspect the possibilities of applying geometrical
improvements to the existing prototype design, different versions of fuel and air channels were numerically
modeled and inspected, including the option of extending the system into two or more stacks, connected by
a shared fuel channel of two adjacent stacks. Moreover, the influence of the electrolyte thickness was tested.
The proposed design modifications enhance the system by reducing the volume of the stack and improving
the electric performance compared to the existing prototype design. The numerical model can be used to test
further design modifications to the stack, including performance analysis by changing the operating parameters
of the system and applying new materials.
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Phenomena.

1. Introduction

The use of hydrogen in energy systems is one of the promising and ecologically friendly ways to develop the

energy and transport industry. To efficiently convert the chemical energy of hydrogen directly into electrical

energy, fuel cells are often utilized. Solid Oxide Fuel Cells (SOFCs) are one of the most efficient fuel cells,

with a low manufacturing price compared to other types of fuel cells and a wide range of systems power

scale, recognized as the most advanced power generation systems, characterized by the highest thermal

efficiency [1]. The prototyping of SOFCs is a highly complex process that involves many costs and time

consumption. To reduce these factors, numerical modeling is often used.

Numerical modeling of Solid Oxide Fuel Cells is being recognized as a highly complex but helpful tool in order

to better understand the operation and phenomena occurring inside the stack. Many different tools are used

for the numerical modeling of SOFCs, while ANSYS Fluent forms one of the most popular and widely used [2].

Three-dimensional numerical modeling of SOFCs is often applied to simulate single-cell operation [3±6], as well

as entire stacks [7±9]. 3D SOFC stack simulation was performed successfully by Wei et al. [7], using numerical

modeling to study a novel stack arrangement and verify the new shape of the flow channel. The model allowed

to observe the thermal stresses in the stack, as well as conduct a transport phenomena verification. To

verify the results of the study, a comparison with the results found in the literature was presented. Wei et

al. [7] has presented the geometry of the anode-supported planar SOFC stack, which consists of square

cells connected electronically using metal interconnectors with ribs, which contribute fuel and air channels.

The analyzed geometry of cells is conventional in SOFC systems, also in commercial usage. A proposed

multistacking method introduces the original shape of interconnectors. Another interesting approach to the

numerical modeling of the SOFC stack was demonstrated by Dong et al. [8]. An anode-supported, five planar,

rounded cells stack was modeled. The cells were connected into a stack using nickel and crofer meshes,

closed between the outer plates and separators, sealed with mica and the separators. Again, the alignment

of cells is one on another. Dong et al. [8] presented the study of the flow uniformity and transport processes

inside the stack. The research was also focused on the temperature distribution and electron transport. The



results were compared to the experimental study to demonstrate the correctness of the numerical model. The

influence of system size and stack design in terms of flow arrangement was also examined by Pirasaci [9].

Research included the verification of the model by comparing with the results found in the literature. The

commercial CFD package, ANSYS Fluent was used in order to simulate the behavior of different design options

and study the influence of implemented modifications on the performance of the stack. The analyzed stack

geometry is conventional and widely used in commercial systems with rectangular cells closed between metal

interconnectors.

Solid Oxide Fuel Cells could also operate using alternative fuels, such as hydrocarbons, ammonia, and carbon

monoxide. Due to the high temperature operation, the resistance to impurities in the fuel is elevated [13]. To

better understand the processes during operation with alternative fuels, the numerical simulation of single cell

SOFCs is also widely used [5,6].

As shown in the literature review, most research focus on conventional stack designs with one on another

single cells arrangement, connected using metal interconnectors in different shapes. When comparing our

stack design with common SOFC stacks, the originality is clearly visible. Separate electrodes banded on a

single electrolyte contribute the novel and original stack arrangement in SOFC systems subject. Moreover, the

presented stack banded on the single electrolyte could significantly increase the output voltage, even in small-

size systems. The studied design, introduced in [10], also consists of unusual flow channels and electrical

connections. Because this paper discusses the impact of channel geometry on the transport phenomena within

the recently proposed banded solid oxide fuel cell stack, the electrical connections were simplified. This study

focuses on possible improvements in geometry and stack arrangement options. The developed computational

fluid dynamic simulation considers momentum, heat, mass, electron and ion transport phenomena.

2. Geometry description

Figure 1: Investigated SOFC stack design with exploded view.

The studied SOFC stack is a novel, patented design [10], which prototype was successfully built and tested [11].

For further development of the stack, a numerical modeling method is used. To prepare a 3-dimensional (3D)

numerical model, a computational domain has to be created. Using Autodesk Inventor software, a stack CAD

model was created. The stack model, shown in Fig. 1, is composed of six pairs of 12 mm x 12 mm x 0.1 mm

electrodes, banded on a single 105 mm x 30 mm x 0.3 mm electrolyte support. Electrolyte support provides

high strength and durability of the stack, while maintaining a low production cost [12]. In this paper, the elec-

trolyte of 0.1 mm of thickness is also investigated. The electrodes are divided into two bodies, contributing



catalyst and diffusion layers, as needed for numerical simulation. To simplify the geometry, current collectors

are modeled as non-porous solid bodies with side contact to electrodes. Between the electrolyte and the cur-

rent collectors, electric insulators were applied. Fig. 1 presents the stack assembly, and also to better visualize

the model, an exploded view with descriptions was provided.

Figure 2: Stack configuration options with schematic cross-sections. Stack supported on 0.3 mm of electrolyte

thickness, closed in half-tubular covers, marked (a). The stack with rectangular covers marked (b) comes in

two versions: 0.3 mm of electrolyte thickness, marked as (b1), and 0.1 mm of electrolyte thickness, marked

(b2). Multi-stack composition with 0.1 mm of electrolyte thickness, marked as (c).

The initial prototype design of the stack includes two ceramic covers, which contribute gases supply elements.

During the investigation, a different covers shape and stack arrangement was provided, as shown in Fig. 2,

which is divided into three sections. In the (a) section of Fig. 2, the electrolyte support of 0.3 mm of thickness,

with deposited cells and the applied current collectors, is enclosed by two half-tubular covers, which state the

fuel and air channels, as in the initial design. The (b) section of Fig. 2 presents a rectangular shape of the

covers, which was modeled to reduce the stack volume and simultaneously increase the volumetric power

density. Moreover, the (b) section was divided into two options. The section marked (b1) is the (b) design

supported on 0.3 mm electrolyte, while (b2) is the (b) design supported on 0.1 mm electrolyte. In Fig. 2, the

(c) section provides a new idea of extending the system into two or more stacks. By combining two stacks,

of which anodes are targeted face to face, a fuel channel is created, while cathodes facing the outer sides

could be supplied in the air without an air channel, using a fan. This case consists of two stacks supported

on 0.1 mm of electrolyte thickness. This design allows to reduce the volume of the stack even more, and

theoretically double the power. To better illustrate each design, schematic cross sections and 3D models

were included, respectively. The cross sections demonstrate the arrangement of the stack(s) and covers that



determine the gases paths. This paper also includes a numerical verification of the influence of electrolyte

thickness on stack performance, by comparing designs (b1) and (b2).

3. Mathematical model

The mathematical model contains a description of transport phenomena, using a set of partial differential

equations. To simplify the model and focus on the demanded areas of physics, a few assumptions were

contributed. The model assumes steady state behavior of the operation, the incompressible characteristics of

fluids. The energy dissipation and gravitation were ignored. Flow in fluid and porous areas is described as

laminar, and all fluids are treated as Newtonian ones.

Steady-state mass conservation equation is used to describe the mass transport in fluid and porous areas,

written as follows [8]:

∇⃗ ·
(

ρεv⃗
)

= Sp, (1)

where Sp (kg m−3 s−1) represents the source term of mass, as a result of reactants consumed and produced

in electrodes through the electrochemical reactions in SOFC. In areas other than porous anodes and cathodes

Sp = 0 and ε = 1 (-), which is the porosity rate. In the fluid areas, an equation that describes the conservation

of momentum is solved as follows [8]:

∇⃗ ·
(

ρv⃗ v⃗
)

= −∇⃗p + ∇⃗ ÅÅτ + S⃗, (2)

where S⃗ (kg m−2 s−2) is the source term, that describes the viscous and inertial pressure drop.

In porous and fluid areas, the species conservation equation describes the components of the gas mixture,

given as follows [8]:

∇⃗ ·
(

ρεv⃗Yi

)

= −∇⃗ · J⃗i ,eff + Si , (3)

where Si (kg m−3 s−1) represents the source and sink terms of species rates, written as follows [8]:

SO2
= −

j

4F
MO2

, (4a)

SH2
= −

j

2F
MH2

, (4b)

SH2O =
j

2F
MH2O. (4c)

The electrons and ions transport potential equations, are given as [3]:

∇⃗ ·
(

σel∇⃗ϕel

)

+ j = 0, (5a)

∇⃗ ·
(

σion∇⃗ϕion

)

+ j = 0, (5b)

where j (A m−3), the volumetric transfer current density, for the electrons transport on the anode side j = −jan

and on the cathode side j = +jcat, and for the ions transport j = +jan and j = −jcat. The volumetric transfer current

density j is described by the Butler-Volmer equation, written for the anode and the cathode side as follows [3]:

jan =
(

ζTPBi
eq
an

)

(

XH2

XH2,ref

)

γan (

eα
a
anFηan/(RT ) − e−α

c
anFηan/(RT )

)

, (6a)

jcat =
(

ζDPBi
eq
cat

)

(

XO2

XO2,ref

)

γcat (

e−α
c
catFηcat/(RT ) − eα

a
catFηcat/(RT )

)

. (6b)

The local surface overpotential η (V), for the anode and cathode side is given in the following form [3]:

ηan = ϕel − ϕion, (7a)

ηcat = ϕel − ϕion − ϕOCV, (7b)

where ϕOCV (V) represents the open-circuit voltage.

The heat transport in solid zones is described as the steady-state energy equation, written in the following

form [8]:

∇⃗ ·
(

εv⃗ρh
)

= ∇⃗ ·

(

(εkeff + (1 − ε) ks) ∇⃗T −
∑

i

hi J⃗i

)

+ Sh, (8)



where Sh (W m−3) is the total heat source. The heat source in the catalyst layers of electrodes and the

electrolyte and is calculated as follows [8]:

Sh = −
jhreact

2F
+ jη +

i2

σ
. (9)

In fluid zones, the steady-state energy equation is given in the following form [8]:

∇⃗ ·
(

v⃗ρh
)

= ∇⃗ ·

(

keff∇⃗T −
∑

i

hi J⃗i

)

. (10)

4. Numerical analysis

Figure 3: Visualization of computational mesh of multi-stack design with detailed view.

After the described mathematical model was determined, a series of 3D numerical simulations was performed

using the finite-volume method. For the finite-volume method, a computational mesh must be made. To

build the mesh of each design described in Section 2., the 3D models were modified to include bodies that

represent the paths of the gases. To reduce the number of mesh elements, ceramic covers were removed

from the geometries and replaced by the boundary conditions, which represent the behavior of the furnace

maintaining constant temperature. Each mesh was created as a compromise between quality and the number

of elements, which determined resolution, accuracy, and computational time. The mesh sensitivity study was

performed for four different mesh sizes for the initial design marked as (a) in Fig. 2, starting from the number of

elements of 1.6 · 105, through 6 · 105, 1.1 · 106 on 4 · 106 of the mesh elements ending. The measured time per

iteration was: 1.05 s, 2.14 s; 3.68 s; 17.45 s, respectively. Since the mass conservation for each case remained

values under 10−8 kg s−1, and the electric characteristics did not change, the chosen mesh was the 1.1 · 106

of the elements one. As a result of the large difference in scale between the thin layers of the stack area and

the gases domains, a smooth transition of element sizing was applied. Each mesh was built using hexahedral

elements. The main mesh element was determined as a 1 mm x 1 mm x 1 mm cube. In the stack area,

elements are flattened up to 0.01 mm to retain a minimum of three layers per body in the thickness direction,

to then inflate smoothly in the gases areas to main dimensions. In Fig. 3, a computational mesh of multi-stack

design, shown in Fig. 2(c), is illustrated, including the detailed view in the zoom box, which shows the inflation

of elements thickness in the area of the solid and fluid zones contact. Other designs computational meshes

are consistent with the illustrated one.



Figure 4: Comparison of current-voltage and current-power characteristics of initial design ((a) in Fig. 2),

obtained from numerical analysis and experimental study [11]. Flow rates fitted to tested ones.

Figure 5: Comparison of current-voltage and current-power characteristics of initial design ((a) in Fig. 2) for

different flow rates.

To make an accurate comparison of each investigated design, boundary conditions were retained in all sim-

ulations, as well as electrochemical, material, and operating parameters determined for the initial design. To

simulate the behavior of the furnace interior and substitute the ceramic covers, constant temperature and zero

species flux boundary conditions at the outer walls of the fluid domains were established. On the outer walls

of the solids, no current leakage was allowed, except current collectors taps. At the current collectors tap

walls, on the anodes side, a zero potential is forced, on the cathode side, a current flux was established. The

constant current load simulates the in-series connection of the stack to build up the potential value. Constant

velocity, temperature, and gas composition boundary conditions were formed at the inlets of flow channels. A



Table 1: Operating parameters applied for all stack configuration options comparison.

Parameter Value (Unit)

Inlets/furnace temperature 1173 (K)

Air flow rate 2 (L/min)

Hydrogen flow rate 1 (L/min)

constant atmospheric pressure and furnace temperature were applied to the channels outlets.

The numerical modeling was conducted using the SIMPLE scheme with the Richie-Chow distance-based flux

type. Different spatial discretization methods were used to compute each parameter. Green-Gauss Node-

Based method was used to calculate gradient, pressure was computed using Second Order spatial discretiza-

tion method. Density, momentum, energy, species, and potential equations were computed using First-Order

Upwind spatial discretization.

In order to conduct a comparison of each design shown in Fig. 2, a series of simulations were performed.

To obtain current-voltage and current-power characteristics, an electric load in the form of a constant current

was applied to the cathodes current collectors in the value from zero until the power drop. To validate the

model, a comparison of electrical characteristics, obtained from the numerical simulation and the experimental

study [11], was presented in Fig. 4. The operating parameters of the simulations were fitted to the parameters

used during the experimental study. The experimental points with error bars included are presented in the form

of circles, triangles and deltiods. The numerical analysis results are presented as solid, dashed, and dotted

lines. The numerical model introduced in this paper allows to simulate highly predictable characteristics, which

is confirmed in the comparison contained in Fig. 4. During the analysis, the lack of fuel and air was clearly

visible, so the decision to increase the flow rates was made. The hydrogen flow rate was increased ten times

and the air flow rate twenty times. The comparison of electrical characteristics obtained during numerical

analysis, for flow rates tested during the experimental study and increased as mentioned above, is presented

in Fig. 5. The solid lines represent the characteristics for flow rates as experimentally tested, and the dashed

lines represent the characteristics for increased flow rates. It clearly revealed the gain in power in the value of

27.4 percent, from P = 0.935 W at a current of I = 0.356 A up to P = 1.191 W at I = 0.515 A. In order to conduct

a reasonable comparison of each presented in Fig. 2 design, including the multistack design that consists of

twelve cells, the increased flow rates remained constant for the whole further study. The operating parameters

for the study of different designs, applied for all cases, are presented in Table 1.

To clarify the comparison of the performance of each design, four different graphs were shown in Fig. 6. For

reference, the marks (a), (b1), (b2), and (c) are consistent with the geometries shown in Fig. 2. The first

graph of Fig. 6 illustrates the current-voltage and current-power characteristics of case (a) and (b1), so the

comparison of half-tubular and rectangular covers, with the electrolyte of 0.3 mm of thickness. The second

graph presents the comparison of the characteristics of the initial case (a) and the design with rectangular

shape of covers with reduced electrolyte thickness up to 0.1 mm (b2). The third plot presents a comparison

of the performance of the initial case (a) and the multi-stack design (b), which consists of 12 cells. To better

illustrate the performance comparison of four cases (a), (b1), (b2) and (c), a bar plot of the peak power density,

located at the bottom of Fig. 6, was presented. Between the (a) and (b1) cases, the difference is almost

unrecognizable, flattening the channels by changing the shape to rectangular resulted in the power drop from

1.19 W (a) to 1.16 W (b1). Reducing the electrolyte thickness resulted in an increase in the performance, as

expected, due to an enhancement of electrolyte ionic conductivity. The power of case (b2) reaches 1.46 W.

Multistack design (c) is clearly the most powerful arrangement option, power reaches the value of 2.87 W, but

the power density is slightly lower than the case (b2). Furthermore, in the (c) case, a concentration loss at the

characteristics is clearly visible, which could mean insufficient hydrogen supply, due to doubling of the number

of cells, which could be a reason for the drop in power density. Moreover, at this it is worth to underline that

the multi-stack design (c) volume is still reduced compared to the initial design (a), so the volumetric power

density, which considers whole system volume, would increase.

Comparison of the temperature distribution, shown in Fig. 7, was presented to compare the inspected geome-

tries in terms of heat transfer. The (a), (b1), (b2) and (c) design marks are consistent with geometries shown

in Fig. 2. The temperature scale for each case was set as a global range to visualize the differences between

cases. The initial design (a), as well as designs (b1) and (b2), are co-flow arranged, flow direction from left

to right. The multistack design cross-flow is shown in Fig. 3 (fuel flow according to x-axis, air flow opposite to

the z-axis). The distributions illustrated in Fig. 7, are shown in the form of semi-transparent shadow, where

the minimum value is fully transparent and the maximum value is opaque. Each distribution was presented

for the peak power point, determined during the study of electric characteristics. The temperature distribution

does not change meaningfully between (a) and (b1), for both cases, peak power retains the same value of



0 0.1 0.2 0.3 0.4 0.5 0.6

 I [A]

0

2

4

6

 [
V

]

0

0.5

1

 P
 [

W
]

Current-Voltage & Current-Power Characteristics

(a)

(b1)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

 I [A]

0

2

4

6

 [
V

]

0

0.5

1

1.5

 P
 [

W
]

Current-Voltage & Current-Power Characteristics

(a)

(b2)

0 0.1 0.2 0.3 0.4 0.5 0.6

 I [A]

0

5

10

 [
V

]

0

1

2

3

 P
 [

W
]

Current-Voltage & Current-Power Characteristics

(a)

(c)

Maximum power density of each design option

(a) (b1) (b2) (c)

Design option

0.1

0.15

0.2

 P
d

e
n
 [

W
/c

m
2
]

Figure 6: Comparison of current-voltage and current-power characteristics of four different designs, with a bar

plot illustrating power density peak of each. Design marks (a), (b1), (b2) and (c) are consistent with geometries

shown in Fig. 2.



Figure 7: The temperature distribution comparison of peak power point of each inspected geometry. Design

marks (a), (b1), (b2) and (c) are consistent with geometries shown in Fig. 2. The cases (a), (b1) and (b2) are

co-flow formed, flow direction determines the x-axis. The (c) case cross-flow was shown in Fig. 3. Distribution

in the form of semi-transparent shadow (min. value - transparent, max. value - opaque).

current. After implementing a thinner electrolyte (b2), the increase in current allowed the power peak to rise.

Due to a higher load, a significant temperature increase occurs. The analysis of the multi-stack design reveals

a major temperature increase in the fuel channel, between two sets of anodes. The interaction between both



Figure 8: Ohmic heat source distribution in porous electrodes and current collectors, in the form of semi-

transparent shadow (min. value - transparent, max. value - opaque). Design (b2), as shown in Fig. 2. Isometric

view from the anode side. The flow direction determines the x-axis.

Figure 9: Reaction heat source distribution in porous electrodes, in the form of semi-transparent shadow (min.

value - transparent, max. value - opaque). Design (b2), as shown in Fig. 2. Isometric view from the anode

side. The flow direction determines the x-axis.



Figure 10: The hydrogen mass fraction distribution comparison of peak power point of each inspected geom-

etry. Design marks (a), (b1), (b2) and (c) are consistent with geometries shown in Fig. 2. The cases (a), (b1)

and (b2) are co-flow formed, flow direction determines the x-axis. The (c) case cross-flow was shown in Fig. 3.

Distribution in the form of semi-transparent shadow (min. value - transparent, max. value - opaque).

stacks in the form of the generated, due to the electrochemical reaction and electrons/ions transport, heat, is

clearly visible in the temperature distribution. From the outside, the constant temperature boundary condition

cools the neighboring areas. The distribution analysis suggests that a multi-stack prototype could remain op-



Figure 11: The oxygen mass fraction distribution comparison of peak power point of each inspected geometry.

Design marks (a), (b1), (b2) and (c) are consistent with geometries shown in Fig. 2. The cases (a), (b1) and

(b2) are co-flow formed, flow direction determines the x-axis. The (c) case cross-flow was shown in Fig. 3.

Distribution in the form of semi-transparent shadow (min. value - transparent, max. value - opaque).



Figure 12: The water vapor mass fraction distribution comparison of peak power point of each inspected

geometry. Design marks (a), (b1), (b2) and (c) are consistent with geometries shown in Fig. 2. The cases (a),

(b1) and (b2) are co-flow formed, flow direction determines the x-axis. The (c) case cross-flow was shown in

Fig. 3. Distribution in the form of semi-transparent shadow (min. value - transparent, max. value - opaque).



erating temperature with low input of furnace heating. The heat sources distributions are presented in Fig. 8

and Fig. 9, for ohmic and reaction heat sources, respectively. The distributions are illustrated in the form of

semi-transparent shadow, similar to a temperature distribution. The case chosen to illustrate the heat sources

is the (c) design (as shown in Fig. 2), due to the highest power density, as shown in Fig. 6. The flow direction

is in accordance with the x-axis. The range of values is global, so the maximum visible value is the highest

observed. As illustrated, the greatest impact on temperature rise has the reaction heat source, shown in Fig. 8,

where the values remain an order of magnitude higher compared to the ohmic heat source, shown in Fig. 9.

The distributions of the mass fractions of hydrogen in the fuel channel, oxygen in the air channel, and water

vapor in the fuel channel are illustrated in Fig. 10, Fig. 11 and Fig. 12, respectively. The distributions are

presented in the form of semi-transparent shadow, where minimum values are fully transparent, and maximum

values are opaque. The (a), (b1), (b2) and (c) design marks are consistent with geometries shown in Fig. 2.

The scales for each case were set as global ranges to visualize the differences between cases. The initial

design (a), and the designs (b1) and (b2) are co-flow arranged, flow direction in accordance with the x-axis.

The multi-stack design cross-flow is illustrated in Fig. 3, where fuel flows according to x-axis and air in the

opposite way to the z-axis. The distribution of the hydrogen mass fraction reveals the proper reaction of the

model, while the comparison of (a) design and (b1) design does not give clear changes, between (b1) and

(b2), the influence of changing the electrolyte thickness and simultaneously increasing the power, presents a

visible difference. The case (b2) compared to (b1) utilizes much more fuel compared to the case (b1). In the

(c) case, the fuel supply is utilized in full measure, so it is expected that the power density was lower than in

(b2) due to the lack of fuel, especially counting the higher operating temperature in (c), which should result in

higher performance. The high level of concentration loss in the (c) case is also visible in Fig. 6. The current

load value in (c) case is also lower at the power peak point than in (b2), so the increase in fuel supply should

yield in performance increase, and allow to apply load similar to (b2). The oxygen mass fraction illustrates the

assumed surplus of air flow rate in all studied cases. The difference between the (a), (b1), and (b2) cases is

subtle, the main difference is visible in the (c) case, due to doubling of cells amount, but still remaining some

margin of oxygen. The water vapor mass fraction distribution also presents the proper operation of the model.

After the oxygen and hydrogen are consumed, steam is produced and gradually fulfills the fuel channels. The

steam mass fraction in cases (a) and (b1) remains at a similar level. After the increase in load and power

gain, due to the decrease in the thickness of the electrolyte in case (b2), hydrogen and oxygen are consumed

in greater amounts and the increase in steam generation is clearly visible. In the (c) case, the multistack

generates the steam the most heavily and the value of steam mass fraction remains high since the first cells,

while in the last cells area the water vapor fulfills the channel entirely.

5. Conclusions

This paper has provided an important analysis, in terms of further prototyping, of the novel banded SOFC

stack. Four different geometries were designed as CAD models to include the influence of the configuration

of the stack system on the performance. Also, different electrolyte thickness values were modeled. The

computational mesh of each design was established to provide a domain for the finite-volume computation

method. The mesh size was a result of the mesh sensitivity study to complete the requirements of high

precision of the solution, high resolution, and reasonable computational time. As presented, the meshes were

formed to fulfill the mentioned requirements, by forcing the elements dimensions changes in crucial areas. To

understand the conducted research, a mathematical model was described, including implementing the model

into the numerical analysis.

The main goal of this research was to inspect the performance changes. To validate the model for different gas

flow rates, a comparison of electrical characteristics obtained from numerical analysis with experimental study

results was performed and revealed the high level of predictability of the model. In order to obtain a proper

comparison of different designs, including changes in the air and fuel channels, the electrolyte thickness,

and the method of multistacking, the flow rates were set to higher value to maintain a surplus. To illustrate

the results of the comparison, current-voltage and current-power characteristics were studied. Each design

presented a response to applied modifications. The whole process of modification, from initial single stack with

half-tubular covers design, to the final multi-stack design resulted in the performance increase of 141.2 %, from

1.19 W up to 2.87 W, while maintaining a comparable volume of the system. The multi-stack design proved to

be the right way of extending the stack design into a bigger system. An arrangement of joining two stacks to

one fuel channel, established partially by the stacks themselves, in terms of extending the system size, can

double the power of the system without increasing the volume. Moreover, realizing the air supply as the side

fan could significantly simplify the initial design. Temperature distribution analysis revealed another advantage

of multistacking method as proposed. The neighboring stacks heat up each other, which in the prototype

scale, could allow to minimize furnace input, and in the commercial scale, could enforce cooling the system, by

fitting the gases flow rates. The full analysis of transport phenomena was performed including heat, mass, and

electron transport. The results of hydrogen distribution exposed the lack of fuel in the multistack design, so the



final gain in power could be even higher than presented. The influence of load on transport phenomena was

illustrated and inspected. In comparison of the studied stack with conventional, commercial-like designs the

power density is not impressive, the highest power density value obtained during this study was 0.17 W cm−2,

while it is common to reach values over 0.5 W cm−2 [9], so there is much space for further improvements.

In the future, the developed simulation can be used to analyze electrolyte and electrodes geometry and current

collectors arrangement, allowing the construction of new and improved stack versions. Moreover, after con-

tributing a new method of extending the single-stack system into a multistack, an analysis of the extended-scale

fuel supply system in terms of fluid mechanics can be conducted. The model can also be used to analyze the

influence of materials improvements by conducting material and electrochemical parametric studies, such as

the impact of the electrolyte conductivity on performance, since it is considered as one of the most important

parameters for this kind of stack.
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Nomenclature

Letter symbols

F Faraday constant, (9.65 × 107 C mol−1)

h specific enthalpy, (J kg−1)

hreact enthalpy change, (J mol−1)

I current, (A)

i
eq
an anode equilibrium exchange current, (A m−1)

i
eq
cat cathode equilibrium exchange current, (A m−2)

i current density flux, (A m−2)

j volumetric transfer current density, (A m−3)

J⃗i diffusion flux, (kg m−2 s−1)

k thermal conductivity, (W m−1 K−1)

M molar mass, (kg mol−1)

p static pressure, (Pa)

P power, (W)

Pden power density, (W cm−2)

R universal gas constant, (8.314 J K−1 mol−1)

S⃗ source/sink term of momentum, (kg m−2 s−2)

Sh source/sink term of heat, (W m−3)

Si source/sink term of species rates, (kg m−3 s−1)

Sp source/sink term of mass, (kg m−3 s−1)

T temperature, (K)

v⃗ velocity vector, (m s−1)

Xi local species concentration, (kmol m−3)

Yi species mass fraction, (-)



Greek symbols

α transfer coefficient, (-)

γ concentration dependence, (-)

ε porosity rate, (-)

ζTPB triple phase boundary length density, (m m−3)

ζDBP double phase boundary length density, (m2 m−3)

η local surface overpotential, (V)

ρ density, (kg m−3)

σ conductivity, (S m−1)

ÅÅτ stress tensor, (Pa)

ϕ potential, (V)

Subscripts and superscripts

a anodic

an anode

c cathodic

cat cathode

den density

DPB double phase boundary

eff effective value

el electronic

eq equilibrium

i reaction component

ion ionic

ref reference value

s solid

react reaction

TPB triple phase boundary

Abbreviations

3D three-dimensional

CAD computer aided design

CFD computational fluid dynamics

OCV open circuit voltage

SOFC solid oxide fuel cell
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Abstract:

According to regulations from the EU Commission, investments in nuclear energy and fossil gas are considered
sustainable. These new EU taxonomies, which are intended to provide financial markets with guidance on
climate and environmentally friendly investments, actually exclude conventional fossil power- and heat plants.
However, the reinterpretation of natural gas as a transitional energy until 2035 allows the construction of new
gas-fired power plants. As a limiting factor, an increasing share of low-emission gases have to be used,
primarily green hydrogen. In the future, fuel cell power plants could serve as an alternative to such new H2-
ready gas power plants. High-temperature solid oxide fuel cells can not only use fossil methane-containing
natural gas and/or hydrogen efficiently, but can also be used reversibly for electrolysis and thus provides
flexibility to the power grid. This study uses energy system optimization to analyse the behaviour of both
technologies, H2-ready gas turbines and fuel cell power plants. Across three scenarios, fuel cells are used to
provide baseload and flexibility especially in periods of low wind and solar irradiation, whereas hydrogen gas
turbines appear last in the order of operation. However, short-term flexibility is provided by battery storage, e.g.
by using existing battery capacities from electric vehicles. As Germany has a lower potential for local hydrogen
production in an international comparison, significant quantities of hydrogen will only be produced in Germany
if import possibilities are strongly limited and technology costs decrease at the same time.
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Energy system simulation, Hydrogen, rSOC, sector coupling.

1. Introduction

The decision to make the European energy system, or rather the entire European economic area, climate-

neutral by 2050 at the latest is associated with high costs, especially in a short-term period. These costs can

lead to a competitive disadvantage for the involved economies. In order to partially compensate for this, the

European Commission has introduced regulations, e.g. the European Union (EU) taxonomy. The aim of the

taxonomy is a clear definition or classification of sustainable (ºgreenº) economic activities. In this context, the

European Commission has agreed that the energy transition to a fully defossilised system can only succeed

over a transition period in which fossil feedstocks continue to be used. These transitional technologies, in

particular conventional natural gas (NG) and nuclear power plants, are initially intended to replace plants with

higher specific emissions such as coal-fired power plants. Later on, these power plants are converted to be

emission-free. [1]

Focusing on the German energy system, due to the nuclear phase-out, only NG power plants are affected. In

recent system studies, it is usually assumed that centralised large-scale power plants will play an important

role in energy supply both during the energy transition and in the long-term [2]. Thus, it is assumed that NG-

fired power plants will initially replace coal and nuclear power plants in terms of supply security and flexibility.

Subsequently, a fuel switch is expected beginning in 2040, whereby both hydrogen-fuelled gas turbines and

synthetic natural gas (SNG) are mentioned. However, while these studies assume that the corresponding

technology will be available at the respective time, hydrogen gas turbines are not yet state of the art. For

this reason, the technical association of energy plant operators (vgbe energy e.V.) has published a position

paper and a fact sheet [3] on the topic of H2-Readiness of gas turbines. This includes the definition that H2-

Readiness only applies if a gas turbine can be used with 100 % hydrogen or can be upgraded to this in the

future. Finally, it is stated that the necessary regulations are still missing at EU level. Thus, it can be concluded

that the final boundary conditions for hydrogen utilisation have not yet been finalised. As policy makers often

use energy system studies as part of the decision process, extensive research regarding hydrogen and other

synthetic energy carrier utilisation is needed [4]. Reviewing existing literature, Yue et al. conclude the not

cost-competitiveness is one of the major reasons for the slow increase in hydrogen utilisation worldwide [5].



They also note that a lack of system integration, e.g. as a planning model, could be a reason why policy

makers hesitate to further promote the development of a hydrogen economy. Looking more detailed into

existing literature, Ball et al., e.g., modelled the German energy system including a high spatial resolution to

discuss the possibility of a German hydrogen economy, focusing on the infrastructure demand and impact on

greenhouse gas emissions [6]. Here, hydrogen is not only seen as an alternative to fossil fuels, but also as

a storage and flexibility option in fully renewable energy systems. However, the expected hydrogen demands

and feedstock costs are outdated due to developments in the energy market in recent years. Robinius et

al. discuss the possibilities of power-to-gas as a network expansion alternative [7]. It is shown that there are

scenarios in which the use of electrolysers is more reasonable than the expansion of the power grid. Especially

when considering both the possibility of selling hydrogen and the saved costs for laying new transmission

lines. Li and Mulder evaluated the impact of hydrogen on the electricity and hydrogen market from an more

economic point of view [8]. They show that especially in combination with the volatility of renewable power

generation power-to-hydrogen brings huge economic advantages. However, they also state the importance of

greenhouse gas emission reduction targets, as steam methane reforming still is the cheapest way to produce

hydrogen. He et al. published a more detailed study of the complex interactions of sector-coupled systems

considering hydrogen as a decarbonisation option on a northern american example [9]. In summary, the

concept of sector coupling itself reduces total system costs. For example, since the round-trip efficiency of

electricity-to-hydrogen-to-electricity is still low, using hydrogen in other sectors such as transportation reduces

losses. They were also able to show that as the demand for hydrogen increases, the specific cost of flexibility

decreases. However, the assessment lacks the inclusion of industrial and heating demand. In an extensive

review on sector coupling Ramsebner et al. conclude, that there will always be the competition between the

higher efficiency of direct electrification versus long-term storage capabilities of power-to-gas applications [10].

As there are many different system-wide effects, no specific predictions can be made. Especially since regional

climate goals and policies can strongly influence the final technology deployment. Nevertheless, as some

applications are not able to be electrified, there will be a non-neglectable share of hydrogen-based applications.

The use of hydrogen as a flexibility and storage option for the power sector has not been consensually agreed

on. It strongly depends on the chosen scenario and assumptions regarding technological and economic param-

eters. The invention of innovative technologies, such as solid oxide cells (SOCs) with their ability to be operated

reversibly for both hydrogen and electricity generation, adds further degrees of freedom to the decision-making

process. In this study the utilisation of hydrogen as flexibility option in the electricity sector is evaluated.

Therefore, both fuel cell and gas turbine based pathways are benchmarked alongside battery storage as main

flexibility option (Figure 1). Due to the great influence of sector coupling on the use and the specific costs of

hydrogen, a highly coupled energy system model is used. The German energy system embedded in an ab-

stracted, interconnected European system serves as an example. The focus is on the application of the used

technologies, as well as the interactions between different sectors. Therefore, different scenarios are consid-

ered and individual system parameters are evaluated. The assessment is related to the EU taxonomy rules,

although the latest updates to the regulation regarding temporal and geographical correlation and additionality

as defined in [11] are not considered.

Figure 1: Overview of the considered hydrogen utilisation pathways, including separated hydrogen generation

and consumption and the utilisation of reversible technologies.

2. State of the Art and Methods

2.1. Political Boundary Conditions and Current Situation

The use of hydrogen as a sustainable energy carrier is primarily based on the climate protection goals of the

German government. The latest amendments to the climate protection law mandate that Germany should be



climate-neutral by 2045. This necessarily includes the replacement of fossil energy carriers with sustainable

ones. This cost-intensive undertaking is also supported by the EU. Here, several regulations for the member

states of the EU have been adopted, which are intended to provide security in financial planning. This includes,

for example, the EU taxonomy, which defines whether an investment is beneficial for climate protection and in

terms of sustainability. To qualify as a sustainable investment under the new rules, several technical screening

criteria must be met [1]. In the case of power generation from fossil gases, a distinction is made between

two groups. Plants with life cycle emissions of 100 gCO2e kWh-1
el or less will be considered sustainable without

any further conditions. In addition, there is the possibility to also fall under the label of sustainability for plants

that receive their permit to operate by 2030. To do so, a set of criteria must be met, two of which are directly

related to the use of hydrogen. For example, specific emissions must initially only comply with a limit of

270 gCO2e kWh-1
el. However, it must be ensured that by 2035 the plants are capable of running entirely on

low-carbon fuels. In this context, the results of a UNECE1 study can be used, in which the life cycle emissions

of several power generating technologies are calculated [12]. Here, natural gas based combined cycle power

plants without carbon capture and storage have emissions of 403-513 gCO2e kWh-1
el and with carbon capture

and storage 92-220 gCO2e kWh-1
el. Considering only the stoichiometric combustion of natural gas the emissions

under assumption of a combined cycle plant efficiency of 63 % are already higher than 315 gCO2 kWh-1
el (see

Figure 2). Using an Aspen Plus simulation, Figure 2 also shows the correlation of the specific direct CO2

emissions with increasing hydrogen admixture. To comply with the limit value of 270 gCO2e kWh-1
el, at least

36.1 vol.-% hydrogen would be required, and for 100 gCO2e kWh-1
el even more than 87.7 vol.-% hydrogen.

Figure 2: Specific CO2 emissions of the stoichiometric combustion of a hydrogen-methane mixture with a

varying hydrogen fraction.

2.2. Hydrogen Technologies

The aim of the study is to evaluate the flexibility supply via hydrogen in comparison to battery technologies.

In the following, the technological and economic parameters of the hydrogen technologies are presented. On

the side of battery technology, it is assumed that by 2045 the goals of the German government regarding the

expansion of e-mobility and the large-scale application of bidirectional charging (vehicle to grid (V2G)) will have

been implemented.

2.2.1. Hydrogen Supply

The supply of green hydrogen in context of this work is realised exclusively via water electrolysis. Both local

production within the German energy system and import are allowed. The generation itself can take place

via the three technologies alkaline electrolysis (AEL), polymer electrolyte membrane electrolysis (PEMEL) and

solid oxide electrolysis (SOEL). The technological and economic parameters are based on literature values for

all technologies. As several detailed studies and reviews on each of the technologies, as well as comparative

work, are already available, a detailed description is not provided. For more detailed information, the authors

refer to the existing literature such as [13,14]. A summary of the parameters used and the corresponding refer-

ences are given in Table 1. The import of hydrogen is again divided into two segments. First, the import via sea

route is possible. Based on [15,16], it is assumed that the import of hydrogen based on renewable power from

Saudi Arabia will be possible for a cost of 2.4-3.1 $ kgH2
−1 or 5.2e kgH2

−1 respectively. In addition, hydrogen

pipelines can be used to import from sun-rich countries in the EU. For this purpose, the energy system model

has the possibility to expand renewables in Italy or Spain in combination with electrolyser capacities to supply

hydrogen to the German subsystem2.

1United Nations Economic Commission for Europe
2For example the decision to extend the pipeline from the H2Med project to Germany.



2.2.2. Techno-Economic Parameters of Hydrogen Gas Turbines and rSOC

Hydrogen Gas Turbine

When assessing the hydrogen compatibility of gas turbines (GTs), it is necessary to distinguish between two

types of combustion methods. Initially, gas turbines utilised a simple diffusion mechanic to burn fuel, which

is a robust process. Indeed diffusion-style are already capable of burning pure hydrogen, but comes with

the downside of higher NOx emissions and lower efficiency. To reduce emissions, gas turbine manufacturers

introduced a lean-premixed combustion process in the 1980s, for which fuel and air is mixed in a lean ratio

before introduced into the combustion chamber. Since then, basically all heavy-duty gas turbines incorporate

some form of premixing fuel and air. While the NOx emissions can be significantly lowered using lean-premixed

combustion, the stable operational range of these gas turbines is narrow, making them susceptible for any type

of disturbances, like a fuel switch from natural gas to hydrogen, which has fundamentally different combustion

characteristics, especially regarding flame temperature, flame speed, volumetric heating value and quenching

distance. [17,18]

The most challenging problem during the combustion of lean-premixed gas is the occurrence of flame flash-

backs. Due to the combustibility of the fuel-air mixture, flames in premixed gas turbines can shift from the

combustion chamber upstream to the fuel injection nozzles, damaging the turbine hardware. Fuelling hydrogen

increases the risk of flame flashback as the higher flame speed of hydrogen more often fulfills the prerequisite

of the local flame speed being higher than the local fuel-mixture flow velocity. Additionally, hydrogen has a

shorter autoignition delay time. The autoignition delay time corresponds to the time interval for a reactive mix-

ture to react without an ignition source. If this time interval is shorter than the fuel±air mixing residence time in

the non-combustion zone, autoignition can occur and lead to local flame holding or further flashbacks. [19]

Another concern are thermoacoustic instabilities, which describe an unwanted feedback loop of combustion

fluctuations leading to an unstable heat release and thus pressure oscillations which can excite natural acoustic

modes of the combustor, intensify and cause more combustion fluctuations closing the loop. Consequences

can reach from affected plant efficiency to damaged hardware. While not being an inherent consequence of

fuelling hydrogen, thermoacoustic instabilities are a concern when switching to hydrogen in gas turbines former

designed for fuelling natural gas and may prevent an easy retrofit. [20]

Lastly, the higher flame temperature of hydrogen and the increased heat input due to the larger water content

in the hot gases have higher demands on materials used for turbine parts like heat shielding or turbine blades.

The increased thermal stress will lead to a degradation of parts. Also, effects like hydrogen embrittlement and

hot corrosion must be considered. [21]

While there will likely be technical solutions for all of the aforementioned issues, it becomes clear that hydrogen

can not simple be burned in today’s gas power plants. Yet there are no reports of successfully operating a

premixed heavy-duty gas turbine with pure hydrogen. However, for state-of-the-art turbines like the Ansaldo

GT36 up to 70 % hydrogen by volume are available for operation. [22]

SOFC and rSOC

SOCs are solid-state electrochemical devices which can either be configured as fuel cell (solid oxide fuel

cell (SOFC)) producing electricity directly from oxidizing a fuel or, if configured as electrolyser cell (SOEL),

produce hydrogen through water electrolysis. The reactions in a solid oxide cell are reversible, if a solid cell is

configured to work alternating as a fuel cell and a electrolyser, it is called reversible solid oxide cell (rSOC) (see

Figure 3). SOCs are made of four main components: the anode and cathode (defined in fuel cell-direction),

named fuel and oxygen electrode to avoid confusion when the cell operation is reversed, the solid electrolyte

layer and the interconnector. [23]

SOCs recently received increased attention due to advantages over other fuel cell/electrolyser technologies.

First, the efficiency in both operation modes are the highest reported with over 65 % for SOFCs and over

80 % for SOELs [14]. Second, the aforementioned reversibility, which allow for a high utilization of rSOCs.

Third, SOCs can utilize different fuels, like hydrogen, methane or ammonia, making them deployable for a

wide range of applications. Fourth, due to their simple layer structure, the currently favoured design, they are

predestinated for mass manufacturing and are scalable to any capacity. Additionally, no rare materials like

iridium are used in SOCs. While research focuses on finding improved materials, currently mostly Ni-based

alloys and yttria-stabilized zirconia (YSZ) are utilised. [24]

Drawbacks of SOCs are the current high investment costs which belong to the highest among all fuel cell/electrolyzer

technologies and reported degradation issues. However, the high costs are predicted to decline from todays

>2000e kWel
−1 to less than 800e kWel

−1 in 2045 due to economics of scale (see Table 1). The lifetime is

being constantly improved through better material choices and operating modes, like the reversible operation.

An example for the improved durability is a long-term test of an SOFC in JÈulich, which was shut down after

100,000 h of operation without major power degradation. [25]

Depending on the costs of imported hydrogen, rSOC are an attractive technology to provide flexible power gen-



eration to a future energy system as they have a natural investment advantage over an alternative combination

of electrolysers and hydrogen gas turbines. They are considered a viable long-term energy storage technology

and could improve the integration of renewable energy sources by utilising surplus electricity production for

electrolysis.

Currently, SOCs are entering an early commercial phase with several manufacturers announcing investments

to scale up their production in the gigawatt range. While this developments mainly relate to SOEC produc-

tion, exemplary pilot-projects for dedicated rSOC are a 140 kWSOEC/50 kWSOFC installation in 2016 [26] and a

80 kWSOEC/15 kWSOFC in 2018. [27]
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Figure 3: Process flow-sheets of SOC in fuel cell and electrolysis mode (left) and of a combined cycle gas

turbine (right).

Cost estimations

Table 1 summarises the key parameters of the hydrogen technologies, where in case of H2 gas turbines a

CCGT is assumed. Included are the efficiency, expected lifetime, as well as the fixed and variable costs. Since

the energy system model considers a whole year for each scenario, the costs must be scaled to the annual

costs. For this purpose, the annuity method is used.

Table 1: Summary of the hydrogen technologies including technological and economic parameters.

Technology TRL Efficiency Lifetime CAPEX OPEX Reference

Hydrogen CCGT 6-8 0.630 45 a 920e kWel
−1 18e kWel

−1 a−1 o.a.a

SOFC 5-7 0.699 30 a 640e kWel
−1 51e kWel

−1 a−1 o.a.a

rSOC 3-6 - 30 a 704e kWel
−1 56e kWel

−1 a−1 o.a.a

SOEL 5-7 0.800 30 a 640e kWH2
−1 51e kWH2

−1 a−1 [13,14,29]

PEMEL 7-8 0.590 30 a 300e kWH2
−1 12e kWH2

−1 a−1 [13,14,29]

AEL 9 0.757 30 a 460e kWH2
−1 18e kWH2

−1 a−1 [13,14,29]
a Own assumption based on Aspen Plus process simulations and [13,14,28,29]

2.3. Energy System Model Framework

The energy system model used is based on the framework ºOpTUMusº, which is described in detail by the

authors in [30]. The energy system model is a linear optimization problem, which is solved with IBM ILOG

CPLEX 22.10.0 using a barrier optimization algorithm. The temporal resolution for each optimisation problem

corresponds to one year in one-hour steps. The model itself is constructed as a nodes and edges model.

Nodes represent different forms of energy or energy carriers such as electricity, hydrogen or natural gas.

According to Equation 1 in each time-step t energy and material balances must be conserved for all nodes n.

Pdemand [n][t ] + Pout [n][t ] = Pin[n][t ] (1)



Edges, on the other hand, describe all possible transformation paths and thus all technologies for energy

conversion and transport. This includes the efficiency of energy transportation or transformation from node n

to m in each time step t (Equation 2). A simplified example is shown in Figure 4a.

Pin[n][t ] = amn · Pin[m][t ] + bmn (2)

The model contains an abstract digital twin of the German energy system. This includes the electricity and

heating sector as well as the supply of mobility and the supply of energy and a selection of basic chemicals to

industrial applications. The German energy system is divided into four regions (Figure 4b) in order to be able

to map the local potentials of renewable energies, energy demands and transport limitations. Furthermore, the

model includes Germany’s direct neighbors as well as Norway, Sweden, the United Kingdom, Spain and Italy,

each reduced to the electricity sector. A graphical summary of the regions considered is given in Figure 4c. In

order to enable the import of synthetic energy carriers from the southern European regions, electrolysers and

pipelines can be built.

On the demand side of the German energy system model, the four sectors

(1) electricity (2) heat (3) mobility (4) industry

are considered. Here, it is important to note that the electricity sector includes all power demands consist-

ing of conventional demands as well as electricity for heating, transport and industry. Each of the demand

segments is based on a separate model, which determines the hourly demand for electricity. The material

demands for basic chemicals and fuels (methanol (MeOH), SNG, Fischer-Tropsch (FT)-fuels, ammonia (NH3),

hydrogen (H2)) are also calculated specifically for the respective applications and transferred to the model as

a summed demand time series. The same accounts for the heating demand both in domestic and industrial

applications. The overall demands are divided into the four regions using statistical methods. Each region is

optimised by itself, having the possibility to interact with all neighboring regions. Additionally, the northern and

southern Germany regions are allowed to built direct connections for both power and hydrogen transportation.

In the same manner, Spain and Italy are connected to the southern German region via the possibility of an

hydrogen pipeline. Finally, northern Germany has the option to import hydrogen by ship. The demand side

models are adopted from previously by the authors published works [31±33] and therefore are not further dis-

cussed. However, an overview of the included technologies and the respective demand side connections are

summarised in the appendix in Table 5.

(a) Simplified Scheme of

an edge-node based en-

ergy system model.

(b) Geographical resolution of

the model of the German en-

ergy system.

(c) Overview of the considered

Subsystems of the European

energy system model.

Figure 4: Overview of the energy system model basic structure (a), the spatial resolution of the German

subsystem (b) and the considered countries of the European energy system model (c).

2.4. Scenario Definition

Various scenarios are important in energy system optimisation to assess the robustness and flexibility of energy

systems under different conditions, to identify potential risks and opportunities, and to inform decision-makers

for long-term planning and policy development. In context of this work, a variation of hydrogen connected

parameters is performed, to identify the influences of the energy system behaviour. Therefore, the parameters

hydrogen demand, hydrogen import costs and the technology cost developments are chosen. In a base

case scenario, most parameters of the entire model are set to the mean expected values found in literature.

Two additional scenarios are defined, one with a higher hydrogen demand (H2-high) and one with a lower



penetration of hydrogen and a restricted availability, e.g. reduced pipeline availability, (H2-restr.). At the same

time it is assumed, that a higher hydrogen demand correlates with lower specific technology costs and vice

versa. Additionally, the overall end-use energy demand stays constant over the different scenarios. Therefore,

a higher hydrogen demand is connected to a lower direct electrification. A summary of the scenarios and the

respective parameter variation is given in Table 2.

Table 2: Scenario definition with the respective parameter variation.

Scenario H2 demanda H2 importb Tech. costsc Comment

BC 113 TWh a−1 2.4e kgH2
−1 - -

H2-high 172 TWh a−1 2.1e kgH2
−1 -15 % Electrification ↓, H2-tech. costs ↓

H2-restr. 113 TWh a−1 5.2e kgH2
−1 -25 % H2 availability ↓, H2-tech. costs ↓

a Only predefined hydrogen demand. Not included are demands for power generation and for further synthesis.
b Import via ship from MENA region.
c Own assumption; Relative cost reduction for PEMEL, AEL, SOEL, SOFC and rSOC

3. Results

The energy system is largely based on electrical energy. As expected, most of this is provided by wind turbines

and photovoltaics, as summarised in Table 3. The contribution of biomass via biogas and combined heat and

power is also not to be neglected, whereas plants with higher complexity as polygeneration plants are only used

in the restricted scenario. In addition to battery storage or V2G, both conventional gas turbines and hydrogen-

based technologies are used to cover the flexibility demand. A summary of the amount of energy provided per

technology is given in Table 3. In all scenarios the biomass potential of Germany, which summarises to around

420 TWh a−1 for all regions, is fully utilised. Large shares are needed for the heat supply and as carbon

source for synthesising chemicals and fuels. This indicates the rising demand for carbon sources in future

energy systems. Since this model only allows biomass as a sustainable feedstock, potentials from the use of

residues and waste materials - as required in a circular economy - are neglected. In particular, technologies

such as polygeneration plants will also be used in the future to exploit residues such as plastic waste and

municipal solid waste as input for the synthesis of high-value products or for the efficient supply of flexibility to

the electricity and heat sectors. However, doubling the sustainable feedstock potential could reduce the total

system costs by 10 %3, by using the same boundary conditions as in the base case scenario.

Table 3: Summary of the power generation in Germany without storage technologies or grid as comparison

between the scenarios BC, H2-high and H2-restr.

Biomassa GT H2GT Hydro PV WOFF WON SOFC PolyGen

BC in TWh 86.7 16.0 22.0 12.5 326.8 137.0 224.0 70.5 0.0

H2-high in TWh 85.1 5.5 25.0 13.2 284.9 91.0 225.3 128.0 0.0

H2-restr. in TWh 84.8 35.2 8.2 13.1 415.9 136.6 224.9 7.0 0.9
a Sum of all biomass based power plants and CHPs.

As can be seen in Table 4, in the base case scenario hydrogen is exclusively imported. As electricity prices

are most of the time (90 %) higher than the import costs of hydrogen, hydrogen production in Germany is not

viable under the given boundary conditions. The electricity and hydrogen prices are calculated as shadow

prices, which is not directly comparable to the pricing on the stock exchange. In this case, they can rather

be interpreted as the hourly system costs for one additional unit of electricity or hydrogen. Summarised, the

hydrogen demand is covered mainly by pipeline import from Spain (66 %) and import via ship (30 %). From

a system perspective, the mean electricity supply costs 64.06eMWh−1 and the mean hydrogen supply costs

44.95eMWh−1 in the base case scenario. In a restricted overarching system, both electricity and hydrogen

prices rise. In the H2restr. scenario, in more than 20 % of the time hydrogen production in Germany becomes

more viable than import. While the average electricity costs increase only slightly, the average hydrogen supply

costs increase by almost 25 %, with significantly higher extremes in times of low renewable availability. Here,

in some hours of the year, even hydrogen production from biomass becomes economical.

Figure 5 gives an overview of the time-resolved utilisation of flexible power in the described energy system,

aggregated for all four regions in the base case scenario. As no electrolysis is operated only battery storage

3The number is based on a separate optimization in which the identical system but with twice the sustainable feedstock input potential
was calculated.



Table 4: Summary of the hydrogen supply in Germany as comparison between the scenarios BC, H2-high and

H2-restr.

AEL PEMEL SOEL rSOC ES IT Ship

BC in TWh 0.0 0.0 0.0 0.0 176.2 9.6 80.8

H2-high in TWh 0.0 0.0 0.0 0.0 173.5 32.6 202.9

H2-restr. in TWh 0.0 0.0 77.9 0.0 18.1 16.0 36.9

via V2G is used to cover peaks in renewable power generation. Battery storage systems are particularly useful

for short-term electricity generation. The available capacity of battery electric vehicles ultimately leads to a

factor of 10 greater utilised power of V2G compared to SOFC and H2GT. However, the total amount of energy

provided, 94.4 TWh, is comparable to the sum the power generation by fuel cells and gas turbines.

Due to the higher efficiency of the SOFC, fuell cells are used preferably to gas turbines. The load curve

in Figure 5 shows that the fuel cells are used to provide the base load in both summer and winter, with a

higher share in winter. Particularly during periods of low wind in winter, the fuel cells are operated at full load

for several days, as shown in Figure 5 (top left and top right). The fluctuation in the utilisation is greater in

summer, which, as can be seen in Figure 5 (top center), falls on the daily rhythm of PV electricity generation

and thus behaves comparably to the load peaks of battery storage. Hydrogen gas turbines, in contrast, are

used as the last flexibility provider. Particularly in the winter months, some periods can be identified in which

gas turbines are operated at full load. However, during the rest of the year, hydrogen gas turbines are only

used to cover peak loads for a few hours. The infrastructure of the hydrogen supply via ship combined with the

storability of synthesis products as well as the sector coupling effect of hydrogen lead to no further4 demand

of hydrogen storage facilities.

Figure 5: Timeline of the base case power generation via SOFC and hydrogen gas turbines and the utilisation

of vehicle-to-grid (V2G) battery storage with additional cut outs for specific time periods.

A more detailed evaluation of the application of hydrogen as a feed-in fuel for electricity generation is shown

in the residual load curves of the three scenarios in Figure 6. In the BC scenario and the case of significantly

higher hydrogen penetration (Figure 6 left and centre), it can be seen that due to the significantly larger scaled

hydrogen production worldwide, on-site generation in Germany is not economical. In contrast, in the restricted

scenario (Figure 6 right), electrolysers are operated almost throughout the year. In the case of high residual

4Beyond the storage capacity of the ship discharge stations and the storage capacity of the grid.



load, hydrogen serves to provide base load in all cases, whereby a flexible behaviour with short load cycles

can be observed except for a few hours. As the residual load decreases, the demand for electricity generation

from hydrogen also decreases and fuel cells and hydrogen gas turbines are only required for flexible power.

In case of negative residual load, hydrogen is continuously produced in the restricted scenario, whereby high

fluctuation can also be seen here.

Figure 6: Residual load curve of the H2-high scenario (left), BC scenario (mid) and H2-restr. scenario (right)

including the electrolysis and hydrogen based power generation.

4. Conclusion and Outlook

In this work the potential of hydrogen-fuelled gas turbines and solid oxide cells (SOCs) as solutions for providing

flexibility in the future electricity grid is evaluated. The study reviews recent publications on both technologies,

focusing on the engineering challenges that need to be overcome. Two simplified process simulations ware

used to estimate future performance capabilities, and a cost estimation was conducted for both systems.

The analysis finds that both technologies are capable of providing flexible power output in future energy sys-

tems with high shares of renewable energy sources. While gas turbines benefit from higher technology matu-

rity and availability, SOCs are more efficient and could act as energy storage due to their reversibility (rSOC),

making them a potentially more economical option when considering the whole power-to-gas-to-power chain.

However, both technologies still need to overcome significant engineering challenges, such as flashback avoid-

ance in hydrogen gas turbines and better electrolyte and oxygen electrode materials in rSOCs. Cost-wise, gas

turbines are currently favored over rSOCs, but rSOCs have the potential to decline in costs as mass manufac-

turing comes into play.

Energy system modeling shows that if SOCs become economically viable, they could make large scale usage

of hydrogen turbines obsolete. Additionally, the results suggest that as long as the electricity supply costs stays

to high, electrolysis is not cost-competitive compared to hydrogen import. However, if conservative estimates

of future rSOC costs prove correct, the benefits of combining an efficient electrolyser and fuel cell in a single

device could make up for the higher costs. Both gas turbines and fuel cells based on SOCs are viable options

for providing flexible power output in future energy systems with high shares of renewable energy sources.

The choice between these technologies will depend on their respective costs, efficiency, and performance

capabilities, as well as the specific requirements of the energy system in question. Both technologies can

reduce the overall system costs due to a lower demand of renewable power generation capacities.

However, further model development is needed for a broader discussion of the utilisation of hydrogen in energy

systems. On the one hand, the carbon supply for the synthesis of fuels and chemicals could be identified as

a limiting factor. Limiting the usability of biomass to what is currently assumed to be sustainable potential by

using it to provide heat and electricity and as a carbon source leads to competitive behavior. The utilisation

of residues should also be taken into account in order not to impose restrictive boundary conditions on the

system. Furthermore, the largest influencing variables could not be clearly determined, which makes the use

of a sensitivity analysis indispensable.
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Nomenclature

AEL alkaline electrolysis

EU European Union

FT Fischer-Tropsch

GT gas turbine

H2 hydrogen

MeOH methanol

NG conventional natural gas

NH3 ammonia

PEMEL polymer electrolyte

membrane electrolysis

rSOC reversible solid oxide cell

SNG synthetic natural gas

SOC solid oxide cell

SOEL solid oxide electrolysis

SOFC solid oxide fuel cell

V2G vehicle to grid

WOFF Offshore wind turbines

WON Onshore wind turbines

Appendix A Energy System Model Technology Portfolio

Table 5: Summary of the considered technology portfolio per region and temporal availability, as well as the

associated demand and limitations.

technology regions time span associated demand limitations

power generation
photovoltaic DE, EUa today-2045 electricity local solar irradiation

onshore wind DE, EUa today-2045 electricity local wind potential

offshore wind DE, EUa today-2045 electricity local wind potential

biomass plants DE, EUa today-2045 electricity local biomass potential

hydro power DE, EUa today-2045 electricity today’s capacities

CCGT DE, EUa today-2045 electricity -

nuclear plant EUa today-2045 electricity -

coal power plant DE, EUa today-2030 electricity -

battery storageb DE, EUa today-2045 electricity -

pumped hydro DE, EUa today-2045 electricity today’s capacities

power grid DE, EUa today-2045 electricity -

building-specific heat supply
heat pump DE today-2045 domestic heating predefined demandc

heating rod DE today-2045 domestic/process heating predefined demandc

biomass boiler DE today-2045 process heating predefined demandc

gas boiler DE today-2045 process heating predefined demandc

grid-connected heat supply
heat pump DE today-2045 domestic heating predefined demandc

heating rod DE today-2045 domestic heating predefined demandc

biomass CHP DE today-2045 domestic heating predefined demandc

gas CHP DE today-2045 domestic heating predefined demandc

geothermal energy DE today-2045 domestic heating predefined demandc

base chemicals and energy carriers
electrolysis DE, ES, IT today-2045 H2 -

power-to-x DE today-2045 MeOH, SNG, NH3, FT-fuels CO2 point sourcesd

biomass-to-x DE today-2045 H2, MeOH, SNG, NH3, FT-fuels local biomass potential

polygeneratione DE today-2045 H2, MeOH, SNG, NH3, FT-fuels,

electricity

local biomass potential

hydrogen import DE today-2045 H2 -

hydrogen pipelines DE, ES, IT today-2045 H2 -
a If applicable in specific region.
b Implemented as bi-directional battery electrical vehicle storage: .
c The demand is calculated by an GIS based analysis in [31].
d If applicable to specific technology. This includes cement plants and fossil gas power plants.
e Polygeneration of synthetic energy carriers and electricity from biogenic feedstock.
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Abstract: 

Proton exchange membrane fuel cells have been identified as suitable for vehicle implementation. As for all 
fuel cell types, thermal management is a critical issue: the redox reactions taking place in the membrane 
electrode assembly generate water; a humid membrane is able to enhance transport phenomena, but too 
much water could flood the pathways of reactant gases. Recently, interest has grown with respect to the 
properties of the gas diffusion layer of membranes: its fibres pattern can critically affect water removal rates. 
Computation fluid dynamics represents a powerful tool that can be used for understanding the key design 
factors of fuel cell components to improve the overall performance. Specifically, in the case of the diffusion 
layer, 3D simulation can investigate droplet dynamics and define the optimized surface structure for water 
management. In this paper, optical data and numerical results were combined to characterize the behaviour 
(oscillation, detachment, etc) of a couple of droplets on the woven gas diffusion layer with a structure 
retrieved by using an approach typical of the textile industry. High-spatial resolution imaging allowed the 
evaluation of warp/weft size; these parameters were used for building the 3D mesh for simulations based on 
the Volume of fluid method. The dynamics of droplets, with diameters ranging from 200 to 600 μm, were 
investigated under the effect of a constant 10 m/s airflow for different gas diffusion layer geometries. In 
addition, the cases of the droplet pairs, deposited at different reciprocal distances, were studied by using the 
same methodological approach. Results demonstrated the impact of layer structure on the results obtained 
through simulations; moreover, an optimised design can contribute to control water removal and minimise 
flooding effects. 

Keywords: 

3D CFD, optical visualization, water dynamics, gas diffusion layer 

1. Introduction 
Among the numerous types of fuel cells, Proton Exchange Membrane (PEM) Fuel Cells (FCs) have gained a 
lot of interest in automotive industries due to the absence of pollutant emissions from the end gases pipeline 
and its low operative temperature. PEM FC is an established and reliable technology, but it still presents 
unresolved issues. Among them, water management is one of the most critical, given the need to humidify 
the membrane and the simultaneous risk of flooding the reactant pathways toward the catalyst layer. 

In the last decade, research activities regarding water dynamics in PEM FCs were mainly focused on the 
design and characteristics of bipolar plates [1]: fabrication methods and innovative materials, suitable 
coatings and efficient channel design to simultaneously improve reactants diffusion and water removal rate. 
Those were the routes to further develop PEM FCs. Only recently, the design of properties of cloth Gas 
Diffusion Layer (GDL) have been considered more carefully [2], with the aim of improving water management 
by means of a potentially controlled droplet adhesion on the surface, while also studying flow through GDL. 
In this regard, efforts were mainly directed toward a deep comprehension on how the number and the pores 
dimension [3], fibers radius and distribution [4], porosity and permeability [5-6] and interface between GDL 
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and Catalyst Layer (CL) [7-8] can improve the FCs overall performances: optimization of the design of this 
layer is fundamental since GDL serves both as pathway for reactant gases and escape route for the forming 
water. However, as water emerge from GDL, is also important to boost its removal rate. Thus, starting from 
the well-known concept that the GDL wettability and surface roughness affect water dynamics [9-10], specific 
solutions such as GDL perforation [11] characteristics have been studied to enhance the drainage of the 
water from the electrode to the gas channel and to reduce the risk of flooding. As concern the numerical 
simulation of water detachment/rolling/sliding, both the lattice Boltzmann and the Volume Of Fluid (VOF) 
methods have been widely used to investigate droplet behaviour on the GDL with different channel 
geometry. A common assumption made in these models is to consider a smooth GDL surface [12-13], but 
recently authors started to investigate the role that microgeometry may play in membrane optimal design. 
Hou et. Al [14] used the lattice Boltzmann method to simulate droplet motion on a realistic GDL, confirming 
that a smooth surface led to faster water removal. Liu et al. [15] performed a 3D VOF assuming different 
patterns for the GDL: it was still an impermeable and hydrophobic surface, but they used a striped, dotted 
and waved surface to study the effects of GDL’s microstructure and optimize the shape parameters of those 
“disturbances”. Anyanwu et al. [16] compared the liquid water transport in wave-like channels for smooth and 
rough GDL. They substantially demonstrated that smaller fiber diameters and more ordered and uniform 
microstructure reduced the flooding of flow channels by favouring water removal. Wang et al. [10] performed 
molecular simulation of a droplet and proposed to improve water removal capacity by controlling superficial 
roughness of the GDL. Gao et. Al [4] focused their effort on reconstructing a realistic microgeometry for the 
outer layer of the Membrane Electrode Assembly (MEA) and evaluated the fluid flow through it. The nature of 
the woven structure allowed them to define a primitive cell: the interlaced GDL was represented by serial 
repetition of this primitive element. 

Currently, few research efforts have combined experimental results and simulation analysis related to the 
droplet movement on a real GDL surface. In this paper, optical data and numerical results were combined to 
characterize the behaviour (oscillation, detachment, etc) of droplets on the woven GDL with a structure 
retrieved by using a typical approach of the textile industry. High-spatial resolution imaging allowed the 
evaluation of warp/weft size; these parameters were used for building the 3D mesh for CFD simulations 
based on the VOF method. The single droplets and pairs, with diameters ranging from 200 to 600 μm, were 
deposited at different reciprocal distances and their dynamics were studied under the effect of a constant 10 
m/s airflow. Results obtained by simulations with different microstructure geometries were compared. In 
particular, a completely smooth surface and a hybrid one between the previous two were generated. 

2. Experimental setup 
Water dynamics were studied on the carbon cloth GDL of a Celtec®-P1000 membrane electrode assembly 
(MEA) with an active area of 45 cm2 (6.72 by 6.72 cm). In order to support the CFD simulations, optical 
methodologies were applied to determine the structure of the GDL and the static contact angles of deposited 
water droplets. The GDL texture and profile were visualised by means of an 8-LED ring crown illuminator 
mounted on a 1280x720 digital microscope (Technaxx TX-158). This was equipped with a 1000x digital 
zoom system that permitted to range the spatial resolution up to 5.8 μm/pixel in full chip configuration. In 
Fig.1a-b, the texture with woven fibres is clearly distinguishable. Following an approach derived from the 
textile industry [17-18], a custom routine for image processing was developed by using NI Vision [19]; it 
allowed delineating the GDL geometrical cross-section (Fig.1c). 

 

 

(a)

(b)

(c)

300 m



Figure. 1. GDL carbon cloth texture: (a) experimentally visualised surface and (b) profile; (c) geometrical 
profile used for CFD simulations (units are expressed in μm). 
The GDL surface was mapped in 25 regions of interest 1x1 cm in size (Fig. 2a). On each region, a stainless-
steel needle of a high-precision medical device (NIPRO) was used for depositing several droplets with a 
minimum diameter of 400 μm (due to the internal dimension of the capillary) [19-20]. With the digital 
visualization set-up described previously, droplet morphology was evaluated in terms of diameter and static 
contact angle. The occurrence distribution related to 115 droplets (Fig. 2b) demonstrated that the most 
probable contact angle (CA) for droplet in the 400-800 µm size range was 123±2 deg. This value agreed with 
those considered by other researchers for woven GDL surfaces [21]. The measured contact angles were 
practically constant, as shown in Fig. 3 that reports the average values measured for 9 classes of droplet 
diameters (from 400 µm to 800 µm step 50 µm). Consequently, 123 deg was used as boundary condition for 
the wettability parameter in the CFD simulations. 

 

          
                                 (a)                                                                                (b) 

Figure. 2. (a) MEA with 25 regions of interest highlighted on GDL surface for optical investigations and (b) 
occurrence distribution of droplet contact angles. 

 

 

 
Figure. 3. Average contact angle of 9 classes of droplet diameter. 

 

Droplet dynamics were investigated by using a 512x512 CMOS camera (5000fps in full chip configuration) 
coupled with a 25 mm objective. The setup allowed to achieve a spatial resolution of 55 μm/pixel. The 
exposure time was fixed in order to detect 1000 images per second; the setting represented a good 
compromise between luminosity and temporal resolution. Another image processing procedure developed 
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using NI Vision 2020 was applied for assessing the instantaneous contour and the centre of mass of the 
droplets. For dynamic conditions, 10m/s airflow was provided by a fan positioned at 50 mm from the region 
of droplet deposition; local air velocity was measured with an accuracy of 0.1 m/s by using a hot-film probe. 

Optical investigations were performed in open-channel conditions. Since the air-flow rate and static 
wettability were fixed, the surface roughness was the only parameter that influenced the dynamic wettability 
and the adhesive force at the liquid-solid interface. In real-working configuration, humidity of the reactant gas 
should be considered when evaluating the removal efficacy of droplets from the GDL and flow channel. This 
is due to the fact that phase change phenomena and modifications in surface tension could occur. 
Nevertheless, this study mainly focused on the effects of airflow and GDL roughness on droplet removal; the 
effects of reactant gas humidity was out of the scope of the present work, but will be considered in future 
investigations.  

 

3. Methodology 
 

3.1. GDLs design 

Taking into account the GDL’s microstructural characteristics determined by optical methodologies, CREO 
Parametric 8.0 was used to design the 3D profile. The optical analysis was able to recover the two key 
parameters to reconstruct a realistic geometry: the height and length of the sinusoidal waves that interlaces 
on the surface. These dimensions, together with the width of the weft, were used to trace four sweep 
trajectories for a trapezoidal profile. The four surfaces were then merged and trimmed to obtain a squared 
elemental region. The latter could be used in the “Serial Repetition” CREO function to create a surface of the 
desired dimensions. Figure 4 shows the generation process and the obtained elemental region. Two more 
GDL surfaces were generated: a completely smooth and a hybrid solution one. The generation of the latter 
follow the same methodology showed in Figure 4, but amplitude and length were set equal to 0.075 mm and 
0.4 mm respectively. 

 
Figure. 4. Steps followed in generating the realistic GDL: (a) definition of 4 sinusoidal waves and their 
dimensions; (b) sweep of a trapezoidal profile on the defined trajectories; (c) surface trimming and 
identification of elemental regions; (d) serial repetition of elemental regions. 

 

3.2. Governing equations 

The VOF is one of the most used methods to simulate multiphase flow and it is the one adopted in this 
paper. The main characteristic of this method is that it assigns a numerical value to each cell. This index αq 
represent the fraction of secondary phase presents in the cell; in particular: 

▪ αq = 0, the cell contains pure primary phase, 



▪ αq = 1, the cell contains pure secondary phase, 

▪ 0 < αq < 1, the cell contains a mixture of the two phases, 

given that: ∑ 𝛼𝑞𝑛𝑞=1 = 1                                                                               (1) 

For every cell, with n equals to the number of phases in the flow. Considering two phases (air and liquid 
water), viscosity μ and density ρ are evaluated through a weighted mean as shown in Formula (2) and (3). 𝜌 = (1 − 𝛼) ⋅ 𝜌1 + 𝛼 ⋅ 𝜌2                                                                         (2) 𝜇 = (1 − 𝛼) ⋅ 𝜇1 + 𝛼 ⋅ 𝜇2                                                                                   (3) 

Mass conservation is expressed as: 𝜕𝜌𝜕𝑡 + ∇(𝜌 ⋅ 𝑣) = 0                                                                                      (4) 

A single momentum equation is solved through the domain: 𝜕𝜕𝑡 (𝜌 ⋅ 𝑣) + ∇(𝜌 ⋅ 𝑣 ⋅ 𝑣) = −∇𝑝 + ∇[𝜇(∇𝑣 + ∇𝑣𝑇)] + 𝜌 ⋅ 𝑔 + 𝐹                                 (5) 

The Continuum Surface Force (CSF) model for a two-phase flow can be simplified as: 𝐹 = 𝜎 ⋅ 𝜌⋅𝑘⋅∇𝛼12⋅(𝜌1+𝜌2)                                                                                      (6) 

where σ and k are surface tension coefficient and surface curvature of the interface respectively. 
 

3.3. Domain definition and simulation setup 

The elemental square previously defined was used to model one of the surfaces of a 1x1x4.8 mm box and to 
obtain the simulation domain. The modified surface would represent the hydrophobic and impermeable GDL, 
whilst the others would represent the velocity inlet, pressure outlet and channel walls. The base dimension of 
the cell was set to 0.02 mm. A three layers inflation was added on the GDL. 

Simulations were performed with Ansys Fluent 2022 R1. The whole domain was initialized as still air, then a 
water droplet was deposited on the GDL surface at 1 mm distance from the velocity inlet. Droplets ranged 
from 200 to 600 μm. From 0 to 1 ms of simulation, the inlet would be set to 0 m/s to allow the droplet to 
properly set on the surface. Thereafter a constant airflow of 10 m/s started to push the droplet. The flow was 
assumed to be laminar. Surface tension coefficient between water and air was set to 0.072 N/m and wall 
adhesion model was enabled.  

The pressure-based solver was used for transient 3D simulation. Pressure-Implicit with Splitting of Operators 
(PISO) algorithm was selected for pressure-velocity coupling. PREssure STaggering Option (PRESTO!), 
Second Order Upwind and Geo-Reconstruct schemes were used respectively for pressure, momentum and 
volume fraction. Adaptive multiphase specific time step was adopted to improve solution stability. Simulated 
time was set to 25 ms. 

 

4. Results and discussions 
The typical liquid drainage process inside a GDL flow channel includes droplets emerging, growing, 
detachment, and removal. After the detachment, the airflow drives the liquid droplet out of the channel and 
another droplet emerges from the GDL pore simultaneously [13]. Water removal is mainly realized according 
three modes of movement: rolling, lifting, and break-up [22]. Studies demonstrated that the occurrence of 
each mode was influenced by the airflow rate, while no definitive results on the effects of surface roughness 
were discussed [23]. The first case in which it is possible to immediately identify the importance of a realistic 
interlaced GDL surface is the one that features 300 μm droplet diameter. Figure 5 clearly shows how the 
droplets on the realistic and hybrid surface were able to reach the exit of the closed channel, but with a 
significant time difference with respect to the flat design. 
Dimensions of pores between warp and weft yarns of GDL texture comparable with the droplet diameter led 
to a longer detachment phase and slower movement towards the outlet. Figure 6 shows that at increasing 
droplet size the GDL microstructure decreased its influence on the water removal process; 600 μm droplets 
moved out the channel domain almost simultaneously for the realistic and hybrid case. For a more detailed 
characterization of droplet dynamics, high-speed visualization was applied for diameters of 600±20 μm as 



estimated in static conditions. Fig.7a reports several selected frames of a 50ms sequence recorded for a 605 
μm droplet. In agreement with the literature [24], after liquid deposition (#1) switching-on the fan determined 
around 1 second of droplet contour oscillations (as shown in frames #2-#3) due the balance between 
detaching and retention forces [25-26]. This occurred until a critical local velocity was reached; then the 
droplet started to move in the direction of the air-flow (#4) and reached the limit of the optical region in about 
6 ms. It should be noted that the droplet motion was characterised by rolling rather than sliding. Thus the 
assumption to fix the GDL wettability without differentiating between advancing and receding angles resulted 
reasonable.  
 
 

 
 
 
Figure. 5. Water fraction isosurface (equal to 0.8) for different GDLs for a 300 μm droplet. (a) Realistic GDL, 
(b) Hybrid GDL, (c) Flat channel surface. 

 

 

 

 



 
 

Figure. 6. Water fraction isosurface (equal to 0.8) for different GDLs for a 600 μm droplet. (a) Realistic GDL, 
(b) Hybrid GDL, (c) Flat channel surface. 

The optical data were used for validating the simulation results; Fig.7b shows the comparison between the 
temporal evolution of the distance from the deposition point along the air-flow direction of a 600 μm droplet. 
The experimental results show the average value of the luminous center of mass calculated based on 15 
sequences. The error bars correspond to the standard deviation. The agreement between simulation and 
experiments is very good; the discrepancy observed after 5 ms was due to the open channel condition of the 
optical tests that determined lower pressure forces on the droplet and thus lower acceleration. Nonetheless, 
it can be stated that model validation is satisfactory. 

 

 

 
        (a)                                                                               (b) 

Figure. 7. Visualization of the droplet motion on the GDL (a) and comparison with simulation results (b). 
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Figure. 8. Comparison of droplet mean velocity for all dimensions and cases analysed. 

 

Fig.8 shows the mean droplet velocity for all the analyzed cases. Once again, the graph remarks that the 
importance of GDL microstructure is noticeably higher for smaller dimension, when droplet and pores have 
comparable sizes. However, even in the 600 μm case the droplet mean velocity is around 8% lower for the 
realistic and hybrid case, so still a significant amount. 

Initial water removal time was defined as the instant in which the droplet as a whole surpassed a plane 
perpendicular to the airflow and passing through the middle of the drop when it is deposited. Figure 9 shows 
simulations results. For sure the flat surface is the one that led to faster removal since there are no obstacles 
in the way of the droplet. On the other hand, the pores of the realistic and hybrid surfaces offer a certain 
resistance to the initial rolling of the droplet. Moreover, even though the hybrid case has a lower sinusoidal 
amplitude and a higher wavelength and thus should be more similar to the flat one, it seems to offer more 
initial resistance. This outcome is linked to the fact that it also has a bigger wet area with respect to the 
realistic surface, increasing the adhesive force. These results agree with literature [14-15] that found that the 
GDL microstructure can slow down the droplet motion compared to the smooth surface simplification.  

It worth noting that for both Fig. 8 and Fig. 9 the leftmost column reports a “no detachment” condition for the 
200 μm case, since the droplet get stuck in membrane pores. This is a critical condition for the FC operation, 
since those droplets decrease overall efficiency by: 

▪ blocking reactants flux towards the CL causing flooding and thus cell starvation. 

▪ shielding the incoming airflow, thus reducing water removal rate for downstream drops; as distance 
increases, airflow reattach to GDL and this effect is reduced. 

Water keeps on forming in the CL and the droplet will reach critical dimension and finally be removed. In this 
sense, the design of GDL superficial microgeometry determines critical detachment diameter. 

 

 



 
Figure. 9. Confront on droplet initial water removal time for all dimensions and cases analysed 

 

The following step was to investigate how a second droplet could influence the behaviour of the first one. 
With this purpose, another set of simulation was prepared: a 300 μm droplet was deposited in the same 
position of the single case (1 mm from the inlet, middle of the channel), and a second one was initialized 
further in the channel, at a distance that depended on GDL microgeometry. For the real and the hybrid case, 
the second droplet was deposited in the fourth pore after the first droplet. Figure 10 graphically shows the 
used principle. For the flat case the used distance was the mean of the distances for the two other cases. 

 

 
Figure. 10. Reciprocal positioning of the two droplets on the GDL 

 

Simulated droplets at different time steps are shown in Figure 11. Once again, the effect of microgeometry 
design is highlighted by the difference in flat-realistic cases and realistic-hybrid one. As already seen for the 
single droplet case, the flat surface offers minimal resistance to the rolling of the pair, however the first 
droplet partially shield the second one from the incoming airflow, thus it moves at an higher speed. 
Moreover, the lower the distance between the two droplets, the higher seems to become the speed 
difference. A parametrization of droplet pair diameters and distances could be of interest for future study. As 
concern the realistic case, a similar behaviour was observed, but the mean velocities are lower and the initial 
detachment phase is longer. The comparison of realistic and hybrid case remarked the importance of GDL 
microstructure: in the hybrid case the second droplet was stuck in position due to the shielding of the first 
one and the higher wet area with respect to the realistic one. The hybrid GDL showed the highest exit time 
for this set of simulations. 

 

 



 
Figure. 11. Water fraction isosurface (equal to 0.8) for different GDLs for the 300-300 μm droplets pair. (a) 
Realistic GDL, (b) Hybrid GDL, (c) flat GDL 

 

5. Conclusions 
PEM FCs represent a decisive step in the direction of a cleaner mobility, but it is a device still far from 
optimal operation conditions. Experimental and simulation studies are fundamental to fully develop the 
technology, and in realizing models able to reproduce the actual behaviour of a cell it is important not to 
over-model a phenomenon. The surface microgeometry of a fuel cell is often deemed as negligible in 
channel flow simulations. The aim of this study has been to evaluate the importance of this microgeometry 
and to state if it should be taken into consideration when accounting for water removal rate of a cell. 

The main results of this study can be summarized as follow: 

▪ The importance of pores on the surfaces rises as smaller droplets are considered. Starting from the same 
initial and boundary conditions, the 200 μm droplet on the flat surface was able to reach the outlet, whilst 
for the others GDLs the drop was stuck in the pore. The influence of the surface is lower for bigger 
droplet, however even for the 600 μm droplet the mean velocity difference is around 8%. 

▪ The microstructure also affects the initial water removal time of the droplet. The flat surface is the one that 
shows lower removal time, whilst the other two structures seem to slow down this phenomenon due to the 
presence of pores that work as obstacles for the droplet. In particular, the hybrid case is the slowest one, 
due to the fact that it has a bigger wet area with respect to the realistic surface, increasing the adhesive 
force. 

▪ Simulations showed the influence of a second droplet deposition on different GDLs. Flat surface offers 
the highest water removal rate, while realistic and hybrid cases shows a behaviour linked to 
microgeometry design. In particular, due to the partial shielding effect and the higher wet area of the 
hybrid surface, the second droplet resulted stuck in the pore until it merged with the first one. 

Next steps of the reported activity are planned for further improving the water dynamic modelling and 
evaluate the weight of commonly used approximations on predictive simulations. Specifically, the GDL 
intrusion in the gas channel and surface deformation near the channel ribs due to the clamping pressure of 
the cell will be estimated for a more realistic design. Moreover, the reactant gas humidity in closed channel 
configurations will be considered in the model. These parametric studies are on-going to further shed light on 
the possibility of a design for promoting controlled water removal mechanisms. 

Acronyms 
CA  Contact angle 

CL  Catalyst Layer 

CSF  Continuum Surface Force 

FC  Fuel Cell 



GDL  Gas Diffusion Layer 

MEA  Membrane Electrode Assembly 

PEM  Proton Exchange Membrane 

VOF  Volume Of Fluid 
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Abstract: 

Sustainable synthetic carbon-based fuels can play a crucial role in the sectors of transportation, heating, and 
power, which can be challenging to electrify. Many of these synthetic fuels are based on green hydrogen 
produced by electrolysis. Due to difficulties in the handling and storage of hydrogen, an interesting solution is 
to convert it into hydrocarbons such as methane, with the advantage of using a well-established infrastructure 
and having the drop-in capability to substitute fossil natural gas. 
In the presented study, the partial load and the transient behavior of a sorption-enhanced catalytic reactor for 
methane synthesis is analyzed. This kind of reactor can achieve high conversion through adsorption of product 
water. Its performance is defined and compared to that of a simulated conventional fixed-bed catalytic reactor 
without sorption-enhancement. In particular, the focus is on investigating the response to partial loads and 
load transients. These operating conditions are typically met when the hydrogen production system is directly 
coupled with fluctuating renewable electricity production, and storage is minimized. The results show an 
excellent partial load behavior, and, unlike traditional reactors, sorption-enhanced catalysis did not show 
ignition problems.  
This article points out the strength of sorption-enhanced catalysis applied to the process of carbon dioxide 
methanation in transient and partial load operations both from the point of view of synthesized fuel quality and 
operation stability.  

Keywords: 

CO2 methanation; Sorption-enhanced reactor; Synthetic fuels; Transient operation. 

1. Introduction 
Nowadays, carbon-neutral fuels are considered as an interesting solution for the energy transition in hard-to-
abate sectors. An example is the synthesis of methane from hydrogen and carbon dioxide as a substitute for 
natural gas. 
Methane production is carried out through the Sabatier process, which is characterized by the following 
reaction [1]: CO2 +  4H2 ⇋ CH4 + 2H2O,            ∆𝐻𝑟0 = −165 kJ mol−1                  (R1) 

This strongly exothermic reaction can take place using heterogeneous catalysis in fixed-bed reactors. The 
relevance of this system can be deduced since it has been investigated in many experimental studies [2].  
If the hydrogen feeding the process is produced via electrolysis from a fluctuating renewable energy supply, 
its availability would be discontinuous, and this leads to the need for the storage of either electrical energy or 
hydrogen. In both cases, high storage costs [1] lead to the need to reduce the battery capacity or the volume 
and the number of hydrogen tanks as much as possible. For this purpose, the synthesis reactor must be able 
to withstand continuously changing operating conditions. Therefore, an analysis of the behavior of methane 
production systems with regard to transient and partial load conditions has been developed by the authors and 
is presented in this paper. 
Investigations of the performance of catalytic reactors for methane synthesis at dynamic load conditions 
reported in the literature are mainly focused on the thermal stability of the system [3,4]. This is due to the fact 
that too high temperatures could lead to deactivation and degradation of the catalyst while too low 
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temperatures could lead to failures in igniting the reaction [5]. Moreover, a decrease in reaction yield at 
transient and high load conditions is usually highlighted [6]. 
Many efforts have been made in the scientific community to deal with these problems, and various methods 
have been used to this end. Fischer et al. [7] and Bremer et al. [8] chose to use an adaptive temperature of 
the coolant, the former at the design stage and the latter by adopting a steady state “multiplicity” control 
strategy.  
Another option available for managing the temperature distribution is the use of a reactor with recirculation, as 
investigated in Refs. [9–11]. The recirculation ratio was identified as an additional degree of freedom for 
thermal control. 
With specific reference to the reactor, different approaches, mainly concerning temperature control, were 
evaluated. Stiegler et al. [6] experimentally analyzed the behavior of a rack-type reactor with a high thermal 
conductivity metal structure.  Sun and Simakov [12] simulated a reactor internally cooled by molten salts and 
Kreitz et al. [13] numerically studied a microstructured fixed-bed reactor with a periodically oscillating feed 
composition. Another proposed approach is to dilute the catalyst with an inert material, which was done by 
means of simulation by Fache et al. [14] and both experimentally and numerically by Herrmann et al. [15]. 
In order to address these challenges while preserving high product quality, there are grounds for deepening 
the sorption-enhanced catalysis [16]. 
Therefore, in this study, the behavior of a methanation reactor of the sorption-enhanced type at an unsteady 
operating condition is investigated and presented. In order to do so, the reactor was tested experimentally at 
partial load conditions (i.e. partial inlet flow rates) and during transients (i.e. with single-step or multiple-step 
changes in inlet flow rates). In addition, a model of a catalytic methanation reactor without sorption-
enhancement was set up and its results were compared with the measured data. 

1.1. Sorption-enhanced CO2 methanation 

In the literature, sorption-enhanced methane synthesis reactors have been reported to achieve very high 
conversion yields through the removal of water (which is one of the two reaction products) due to in-situ 
adsorption [16]. Generally, the catalyst bed is composed of a bi-functional material with catalytic and adsorption 
properties. An important difference with respect to systems without sorption-enhancement is the way in which 
the reaction takes place. As shown by Borgschulte et al. in [17], sorption-enhanced methanation reactors differ 
from conventional plug flow reactors in that there is a moving coupled reaction and adsorption front. The 
propagation velocity of the reaction front (which separates the water saturated section of the reactor from the 
unsaturated one) depends on the adsorption capacity of the bed and the amount of water that is produced and 
adsorbed. The greater the amount of water that will interact with a section of the bed, the sooner it will be 
saturated and the faster the reaction front will move on [18]. From an engineering point of view, this means 
that a reactor saturated with water must be regenerated. Consequently, at least two reactors operating 
alternately are needed for continuous methane production. 
As regards chemical kinetics, it should be noted that the removal of water leads to a significant increase in the 
partial pressure of the reactants and especially a decrease in water partial pressure, which leads to improved 
reaction rates.  
In the zone of the reaction front, additional heat is released due to the adsorption process [19] which further 
promotes the conversion. The water adsorption capacity is inversely proportional to the temperature and 
directly proportional to the pressure. This behavior leads to a self-stabilizing effect since the greater the amount 
of adsorbed water, the greater the heat released, but if the temperature rises the bed will be saturated faster 
and the front will proceed [18]. 

2. Materials and methods 

2.1. Experimental setup 

The experimental apparatus involved a fixed-bed oil-cooled catalytic reactor consisting of four reactors 
arranged in parallel (Fig. 1). The bed consisted of pellets of adsorbent material impregnated with catalyst. In 
more detail, it was constituted by zeolite 13X pellets with a diameter of 1.6 mm to 2.6 mm impregnated with 
5 % nickel on a mass basis [18]. In the inlet sectors of the reactors, these pellets were mixed with aluminum 
beads to improve heat transfer in that zone and partially absorb the released heat. This approach was used to 
deal with the problem of the continuous heat release in the inlet sector as reported by Kiefer et al. [18]. 
Each of the four reactors contained a pellet bed with a height of 1 m and a diameter of 32 mm. The reactors 
were cooled by thermal oil flowing into an external jacket in each reactor tube. The temperature was adjusted 
and kept constant with a PID controller (Julabo HT60 thermostat).  



 

Figure 1.  Schematic representation of the sorption-enhanced methanation test rig. 

At the inlet and outlet sectors of each reactor duct the temperatures were measured by thermocouples (Type 
K class A, 1.5 mm jacket diameter) with a sampling period of 2 s. The inlet gas flow was controlled by means 
of mass flow controllers (MFC, Bronkhorst EL-FLOW Prestige) while the pressure was regulated through a 
back pressure controller (BPC, Bronkhorst EL-PRESS) located downstream of the reactor. 
A sample of the produced syngas mixture was taken at the outlet of one of the four reactors and then directed 
to a mass spectrometer (Hiden Analytical RGA) to measure the mole fractions of the different gaseous species. 

2.2. Testing procedure 

Before each experiment, the reactors were heated to the operating temperature of 300 °C via the thermal oil 
and were purged with a stream of inert gas (i.e. nitrogen). After reaching the desired temperature, the reactors 
were purged with methane and the absolute pressure was increased to an operating point of 10 bar. Once 
stable conditions were reached, the reaction was started by flushing a defined mixture of the reactants. A 
carbon dioxide mole flux of 0.4 mol m-2 s-1 was set as the reference condition. The reactant ratio, for the full 
and the partial load tests, was then tuned to be close to stoichiometric conditions with a minimal excess of H2 
to overcome the inaccuracy of the control instrumentation. A small percentage of hydrogen was considered 
acceptable assuming that the produced syngas would be fed into the natural gas pipeline infrastructures. 
The reaction phase of an experiment was terminated when the temperature values measured at the reactor 
outlet showed that the front had reached the end of the reactor. Afterwards, the reactor drying phase was 
initiated and the bed was purged with hydrogen to reach the initial state as regards the water content.  
The partial load behavior of the system was investigated at loads of 25 %, 50 % and 75 % of the reference 
inlet mole flow of carbon dioxide. 
The reaction time is inversely proportional to the load since the less the water is produced, the longer it takes 
to saturate the bed. In each case, the reaction time was not fixed a priori but it was determined through 
temperature and product gas measurements. On this basis, the step variations defined to characterize the 
considered transients were included in these time frames. 

2.3. Mathematical model 

A dynamic model based on Ref. [20] and implemented in Matlab®/Simulink® for catalytic methane synthesis 
reactors was used as a reference for reactors without sorption-enhancement. 
The model was based on the equations of chemical kinetics of the process and on mass and energy balances. 
A one-dimensional approach has been used, discretizing the reactor bed with cylindrical sections in series 
assuming homogeneous properties of the gas mixture in each of them. While the gas flow is assumed as one-
dimensional, the heat exchange with the coolant is estimated with reference to the cylindrical wall surface of 
each section. Changes in pressure, temperature and mole composition are calculated for each section using 
the aforementioned equations, written in differential form and solved using the stiff solver ode15s. 
The kinetic model considered the Sabatier reaction (R1), methanation of carbon monoxide (R2), and reverse 
water gas shift (R3) [1]: CO + 3H2 ⇋ CH4 + H2O,                 ∆𝐻𝑟0 = −206 kJ mol−1                      (R2) CO2 + H2 ⇋ CO + H2O,                    ∆𝐻𝑟0 = +41 kJ mol−1                      (R3) 



Reaction rates were modelled as proposed by Xu and Froment [21], using the following equations: 𝑟𝑅1 =  𝑘𝑅1𝑝H23.5 (𝑝CH4𝑝H2O2 − 𝑝H24 𝑝CO2𝐾𝑅1 ) (𝐷𝐸𝑁)2⁄                                    (1) 

𝑟𝑅2 =  𝑘𝑅2𝑝H22.5 (𝑝CH4𝑝H2O − 𝑝H23 𝑝CO𝐾𝑅2 ) (𝐷𝐸𝑁)2⁄                                     (2) 

𝑟𝑅3 =  𝑘𝑅3𝑝H2 (𝑝CO𝑝H2O − 𝑝H2𝑝CO2𝐾𝑅3 ) (𝐷𝐸𝑁)2⁄                                     (3) 𝐷𝐸𝑁 =  1 +  𝐴CO𝑝CO +  𝐴H2𝑝H2 + 𝐴CH4𝑝CH4 + 𝐴H2O𝑝H2O 𝑝H2⁄ ,                    (4) 

where 𝑘, 𝐾, and 𝐴 are terms of the Arrhenius-type temperature functions. 
The pressure drop in the reactor was calculated using the Ergun correlation [22]. 
Regarding heat exchange, the model of heat and mass transfer in packed beds with fluid flow, as described 
by Tsotsas in [23], was taken as the reference. 
The radial heat flux has been estimated using the global heat transfer coefficient, evaluating the transfer 
coefficient at the reactor inner wall (𝛼w) as follows: 𝑁𝑢𝑤 =   𝛼𝑤 𝑑𝜆𝑓                          (5) 

𝑁𝑢w =   (1.3 +  5𝐷 𝑑⁄ ) 𝜆𝑏𝑒𝑑𝜆𝑓 + 0.19 𝑅𝑒0.75𝑃𝑟1 3⁄                           (6) 

The characteristic length of the Reynolds number is, in this case, equal to the pellet diameter. 
Fluid properties were calculated according to Ref. [24]. In particular, for the calculation of the thermal 
conductivity, the correlation of Mason and Saxena was used, while for the viscosity, the correlation of Wilke 
was applied. 

3. Results and discussion 
As a reference for partial load and transient experiments, a single experiment is analyzed to illustrate the 
operation of a sorption-enhanced catalytic reactor. To this extent, Fig. 2 shows plots of changes in the outlet 
mole fractions of the most relevant gases in the mixture and the temperatures measured respectively in the 
inlet and outlet sectors of the reactor. This experiment has been carried out with a CO2 set flux of  
0.3 mol m-2 s-1 and a CO2/H2 ratio as determined in the sorption-enhanced reaction experiments (see Table 
1). The data reported ranges from the test initial condition (i.e. when no water is adsorbed in the bed) to the 
final condition (i.e. when the bed is completely saturated with water and the conversion process stops). 
In Fig. 2 (a) the composition of the gas mixture at the reactor outlet is reported. The methane content at the 
beginning refers to the gas initially contained in the reactor after increasing the pressure of the system (see 
Section 2.2). The decline in CH4 content corresponds to the point when the produced methane reached the 
reactor outlet.  
It should be noted that when the first synthesized methane reached the reactor outlet, its mole fraction 
undergoes a slight downward peak. This is due to an overshooting of the hydrogen flow rate at the time when 
the reactant input was set through the flow controllers.  
The decrease in methane mole fraction at the end of the test corresponds to the moment when the sorption 
front reached the outlet, which means that a mixture of reactants and products arrived at the outlet due to the 
lack of water removal capability (i.e. there is not sufficient sorption-enhancement taking place anymore). In the 
last part of the measuring period, the behavior of the reactor clearly shows that the synthesis phase has ended 
(usually in real operations the reaction is stopped, and the bed drying phase starts before reaching that point). 
During the sorption-enhanced phase, the content of carbon dioxide was always below 1 %. Moreover, ethane 
and propane were measured below 0.5 % and water below 0.2 % as adjusted during the regeneration phase. 
The temperatures shown in Fig. 2 (b) follow a trend determined by the displacement of the reaction front and 
the heat removal from the catalyst bed. Considering the temperature changes measured in the inlet sector of 
the reactor, it can be concluded that the peak is due to the front traveling through the temperature sensor at 
that point. Afterwards, in the inlet sector of the bed, the reaction takes place without sorption-enhancement 
because it is completely saturated with water. The heat released due to the exothermic reaction causes the 
temperature to stabilize at a value higher than that of the coolant. 
The maximum temperature in the inlet sector is lower than that measured close to the outlet due to the mixing 
of the catalyst bed with aluminum beads. 
 



 

Figure 2.  Outlet mole fractions measured by the mass spectrometer (a) and temperatures measured in the 
inlet and outlet sectors of the reactor (b) using a constant CO2 set flux of 0.3 mol m-2 s-1, and reaction absolute 
pressure of 10 bar. 

Furthermore, a comparison of the behavior of the methanation reactors with and without sorption-enhancement 
that demonstrates the underlying differences of the two systems is shown.  
For this purpose, Fig. 3. shows the simulated steady state temperature profile along the reactor axis of a 
conventional fixed-bed catalytic reactor considering the bed geometry and the operating conditions as 
introduced above for the sorption-enhanced case. More specifically, a CO2 flux of 0.3 mol m-2 s-1, a CO2/H2 
ratio as determined in the sorption-enhanced reaction experiments (see Table 1), an initial reactor temperature 
and temperature control setpoint of 300 °C, and a reaction absolute pressure of 10 bar. Since a discretized 
lumped parameter approach was used, the profile is depicted by steps.   
In the conventional reactor, the temperature profile reaches a steady state as shown in Fig. 3 (it should be 
considered that the section where maximum temperature is reached depends on the value of the inlet reactant 
flow rate). In contrast to this behavior, considering Fig. 2 (b), it can be noted that the temperature peak for 
sorption-enhanced systems is not static, but moves through the reactor together with the reaction front.  
In the following, the partial load (Section 3.1) and transient operation of the system (Section 3.2) are presented, 
while in Section 3.3 the thermal behavior will be discussed. 

 

Figure 3.  Temperature profile along the length of a simulated non-sorption-enhanced reactor with a constant 
CO2 flux of 0.3 mol m-2 s-1, an initial reactor temperature of 300 °C, and a reaction absolute pressure of 10 bar. 

 

 



3.1. Partial load behavior 

The reactor system was analyzed at partial load conditions by repeating the above-introduced experiment (i.e. 
75 % of the reference load) at inlet flow rates of 25 %, 50 %, and 100 % of the reference load.  
Table 1 presents the carbon dioxide conversion determined from the measured outlet gas composition. For 
the sake of comparison, the results are presented for a simulated conventional reactor, an equilibrium 
conversion calculation at a temperature of 300 °C and the measurements on the sorption-enhanced reactor. 
The carbon dioxide conversion was calculated by means of the following equation: 𝐶𝑜𝑛𝑣CO2 = 1 − 𝑥𝑜𝑢𝑡𝑙𝑒𝑡 CO2 𝑥𝑖𝑛𝑙𝑒𝑡 CO2⁄                         (7) 

The measured mole fraction was averaged over the timespan marked in Fig. 2 (a) as "product of sorption-
enhanced reaction". 
For the simulations and the calculation of equilibrium conversion, the actual flux determined from the 
experiments was used. 
The simulation results for the conventional reactor show a decreasing conversion with increasing load, i.e. 
increasing inlet mole flux. This is due to a decreased residence time. 
Compared to the equilibrium calculations, the gap between the equilibrium conversion and the simulated 
conversion in the reactor increases with the load. The changes in equilibrium conversion given in the table are 
due to the changes in the inlet stoichiometry determined for the different load conditions. In contrast to the 
conventional reactor, the CO2 conversion determined for the sorption-enhanced reactor experiments does not 
show a dependency on the load. The conversion is significantly higher than the equilibrium conversion for all 
cases. This goes hand in hand with the above-introduced shift in the chemical equilibrium through water 
removal. 
In addition to the CO2 conversion given in Table 1, Table 2 shows the outlet CH4 content for the simulation of 
the conventional reactor, the equilibrium value, and the average values measured for the sorption-enhanced 
reaction. This is the measurement relevant for the application of the product, e.g. feeding into a gas grid. The 
CH4 mole fraction of the simulation and that of the calculation for the equilibrium were considered on a dry 
basis. 
In addition, for further considerations on sorption-enhanced reactor measurements, the standard deviation of 
the averaged data is also presented. 
The results for the simulated conventional reactor are in line with the trend observed for the CO2 conversion. 
The theoretical maximum CH4 content given by the equilibrium shows the strong influence of the non-
stoichiometric reactant ratio, especially at low partial load. The CH4 content in the product measured for the 
sorption-enhanced reactor shows a dependency on the stoichiometry. The quality of the product is limited by 
the accuracy of the initial mixing and not by the conversion. Furthermore, the low values of the standard 
deviation of the measured data imply that production is highly stable. 
Another major characteristic of the sorption-enhanced reactor system is the duration of the production phase. 
With the aim of exploring this aspect, Fig. 4 shows the duration at the partial load conditions measured from 
the start of the feed supply until detecting an increase in CO2 mole fraction at the reactor outlet above 1 %. 

Table 1.  Partial load CO2 conversion with the corresponding inlet mole fluxes.  

Inlet mole flux 
(mol m-2 s-1) 

Reactant 
ratio (-) 

𝐶𝑜𝑛𝑣CO2 
(-) 

CO2 H2/CO2 Conventional 
reactor simulation 

Equilibrium* at 300 °C 
and 10 bar 

Sorption-enhanced 
reactor measurements 

0.1 4.18 0.9622 0.9985 0.9998 
0.2 4.14 0.9187 0.9960 0.9998 
0.3 4.09 0.8864 0.9902 0.9997 
0.4 4.09 0.8657 0.9892 0.9999 

* Calculations performed using Cantera [25]. 

Table 2.  Partial load CH4 outlet content with the corresponding inlet mole fluxes.  

Inlet mole flux 
(mol m-2 s-1) 

Reactant 
ratio (-) 

Outlet CH4 mole fraction 
(%) 

CO2 H2/CO2 Conventional 
reactor simulation 

Equilibrium* at 300 °C 
and 10 bar 

Sorption-enhanced 
reactor measurements 

0.1 4.18 82.965 84.116 84.548    (std: 0.625) 
0.2 4.14 73.682 87.053 88.063    (std: 0.454) 
0.3 4.09 67.476 89.097 91.565    (std: 0.435) 
0.4 4.09 63.852 89.269 92.364    (std: 0.460) 

* Calculations performed using Cantera [25]. 



 

Figure 4.  Actual durations of the production phase and calculated durations in the case of constant adsorption 
capacity at different partial loads with the mass of adsorbed water under the same conditions. 

In addition, to the measured durations, those that would have been encountered if the adsorption capacity 
were constant and equal to that found at the lowest load are included in the figure. Furthermore, on the 
secondary vertical axis, the amount of water adsorbed at the corresponding conditions is presented. The water 
adsorbed (and consequently the adsorption capacity of the reactor) was estimated by multiplying the duration 
by the water production calculated from the conversion of the inlet CO2 flow rate.  
In an ideal system, the water adsorption capacity would be constant for the different load conditions. In Fig. 4, 
however, a decline in this capacity with increasing load can be seen. The measured durations of sorption-
enhanced reactions are slightly shorter as the adsorption capacity decreases. 
This behavior goes hand in hand with observations reported in Ref. [18], where it was contributed to increased 
bed temperatures and less distinct reaction fronts caused by kinetic limitations. This is an important aspect to 
consider when designing similar systems. 

3.2. Transient response 

The sorption-enhanced reactor system was assessed to load changes by investigating the system response 
to single and multiple subsequent steps in the feed flow rate. For the single step, the system was operated at 
100 % of the load for 6 min, then the load was reduced to 25 % for 6 min and increased again to 100 % 
afterwards. Figure 5 (a) shows the outlet mole fraction of the species measured in the gas mixture at the outlet 
with reference to the single step case. As a multiple step case, the procedure was repeated with three steps 
lasting 3 min each as shown in Fig. 5 (b). Figures 5 (c) and 5 (d) show the respective feed flow rates as set by 
means of the mass flow controllers.  
Figure 5 (a) presents the same characteristic features of methane synthesis that were evaluated in Fig. 2 with 
respect to the steady state case. In addition, it can be seen that the downward spike in methane fraction relates 
to the time when the step was imposed by decreasing the inlet flux. The same general behavior can be seen 
in Fig. 5 (b). 
As the transition between one load to the other occurs, the methane content gradually changes to the levels 
obtained when the steady state is reached in the partial load tests. In fact, as presented in Table 2, the outlet 
methane mole fraction value changes for different tests at partial load.  
The spikes in the hydrogen fraction are related to the change in the H2/CO2 ratio used in the corresponding 
partial load conditions. When considering the carbon dioxide outlet fraction, it can be argued that the steps 
have no impact on CO2 conversion. 

3.3. Effect on temperature 

As a final analysis, the maximum temperature values measured during the different load and transient 
conditions are analyzed. These temperatures correspond to the peaks of the front measured in the reactor 
inlet and outlet sectors. In this regard, Table 3 shows that the variation of these peaks is limited for the different 
load conditions. The values measured at the inlet are lower than those at the outlet because, as mentioned 
earlier, in the first section of the reactor the catalyst was mixed with aluminum beads. 

 



 

Figure 5.  Outlet mole fraction as measured by the mass spectrometer in the case of single step input (a) 
and multiple step input (b); inlet flow rate of reactants in the case of single step input (c) and multiple step 
input (d). 

Table 3.  Maximum temperatures observed in the cases analyzed. 

Partial load/step 
response 

Maximum temperature 
measured at the inlet sector (°C) 

Maximum temperature measured 
at the outlet sector (°C) 

25 % load 323.5 333.8 
50 % load 328.3 338.1 
75 % load 332.0 338.0 
100 % load 
Single step 

Multiple step 

331.7 
326.2 
323.4 

340.8 
339.4 
339.5 

 

The location where the front is present at any given time experiences maximum conversion and concurrently 
maximum heat release due to both the exothermic nature of the reaction and that of the adsorption process. 
The local increase in temperature improves the chemical kinetics of the reaction and increases the conversion 
of the reactants to the products. The faster the water is produced, the more rapidly the bed will be saturated 
and consequently the front will move along the reactor axis. Since the temperature peak is not static, the 
system is able to handle the problem of hot-spot formation. This is not the case in conventional fixed-bed 
catalytic methanation reactors where, as explained when discussing Fig. 2, the temperature peak at a given 
flow remains steady. 

4. Conclusion 
In the perspective of sustainable fuel production from renewable sources, an investigation of methane 
production at transient and partial load conditions was presented. The potential of sorption-enhanced catalysis 
applied to the methanation of carbon dioxide has been analyzed for its potential of having high conversions at 
flexible operation conditions.  
To this extent, the behavior of an oil-cooled fixed-bed methanation reactor with a bi-functional catalyst has 
been experimentally tested and compared to a dynamic model of a fixed-bed reactor without sorption-
enhancement. 
Partial load conditions were tested in terms of varying reactant flow rates. Furthermore, transient load changes 
were investigated by evaluating the response to abrupt changes from a partial load to another. These 
responses were evaluated considering conversion and thermal stability, which is the main issue discussed in 
the literature for conventional catalytic reactor systems. 
The results show exceptional thermal stability of the system in response to transients, despite  the exothermic 
nature of both the methanation reaction and the adsorption phenomenon. The system is able to autonomously 
manage the temperature so that deactivation of the catalyst by thermal degradation is avoided. Nonetheless, 
the sorption-enhanced catalyst allows for full conversion without ignition problems. 
From the point of view of product quality, the sorption-enhanced reactor shows an excellent CO2 conversion 
above 99.97 % independent of the load. In contrast, the simulation results for a conventional catalytic reactor 
of the same size show a CO2 conversion ranging from 96.2 % to 86.7 %, which decreases as the feed flow 
rate increases. Sorption-enhanced reactors achieve higher CO2 conversions than those calculated for an 



equilibrium reactor, due to the continuous water removal. The conventional reactors simulated in this study 
approach the theoretical equilibrium conversion for low flow rates.  
Another characteristic of the sorption-enhanced reaction is the existence of a coupled reaction and adsorption 
front moving through the reactor. The duration of a sorption-enhanced reaction phase is determined by the 
water adsorption capacity of the catalyst bed at the given conditions. Consequently, decreasing the load leads 
to slower movement of the front through the reactor. It was observed that the adsorption capacity of the reactor 
slightly decreases with the increasing load, which was attributed to transport limitations in the reactor bed. 
Nonetheless, this allowed the system to operate at low partial loads. 
The investigations of step responses to analyze the transient behavior showed that there is no influence on 
the CO2 conversion, which stays constantly high throughout the sorption-enhanced production phase, even 
for abrupt load changes. This is beneficial considering the direct coupling with the fluctuating supply of 
reactants. The characteristics identified help to design power-to-gas systems and to minimize electricity or gas 
storage as the system can be operated at very low partial loads during phases with a low wind speed or solar 
irradiation. 
Based on these results, this paper shows the excellent performance of sorption-enhanced catalysis during 
transient operations or at partial load conditions in the perspective of coupling methane synthesis with 
renewable energy sources.  
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Nomenclature 𝐴𝑗  adsorption constant for species j 𝑑  pellet diameter, m 

D  reactor diameter, m ∆𝐻𝑟0  standard reaction enthalpy, kJ/mol 𝑘𝑖   rate coefficient of reaction i, kmol/(kgcat h bar) 𝐾𝑖   equilibrium constant of reaction i 

Nu  Nusselt number 𝑝𝑗  partial pressure of the species j, bar 

Pr  Prandtl number 𝑟𝑖  rate of reaction i, kmol/(kgcat h) 

Re  Reynolds number 𝑥𝑗  Mole fraction of species j 

Greek symbols 𝛼  heat transfer coefficient, W/(m2 K) 𝜆  thermal conductivity, W/(m K) 

Subscripts and superscripts 𝑓  fluid 𝑤  wall 
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Abstract: 
Hydrogen production through water electrolysis can play a role in the decarbonisation of energy systems when 
powered by electricity obtained from low carbon energy sources. The decision of deploying hydrogen 
technologies at a large scale in the future implies to get a comprehensive overview of the benefits and 
drawbacks on a variety of impacts compared to other alternative energy supply scenarios. The aim of this 
study was to perform a dynamic techno-economic and environmental impact assessment of renewable-based 
hydrogen supply chains relying on some of the characteristics of the GreenHysland EU deployment project in 
Mallorca (Spain). In this paper the optimization of the design and operation conditions of two hydrogen 
transport modes (trucks and pipeline) has been addressed for the supply of hydrogen to fuel cell buses and 
considering the possibility of injecting hydrogen into the natural gas grid. These hydrogen chains were 
assessed using PERSEE dynamic optimization tool developed at CEA relying on a Mixed Integer Linear 
Programming approach. A front of optimal solutions has been obtained considering both economic (Net 
Present Value) and environmental (cumulated equivalent carbon dioxide emissions) optimization criteria. 
Finally this study emphasizes the potential interest of such dynamic optimization approach to support impact 
assessment in pre-design phases of hydrogen projects complying with current and future greenhouse gases 
savings assessment methodologies defined at European level (e.g. RED II and related Delegated Acts) and 
corresponding green or low carbon hydrogen certification processes. This initial work opens the way to several 
perspectives for improvement in order to increase the robustness of these energy chain comparisons including 
sensitivity studies and the consideration of a broader set of environmental impact categories. These 
improvements are being reviewed by the research team and will help achieve a more complete analysis of the 
impacts of potential large-scale hydrogen deployment scenarios in the future energy mix of the Balearic 
Islands. 

Keywords: 
GreenHysland; Hydrogen; Supply chains; Optimization; Environmental impacts; Scenarios; PERSEE. 

1. Introduction 
1.1. Context: the GreenHysland EU project 
The study presented in this paper has been performed in the frame of the GreenHysland EU project. This five 
years project (2021-2025) aims to deploy a fully functioning hydrogen (H2) ecosystem on the island of Mallorca 
(Spain), turning the island into the first H2 hub in Southern Europe [1]. The project comprises: 
▪ The development of hydrogen production, transport and distribution infrastructure (green hydrogen 

production plant, hydrogen truck trailers, deployment of a hydrogen pipeline and hydrogen refuelling 
station) 



▪ The demonstration of three types of end-use applications (hydrogen vans and buses, stationary fuel cells 
and hydrogen injection into the natural gas grid). 

In addition to the technical aspects, the project also addresses the analysis of the economic, environmental 
and social impacts of the potential larger scale deployment of hydrogen as an energy carrier in the Balearic 
Islands. Part of these studies relies on dynamic simulation and optimization of current and future energy 
chains. Therefore, in the present paper, a methodology for a first analysis of hydrogen supply scenarios in the 
Balearic Islands is addressed considering economic and environmental evaluation criteria. 
1.2. Topic of the paper 
1.2.1. Disclaimer 
The study presented in this article contributes to the development of appropriate methodologies for impact 
analysis activities planned within GreenHysland project. The authors do not pretend to provide here an 
evaluation of economic or environmental performance of the project in itself. The case study detailed in this 
paper consists in a theoretical evaluation of an energy system inspired by some of the technical characteristics 
of the project. This theoretical evaluation aims at illustrating a multi-criteria optimization methodology based 
on dynamic simulation. This study does not refer to potential hydrogen upscaling scenarios within the Balearic 
Islands 

1.2.2. General objectives 
The main goals of this study are: 
▪ To illustrate how a multi-criteria optimization approach based on dynamic modelling can help assessing 

hydrogen supply chains from an economic and environmental impacts perspective; 
▪ To provide insights about the most influencing components regarding cost and environmental emissions 

breakdown of these hydrogen chains. 
We consider a theoretical case study relying on some of the characteristics of the GreenHysland project. This 
case study (described in Section 2) consists in a hydrogen energy chain comprising a 7.5 MW electrolyzer 
connected to a local PV plant and to the local electrical grid. The end-use applications consist in five hydrogen 
fuel cell buses and a flexible hydrogen injection into the natural gas grid. Two hydrogen transport modes are 
considered (truck trailers and pipeline) for connecting production and end-use applications separated by a 
distance of 30 km. 
The main originality of the work relies in the simultaneous optimization of economic and environmental criteria 
considering all types of emissions (direct from fuel consumption, indirect from electricity consumption, and 
indirect from equipment manufacturing) within a dynamic optimization approach. 
1.3. Background about optimization of hydrogen energy chains 
1.3.1 Evaluating the carbon content of hydrogen 
Hydrogen as an energy carrier is widely considered as one of the technologies that could help decarbonizing 
several energy demand sectors. However, this statement depends on the direct and indirect environmental 
impacts generated from the primary energy from which hydrogen is produced as well as life cycle impacts of 
the newly developed technologies over the whole hydrogen supply chains. As an example, water electrolysis 
is often considered as an environmental-friendly method for hydrogen production. However even though 
hydrogen produced by electrolysis tends to minimize environmental impact, the impact is not zero since 
electricity production involves environmental footprints as well as electrolysis and associated processes such 
as water treatment and desalination [2].  
Hence several initiatives are being undertaken at National, European and International levels in order to 
support ramping-up of clean hydrogen market and related industry in the next years and decades by setting 
new rules and certification processes. The new version of the European Renewable Energy Directive 
commonly referred as RED II (2018) defines the global rules and targets for increasing deployment of 
renewable energies across European Union. Complementary to this directive, a specific Delegated Act recently 
published (February 2023) establishes a “Union methodology setting out detailed rules for the production of 
renewable liquid and gaseous transport fuels of non-biological origin” (RFNBO). These rules refer to 
consideration of additionally (new dedicated renewable power plants associated with hydrogen production 
plant), temporal correlation (from calendar month basis to hourly correlation basis) and geographical 
correlation (notion of bidding zone). Another Delegated Act establishes the minimum threshold for greenhouse 
gas emissions savings of RFNBO fuels at -70% compared to reference process. Complementary to the RED 
II directive and Delegated Acts, several initiatives (such as CertifHy, IPHE or GH2 standard) have been 
launched in order to define green or low-carbon hydrogen certification process). For instance, the so-called 
GH2 standard has been established by the Green Hydrogen Organization which refers to "near-zero 
greenhouse gas emissions". This standard requires green hydrogen projects to operate at a level of emissions 
less than or equal to 1 kgCO2-eq per kgH2, taken as an average over a 12-month period [3]. However, GH2 
considers emissions only during hydrogen production, without evaluating them in later stages of the process, 



such as in hydrogen transportation, end-use applications, and so on. Therefore, if a study scope includes 
transportation, the expected emissions might be higher than 1 kgCO2-eq per kgH2. 
Hence, hydrogen stakeholders may be facing a new challenge regarding the appropriate and optimized size 
and operation of hydrogen equipment to fulfill the GHG requirements while maximizing the profitability of the 
production plants. Multi-criteria optimization techniques relying on dynamic simulation could help addressing 
this issue and then providing support to investment decision and daily operation of hydrogen plants. The next 
sections provide some background information about optimization approaches (section 1.3.2), multi-objective 
optimization (section 1.3.3) and environmental information in energy system optimization tools (section 1.3.4). 
Finally, section 1.3.5 presents the PERSEE optimization tool that has been used in the frame of this study. 

1.3.2 Optimization approaches 
Despite the various benefits resulting from renewable energy and hydrogen production, there are still new 
issues to overcome, such as system losses caused by inadequate operation, sizing or selection of location 
and sizing of systems [4]. By including optimization techniques, the design and operation of energy systems 
can be addressed, resulting in more efficient and cost-effective scenarios [5]. 
Numerous optimization techniques have been implemented in this area, and one of the most widely used is 
mixed integer linear programming (MILP) [6]. The main advantage of a MILP Solver method is the accuracy 
of the solution. If the problem is well defined, the solution found with the use of MILP Solver is the global 
optimal solution of the problem. The other advantage is that the optimal dispatch is found without the need to 
adjust the operating strategy of the units [7]. 

1.3.3 Multi-objective optimization methodology 
Energy system optimization inherently involves multiple and conflicting objectives. As way of example, the 
most efficient energy processes are not necessarily the most economical ones, or a system with low CO2-eq 
emissions can suppose high investment costs. Therefore, energy system optimization is much more realistic 
and reliable if different evaluation aspects, such as cost, technical and environmental concerns, are explicitly 
taken into account. This can be accomplished by giving them an explicit role as objective functions, rather than 
aggregating them into a single economic indicator objective function [8]. Thus, the problem of optimizing 
energy systems can be addressed with a multi-objective approach, where the solution vector is not determined 
by a single technical solution, but by a set of optima. The optimal solution points form what is commonly 
referred to as a non-dominated set or Pareto optimum. For each of the Pareto arrangements, improving one 
objective without worsening another is not possible. For the calculation of the Pareto front, the epsilon-
constraint method is widely used, especially for cases where there are two objectives. This is due to the fact 
that it provides high reliability of the results within brief computational time [9]. 

1.3.4 Environmental information in energy system optimization 
Optimization techniques are used in various simulation software packages to plan energy systems. These 
pieces of software have been developed not only to evaluate the technical and economic potential of energy 
systems, but also to simplify the design and operation process of systems that include renewable sources 
maximizing, at the same time, their profitability [10]. Even though the use of software programs seeks to 
maximize the use of renewable energies and thus, minimize the environmental impact, most of them do not 
include environmental impact as a decision variable [11]. Moreover when environmental information is 
considered the impact related to equipment manufacturing is often excluded from the analysis perimeter. 
In order to obtain and include environmental information in an optimization problem, a Life Cycle Analysis 
(LCA) of all components of the energy system must be performed. LCA is a standardized methodology 
developed to assess the environmental impacts of a product, a process or even a system [12]. Despite the 
fact that different LCA software have been developed over the past two decades, the research community has 
always developed its own software implementations that could be adapted and extended to build advanced, 
non-standard LCA models. As a way of example, Brightway version 2 has been developed since 2012 as an 
open source Python-based LCA framework, and has been widely used throughout the research community 
[13]. This software has been chosen for this study due to its flexibility for building parametrized environmental 
impact models (see Section 2.4.2). 

1.3.5 PERSEE optimization tool 
The technical and economic study presented in this paper is carried out with PERSEE software developed at 
CEA by members of LSET laboratory in Grenoble, France. PERSEE is a tool for optimizing the sizing and 
management of multivector energy systems, based on MILP formulation [14]. The software allows the 
modeling and multi-objective optimization of energy systems, such as industrial processes or energy 
production facilities. Two approaches can be implemented. If the size or production capacity of an existing 
facility is already known, optimization is performed to optimally extrapolate its performance over several years 
of operation. Conversely, if the facility size or production capacity is an unknown variable, it is optimized in 
order to determine the system optimal management. Whatever the case, from all the information entered by 



the user, PERSEE creates a system of equations containing the objective function and all the constraints of 
the problem. Subsequently, this system of equations is solved using a commercial solver, such as Cplex. 
As regards the multi-optimization criteria, PERSEE software works with the Net Present Value (NPV) and the 
cumulated greenhouse gases emissions over the entire industrial project lifetime. In order to build the front of 
optimal solutions, the epsilon-constraint method is currently implemented. Once the environmental, technical 
and economic constraints are set, the optimization is spread over a period of one year, with a specific time 
step, for example, one hour. Then PERSEE has to meet the imposed constraints maximizing the NPV and/or 
minimizing CO2-eq emissions.  

2. Case study 
2.1. System description 
As it was mentioned before, the study presented in this paper is based on the GreenHysland hydrogen hub. 
Some of the characteristics of the GreenHysland project are used as a reference situation from where several 
scenarios are created. In this section, the overall flowsheet of the theoretical case study is described. Figure 
1 shows a schematic representation of the case study general architecture.  

 
Figure. 1.  Illustration of the considered hydrogen supply chains and applications. 

As it can be seen in Figure 1, hydrogen is produced via water electrolysis. The green hydrogen production 
facility is placed in the municipality of Lloseta, at almost 30 km northeast from the capital city Palma de 
Mallorca. The electrolyzer plant mainly includes a 7.5 MW Proton Exchange Membrane (PEM) electrolyzer, 
compressors, and on-site hydrogen storages to allow desynchronizing hydrogen production and demand. 
Regarding energy sources, the electrolyzer is coupled to the electricity generation of a photovoltaic park 
located also in the municipality of Lloseta. This solar farm has a generation capacity of 8.56 MWp [1]. Additional 
power can be obtained from the Islands’ electricity power grid. 
Once produced, we assume that the hydrogen is compressed and subsequently transported to Palma de 
Mallorca to supply two applications: public transport mobility (hydrogen buses) and hydrogen injection into the 
Mallorca’s gas grid. 
▪ In the first end-use application, hydrogen is used as a fuel for a fleet of five fuel cell buses. As the buses 

refuelling station is placed in Palma de Mallorca, hydrogen must be transported 30 km from Lloseta 
municipality to the capital city. Each bus has five 350bar hydrogen tanks of 312 liters each, which makes 
1,560 liters in total. We assume that this volume is equivalent to a usable capacity of 37.5 kg of hydrogen. 
It is supposed that all buses are refuelled once a day, hence ~70 tons of hydrogen are needed in a complete 
year corresponding to an average flowrate demand of 8 kg/h. 

▪ For the second end-use application, green hydrogen is injected into the Mallorca’s natural gas network. 
The injection point is supposed to be also in the capital city, therefore, 30 km hydrogen transport has to be 
considered. In this case, we consider a maximal allowable hydrogen injection flow rate of 4% of the natural 
gas volumetric flow. 

For both applications, two hydrogen transport modes are considered: truck trailers and hydrogen pipeline. 
2.2. Perimeter of economic and environmental evaluations 
The environmental impact considered in this study is limited to greenhouse gases (GHG) emissions. As shown 
in Figure 1 the environmental analysis perimeter comprises the whole direct and indirect emissions of the 



hydrogen supply chains. The cumulated emissions 𝐸  (kgCO2-eq) are calculated considering direct 
emissions 𝐷𝐸 ,  during each hour 𝑡 over year 𝑖 (e.g. from diesel combustion in truck trailers), indirect emissions 𝐼𝐸𝐺 ,  related to grid electricity consumption, indirect product emissions 𝐼𝑃𝐸  related to manufacturing of 
element 𝑒𝑙 of the energy system (also referred as “capex-related emissions”) and avoided emissions 𝐴𝐸 ,  
related to substitution of diesel in buses by hydrogen and substitution of natural gas in the grid by hydrogen 
(this study only compares the avoided emissions in terms of fuel substitution and not the technological 
equipment involved in the fuel substitution; it is beyond the scope of the study to compare impacts of 
manufacturing of diesel buses and hydrogen buses). Equation (1) presents the calculation of the cumulated 
emissions considering a project lifetime of 𝑌 years, an annual operating time 𝐻 of 8760 hours, a number of 𝑁 
elements and annual hydrogen production 𝑀𝐻2,𝑖 (kgH2). Then the specific emissions 𝑒  (kgCO2-eq/kgH2) are 
obtained by dividing the cumulated emissions 𝐸  by the cumulated hydrogen production 𝑀𝐻2 (kgH2) over 
the a 𝑌 years. 𝐸 = 𝐷𝐸 , + 𝐼𝐸𝐺 , + 𝐼𝑃𝐸 − 𝐴𝐸 ,  (1) 

As shown in Figure 1 the same perimeter has been considered for the economic analysis. PERSEE minimizes 
the total cost function 𝑓(𝑥) presented in Eq. (2) which is the opposite of the Net Present Value. This equation 
shows that the cost of each element 𝑒𝑙  of the energy system is computed considering specific capital 
expenditures 𝐶𝐴 (€ per unit size) and size 𝑆 (in the present study, only the sizes of 60bar and 300bar stationary 
hydrogen storage systems are optimized) as well as yearly operational expenses comprising direct operation 
and maintenance costs 𝑂𝑃 (€/year), energy buying costs 𝐵𝐶 (computed from hourly grid electricity price data 
in our case) and selling price 𝑆𝑃 (hydrogen prices for mobility application and gas grid injection application). 
These operational expenses are computed considering hourly dynamic flux over each year of operation. 𝑓(𝑥) = 𝐶𝐴 ∗ 𝑆 + 𝑂𝑃 + 𝐵𝐶 ∗ 𝐹𝑙𝑢𝑥 ∗ 𝐷𝑡 − 𝑆𝑃 ∗ 𝐹𝑙𝑢𝑥 ∗ 𝐷𝑡(1 + 𝑘)  (2) 

2.3. Optimization approach 
2.3.1 Scenarios 
In the present study a multi-criteria optimization of three hydrogen supply scenarios is addressed: 
▪ [Truck scenario]: We assume that tube trailers are used to transport hydrogen from Lloseta photovoltaic 

plant to Palma de Mallorca, where the applications of mobility and injection into the natural gas grid are 
placed. In this case, it is assumed that all hydrogen produced by the PEM electrolyzer is transported by 
trucks. Here, 2 trucks are used to supply hydrogen to the refuelling station, whereas other 4 are involved 
in potential hydrogen injection into the natural gas grid. These numbers of trucks have been pre-determined 
based on electrolyzer maximal flowrate, hydrogen demand and unitary truck capacity ensuring, therefore, 
permanent availability of transport capacity at production site. 

▪ [Pipeline scenario 1]: A pipeline is used for the transport of hydrogen from Lloseta to Palma. 
▪ [Pipeline scenario 2]: In this scenario, the pipeline capacity is supposed to be oversized by a factor of 10 in 

order to cover an increase in the hydrogen production capacity of the production plant, compared to the 
initial value (135 kg/h). Therefore, the capital cost and embedded Greenhouse Gases (GHG) emissions of 
the pipeline are adjusted, being divided by 10. 

2.3.2 Optimization variables 
Table 1 provides an overview of the optimization variables considered in this study. 

Table 1.  Optimization variables 
Type of optimization variables Variables Units 

Size of components 
300bar stationary storage capacity (Truck scenario) 
60bar stationary storage capacity (Pipeline scenarios) 

kg 
kg 

Power or mass flow management 
(dynamic optimization of operation) 

PV electricity consumption 
PV electricity injection to electrical grid 
Grid electricity consumption 
PEM electrolyzer production 
H2 injection in NG grid at 4%vol max 

MW 
MW 
MW 
kg/h 
kg/h 

2.3.3 Multi-criteria optimization method 



The optimization of the energy system is performed by using the economic objective function and restrictions 
on total CO2-eq emissions. In order to build the Pareto front, two mono-objective optimizations are performed. 
In the first one, NPV is maximized without applying any CO2-eq emissions restrictions. In the second one, CO2-

eq emissions are minimized. This allows to obtain the extreme points of the Pareto front. Afterwards, the internal 
points in the front are determined by selecting 10 equidistant CO2-eq emissions values between the two extreme 
points (highest and lowest CO2-eq emissions cases). Each of them is fixed as a CO2-eq emissions constraint in 
subsequent mono-objective optimization problems, where the NPV is maximized. This means that 10 NPV 
optimization runs are generated for each hydrogen transport scenario, in which a restriction value of maximum 
CO2-eq emissions is set. 

2.3.4 Project lifetime and discount rate 
We assume a project lifetime of 20 years. However, as it is explained in the following section, data series are 
based only on information of the year 2019. For this reason, each time series is replicated over the years in 
order to guarantee the optimization over the 20-years period. The Net Present Value optimization is performed 
considering a discount rate of 7%. 
2.4. Data sources and assumptions 
A summary of all numerical assumptions is given in Appendix of this paper. In the following paragraphs, we 
provide more details about the sources and construction of input temporal data and environmental data. 

2.4.1 Temporal data 
The Table 2 provides the list of temporal data used in the present study. 

Table 2.  Input temporal data considered in the study 
Type of temporal data Units Sources and characteristics 
PV production MW PVGIS platform (Lloseta location) 

Grid electricity price and 
emissions 

€/MWh & 
CO2-eq/MWh 

UIB personal communication and additional calculations related to emissions 
from HVDC mainland connexion 

Maximal allowable hydrogen 
injection 

kg/h 4%vol of natural gas (NG) consumption 
NG consumption approximated from electrical production 

Hydrogen demand for fuel cell 
buses 

kg/h Considered constant 8kg/h 

 
Data of the hourly power generation mix and its CO2-eq emissions in 2019, as well as the hourly electricity spot 
price in 2019 in the Balearic Islands were provided by the Industrial Engineering Department of the University 
of the Balearic Islands. Even though data series from 2020 and 2021 were also available, they were not 
considered in the present study given that both 2020 and 2021 were atypical years due to the COVID-19 
pandemic. As it was mentioned before, hydrogen demand for the mobility application is fixed at 8 kg/h. This 
constant value might not be representative of the real hourly hydrogen demand profile due to the fact that 
demand can vary, for instance, from summer to winter when the amount of tourists visiting the Islands is 
considerably lower. However this value represents a fixed constraint which forces the system to produce 
hydrogen to supply the demand. Thanks to this constraint, in the optimization problem there is at least one 
constant hydrogen demand to fulfil. In the case of hydrogen demand for injection into the natural gas network, 
a maximum constraint of 4% in volume of the existing natural gas flow is considered. As no information 
regarding real consumption of natural gas could be found, a roughly estimation is performed. It is supposed 
that all the natural gas sent to the Island is used exclusively for power generation. Figure 2 represents the 
maximum hydrogen mass flow that can be injected in to the natural gas grid.  
 

 
Figure. 2.  Illustration of the yearly maximal hydrogen mass flowrate injection considering a limit of 4%vol of 
hydrogen in natural gas. 



2.4.2 Environmental data 
In order to obtain the results of the direct and indirect emissions of the different components of the system, it 
is necessary to define the boundaries and the impact categories. In this case, only the end-of-life stage of the 
components is not considered. In addition, the environmental impact category selected for the Life Cycle 
Impact Assessment (LCIA) is the Global warming potential of the EV3.0 method. Ecoinvent 3.8 database 
[15,16] is used for the selection of the activities for the diverse components. It is important to highlight that 
when selecting the Ecoinvent activities, a geographic prioritization is established. For this study, priority is 
given to Spain data in the database. If there is no Spain reference, European data (RER) is selected and, if 
the latter is not available, "global" (GLO) and "rest of the world" (RoW) data is chosen. In the next paragraphs 
a description of the environmental aspects of some elements of the system is presented (all other input data 
are available in the Appendix).  
2.4.2.1 Compressor 
In the case of the compressor, in order to obtain the CO2-eq emissions values, the study published by 
Ghandehariun and Kumar [17] is used. Since the assumptions between the literature and the studied system 
are different, particularly the system capacity, the exponential rule in Eq. (3) is applied for the calculation of 
energy and material inputs. In this way, the mass of the components and the energy required for compressor 
manufacturing are adapted to the system size, based on the study reported by Lee et al. [18]. m , = m , × (PP )  

 

(3) 

Where m is the mass (or energy input), P the system capacity and f the scale factor. 
This equation is used for the different components of the Balance of Plant (BOP) for electrolyzers. However, 
information must be adjusted in such a way that it can be added to the MILP optimization problem. Therefore, 
the value of the environmental impact, expressed in kgCO2-eq, has been calculated for different compressor 
capacities and a linear regression was made resulting in the linear function expressed in Eq. (4) where 𝐼𝑃𝐸  refers to indirect production emissions (kgCO2-eq) of compressor manufacturing and 𝑃𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟 
refers to compressor electrical power (MW). 𝐼𝑃𝐸 = 258027 ∗ 𝑃 + 24217  (4) 

2.4.2.2 Hydrogen Storages and Pipeline transportation 
Equations 5, 6 and 7 provide the considered linear functions for calculating indirect product emissions 𝐼𝑃𝐸  (kgCO2-eq) related to the manufacturing of type I tank for 60bar storage, type II tank for 300bar 
storage and hydrogen pipeline respectively. Variables 𝐶𝑠𝑡𝑜𝑟𝑎𝑔𝑒60𝑏𝑎𝑟 and 𝐶𝑠𝑡𝑜𝑟𝑎𝑔𝑒300𝑏𝑎𝑟 refer to storage capacity 
(kgH2) and variable 𝐿𝑝𝑖𝑝𝑒𝑙𝑖𝑛𝑒 refers to the length of the pipeline (km). Numerical coefficients are based on data 
from Ecoinvent [15,16] and [19] from which a dedicated environmental model has been built. 𝐼𝑃𝐸 = 310 ∗ 𝐶   (5) 𝐼𝑃𝐸 = 350 ∗ 𝐶   (6) 𝐼𝑃𝐸 = 80000 ∗ 𝐿   (7) 

2.4.2.3 PEM Electrolyzer 
The PEM electrolyzer inventories used in this study are updated from the study published by Sharma et al. 
[20]. CO2-eq emissions for the production phase of the PEM system have been calculated for 10 system 
capacities, since some components of the PEM do not increase in a linear way. The information obtained must 
be adjusted so that it can be added to the MILP optimization problem. Therefore, a linear adjustment is made 
for the system, giving as a result the linear function shown in Eq. (8) where 𝐼𝑃𝐸  refers to indirect 
production emissions (kgCO2-eq) of electrolyzer manufacturing and 𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 refers to electrolyzer electrical 
power (MW). 𝐼𝑃𝐸 = 261351 ∗  𝑃 + 45156 (8) 

2.4.2.4 Mallorca Grid Data 
Since the objective of the study is to optimize the hydrogen production, including the environmental impact, 
CO2-eq emissions of the Balearic Islands’ electricity grid is required. Different sources such as Ecoinvent [15, 
16] provide an average value of CO2-eq emissions resulting from the overall Spain electricity grid. Other 



sources, such as ENTSOE [21] and REE [22] give hourly, monthly and yearly average values of CO2-eq 
emissions. However, this data correspond to the CO2-eq emissions of the energy generation mix in the Balearic 
Islands, without taking into account the energy import from Spain Mainland. Therefore, in order to know the 
CO2-eq emissions of the electricity consumed in the Balearic Islands, emissions from energy imports need to 
be taken into account.  
For this purpose, ENTSOE and REE emission data of power generation in Spain Mainland were weighted, 
averaged and added to the CO2-eq emissions database provided by the Industrial Engineering Department of 
the University of the Balearic Islands. An emission factor of 590 kgCO2-eq/MWh was obtained for our reference 
year 2019. In addition, we considered a reduction of carbon intensity of the electrical grid based on the scenario 
proposed by the Ministry for Ecological Transition and the Demographic Challenge of the Balearic Islands [23] 
and assuming an emission factor below 160 kgCO2-eq/MWh for year 2039. This hypothesis implies a Balearic 
generation mix composed of 65% renewables and 35% of energy imports from the Peninsula. Thus, a 
reduction coefficient was implemented in PERSEE in order to take into account this decrease in grid CO2-eq 
emissions over the supposed 20 years of the project. 

3. Optimization results & Discussion 
3.1. Pareto Front 
As it was explained in the section 2.2, a Pareto front is generated for each hydrogen transport scenario. Figure 
3a shows the NPV and cumulated emissions over the 20 years project time. It can be noted that, as avoided 
CO2-eq emissions are being considered, the three scenarios present negative values of CO2-eq, when the 
emissions are being exclusively optimized. We observe that all scenarios adopt negative values of NPV, 
meaning that the system is not economically profitable when environmental aspects are being exclusively 
optimized given our set of assumptions (see Appendix). Besides, in terms of emissions, tube trailer (truck) 
scenario and pipeline scenario do not considerably differ. In other words, for this study case, these two means 
of H2 transportation produce similar amount of CO2-eq emissions. However, in economic terms, they present 
great differences, being the scenario of pipeline with reduced CAPEX the most profitable. 
 

 

Figure. 3.  a) Pareto Front obtained for each of the three scenarios, b) Levelized Cost of Hydrogen compared 
with Specific CO2-eq emissions. 

Figure 3b illustrates the Levelized Cost of Hydrogen and the specific emissions, expressed in kilograms of 
CO2-eq per kilogram of hydrogen. It can be seen from the Figure that, when the NPV is being exclusively 
optimized, the pipeline with reduced CAPEX scenario presents the lowest LCOH value, accounting for 
~3.4€/kgH2. It is then followed by the tube trailer scenario (~3.9€/kgH2) and the original pipeline scenario 
(~4.6€/kgH2). For each scenario, the reported LCOH values determine the minimum H2 averaged sell price 
from which the system is profitable. In addition, the specific emissions give hint of which group of solutions 
generates a reduction in current emissions. This implies that the solutions with positive specific emission 
values lead to higher overall emissions. Therefore, the solutions considered as more sustainable would be the 
ones that present negative values of specific emissions despite higher cost. 
3.2. Cost and emissions structure 
In the present section, the cost and emissions breakdown analysis of the projects is performed. Figure 4a 
depicts the components relative contribution to the cost, while Figure 4b shows their relative contribution to 
the emissions. 
 

(a)                                                                                 (b) 



 
(a) 

 
(b) 

Figure. 4.  Structure of each scenario considering: a) relative cost, b) relative emissions 

For the NPV optimization cases, it can be observed that the electrical grid is responsible for the highest 
percentage of costs and CO2-eq emissions. This proves that, in this case, energy extraction from the grid takes 
the highest shares. For the CO2-eq optimization cases it can be seen that the photovoltaic farm is responsible 
for most of the costs and emissions. In this optimization case, the use of the grid is minimized in order to 
reduce overall CO2-eq emissions. Even though an emission reduction factor is assigned to the energy extracted 
from the grid, it seems that, environmentally speaking, it is better to reduce energy grid extraction anyway.  
Finally, considering that the size of the components such as the photovoltaic farm, the electrolyzer, the 
compressors and the gas transport medium are fixed, the variations of the cost breakdown between the 
solutions are mainly due to the use of the electrical grid. In the set of solutions where emissions are exclusively 
optimized, the generation behavior of the electrolyzer follows the trend of the PV production, as it avoids the 
use of the grid. However, the hours of use of the electrolyzer are considerably reduced, generating an 
economically oversized system. 

4. Conclusions and perspectives 
In this paper a multi-criteria optimization approach based on dynamic modelling has been implemented for 
evaluating the economic performance and greenhouse gases emissions of a PV based hydrogen energy chain. 



We considered a theoretical case study relying on some of the characteristics of the GreenHysland EU project 
deployed in Mallorca, Spain. This case study consisted in a hydrogen energy chain comprising a 7.5 MW 
electrolyzer connected to a local PV plant and to the local electrical grid. The end-use applications consisted 
in mandatory refuelling of five hydrogen fuel cell buses and a flexible hydrogen injection into the natural gas 
grid up to 4%vol. Hydrogen truck trailers and hydrogen pipeline were both considered for connecting production 
and end-use applications. The optimization was conducted over 20 years plant lifetime and considering one 
year of data at a timestep of one hour. The two optimization criteria were the Net Present Value and the 
cumulated greenhouse gases emissions including direct (fuel combustion), indirect (capex-related and from 
grid electricity) and avoided emissions (substitution of diesel buses and natural gas). 
Several fronts of non-dominated solutions were obtained using the epsilon-constraint method. These fronts 
show that the cumulated greenhouse gases emissions could become negative mainly due to the greenhouse 
gas emission savings from substitution of natural gas by hydrogen in the natural gas grid. The structure of 
costs and emissions was also analysed. It was shown that when maximizing the Net Present Value, the grid 
electricity consumption takes the greatest share of cost breakdown and CO2-eq emissions for all scenarios, as 
the optimizer tends to maximize the utilization rate of the electrolyzer for minimizing the costs. 
On the contrary, when the cumulated CO2-eq emissions are being minimized, the optimizer prefers using direct 
production from the local PV plant, which in turns reduces the utilization rate of the electrolyzer and increases 
the costs. Hence, in this case the cost associated with photovoltaic power production represents the highest 
proportion in the cost structure (except in high capex pipeline scenario were pipeline becomes the highest cost 
factor). In terms of emissions, the photovoltaic production involves the biggest contribution for all scenarios. 
However, the optimal solution shows that share of embedded emissions from “other than Solar” elements 
(electrolyzer, pipeline, compressors, storages, truck trailers) is not negligible, representing between 25% and 
35% of the emissions breakdown. 
Hence, this study emphasizes the potential interest of such dynamic multi-criteria optimization approach to 
support impact assessment in pre-design phases of hydrogen projects complying with current and future GHG 
savings assessment methodologies defined at European level (RED II and related Delegated Acts) as well as 
green or low carbon hydrogen certification processes. By year 2030 the evolution of EU regulation towards 
mandatory hourly temporal correlation between renewable production and hydrogen production may increase 
the need of relevant dynamic multi-criteria optimization approaches.  
Several perspectives can be envisaged for increasing the robustness of these approaches. In terms of 
environmental inventory information, a comprehensive study of the waste management of the system should 
be carried out, i.e. the end-of-life analysis of all components. Besides, in the LCA section, several other impact 
categories, such as water consumption and land use, could be added to the optimization problem. Future 
studies should focus on how to perform a complete environmental optimization study, considering several 
environmental indicators as objective functions. Finding the optimal solution in an optimization problem 
involving more than two objectives constitutes a challenge in terms of resolution time and appropriate 
algorithms should be investigated to reach this objective. Uncertainties regarding all types of inputs should 
also be included and handled in energy system optimization problems. Including them would ensure the 
derivation of more robust conclusions useful for investment decision-making process and daily optimal 
operation. However, such methods and tools do not substitute to stakeholders investment decisions which 
may depend on additional local and global considerations such as regulation, market readiness, business 
model, social acceptance or political support. 
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Appendix 
Table 3.  Technical, economic and environmental assumptions considered. 

Component Parameters Units Data References 
 
Lloseta PV 
park 
 

Installed peak power 
Solar production 

MWp 
MW/MWp 

8.56 
PV production time series. Lloseta location 

[1]  
[24] 

CAPEX EUR/kWp 1,000 Assumption 
OPEX EUR/kWp 1% of investments costs Assumption 



Embedded emissions1 kgCO2-eq/MWh 26 [25]  

Balearic 
islands 
power mix 

Power production 
Extraction price 

MW 
EUR/MWh 

Hourly power time series. 
Hourly energy sport price time series. 

[26] 
[26] 

Grid emissions kgCO2-eq/MWh Hourly CO2-eq emissions time series. [26] 
PV 
connection 

Efficiency % 84.2 
 

[27]  

PEM 
Electrolyzer 

Nominal power MW 7.52 [1]  
H2 mass flow rate kg/h 1353 [28] 
Efficiency % 61.7 [28] 
Lifetime years 20 Assumption 
CAPEX EUR/MW 500,000 [29] 
OPEX EUR/MW 1.8% of investments costs [29] 
Emissions for water use kgCO2-eq/kgH2 0.0044  [15,16] 
Embedded emissions kgCO2-eq 261351 x Pelectrolyzer+ 45156 [6] 

 
 
300bar 
compressor 

Inlet H2 pressure bar 30  Assumption 
Outlet H2 pressure bar 300  Assumption 
H2 mass flow rate kg/h 1354 Assumption 
Embedded emissions kgCO2-eq 258027 x Pcompressor + 24217 Assumption 
CAPEX EUR/MW 700,000 [29] 
OPEX EUR/MW 7% of investments costs [29] 

 
 
60bar 
compressor 

Inlet H2 pressure bar 30  Assumption 
Outlet H2 pressure bar 60  Assumption 
H2 mass flow rate kg/h 1354  Assumption 
Embedded emissions kgCO2-eq 258027 x Pcompressor + 24217 Assumption 
CAPEX EUR/MW 700,000 [29] 
OPEX EUR/MW 7% of investments costs [29] 

 
300bar 
storage tank 

Storage capacity kgH2 Optimized - 
Embedded emissions kgCO2-eq/kgH2 350 (type II H2 storage tank)   [19] 
CAPEX EUR/kgH2 550  [29] 
OPEX EUR/kgH2 0% of investments costs Assumption 

 
60bar 
storage tank 

Storage capacity kgH2 Optimized - 
Embedded emissions kgCO2-eq/kgH2 310 (type I H2 storage tank)   [19] 
CAPEX EUR/kgH2 550 [29] 
OPEX EUR/kgH2 0% of investments costs Assumption 

 
 
 
Tube trailers 
for mobility 
and H2 
injection  

Distance km 305 - 
Fuel consumption Kgdiesel/km 0.4 Assumption 
Max speed km/h 60 Assumption 
Total capacity KgH2 462 Assumption 
Usable capacity kgH2 3706 - 
CO2-eq (fuel use) kgCO2-eq/km 0.797 [15,16,30,31] 
Embedded emissions kgCO2-eq/kgH2 350 [15,16,19] 
CAPEX EUR/kgH2

8 5509 [29] 
OPEX EUR/kgH2

8 0.15310 Assumption 

H2 pipeline 

H2 max mass flow rate kg/h 1350 (Scenario 1); 1354  (Pipeline Scenario 2) Assumption 
Efficiency % 10011 Assumption 
Embedded emissions kgCO2-eq/km 80,000 [15,16] 
CAPEXa

12 EUR/km 1,000,000 [32] 
CAPEXb

13 EUR/km 500,000 [32] 
OPEX EUR/km 0% of investments costs Assumption 

 
 
350bar 
compressor 

Inlet H2 pressure bar 60 Assumption 
Outlet H2 pressure bar 350 [1] 
H2 mass flow rate kg/h 8 Assumption 
Embedded emissions kgCO2-eq 258027 x Pcompressor + 24217 Assumption 
CAPEX EUR/MW 700,000 [29] 
OPEX EUR/MW 7% of investments costs [29] 

H2 demand 
for buses 

H2 fixed flow rate kg/h 8 Assumption 
Avoided CO2-eq kgCO2-eq/km 1.22214 [15,16] 
H2 sell price EUR/kgH2 4 Assumption 

                                                      
 
1 Refers to CO2-eq emissions 
2 Three 2.5 PEM electrolyzers. 
3 Hydrogen production: 1080 kgH2/day, which is 45 kgH2/h. Considering three 2.5 MW electrolyzers, this gives 135 kgH2/h. 
4 Based on the three-electrolyzer production. 
5 Lloseta – Palma de Mallorca distance 
6 Assuming a discharge equilibrium pressure of 60bar, hence usable capacity of 300bar trailer assumed at 80% of total capacity 
7 Two were considered for H2 transportation (while one refuels, the other delivers). Calculation: 0.3 x0.85 x1.55 𝑥2 =  0.79   
8 EUR per transported H2 
9 The value of the investments costs of a H2 storage tank is used for estimating the investments costs of H2 tube trailers.   
10 Calculation : 0.4 x . x2 = 0.94 → 0.94 x60km =  56.47EUR →  .  = 0.153  
11 No head losses are considered for the pipeline 
12 Amortized in 20 years 
13 Amortized in 40 years 
14 CO2-eq emissions of a diesel bus 



H2 demand 
NG grid 
injection 

Max H2 flow rate kg/h Timeserie [1] 
Avoided CO2-eq kgCO2-eq/kgH2 8.4315 [15,16] 
H2 sell price EUR/kgH2 4 Assumption (same 

price as mobility) 

Nomenclature 
BOP  Balance of Plant 
CEA   Commissariat à l’Energie Atomique et aux énergies alternatives 
CO2-eq  Carbon dioxide equivalent 
EU  European Union 
GHG  Greenhouse gases 
H2  Hydrogen 
HVDC  High Voltage Direct Current 
LCA  Life Cycle Assessment 
LCI  Life Cycle Inventory 
LCIA  Life Cycle Impact Assessment 
LCOH  Levelized Cost of Hydrogen 
MILP  Mixed Integer Linear Programming 
NG  Natural gas 
NPV  Net Present Value, € 
PEM   Proton Exchange Membrane 
PV  Photovoltaic 
RED  Renewable Energies Directive 
UIB  Universitat de les Illes Balears 
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Abstract: 

This paper presents an exergoeconomic model of a proton-exchange membrane (PEM) fuel cell stack. The 
model was calibrated using data from experiments performed in a 1.2 kW PEM fuel cell with varying load, 
operated at steady state. The exergy analysis was performed with fuel cell operation in the air stoichiometry 
range between 2 to 4. The results showed the system exergy efficiency varied from 26% to 39%, while the 
energy efficiency ranged between 37% and 56%. This range is slightly above the fuel cell data sheet from the 
manufacturer, which declares a rated energy efficiency of 48%. High pressure, temperature and cell voltage 
give better exergy efficiency. Variation of system temperature showed no significant impact on the exergy cost, 
as the PEM fuel cell operates at relatively low temperature in its load range not exceeding 174C. The exergy 
cost of the system can be improved by adopting any combination of higher operating pressure, inlet air 
stoichiometry or cell voltage, which demonstrates a significant improvement in the exergy cost. By reducing 
the hydrogen cost from 6.7 $/kg to 1.9 $/kg, a 15 $/GJ decrease in exergy cost can be achieved. 
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1. Introduction  
The importance of using clean fuels is acknowledged by the need to reduce emissions caused by fossil fuels. 
The current geopolitics in Europe and the energy crisis related to it made the demand for renewable energy 
even more appealing. In this respect, hydrogen-fed energy systems such as proton-exchange membrane 
(PEM) fuel cells can positively affect the future energy sector [1]. PEM fuel cells is a promising renewable 
power generation system that solves some of the existing and future energy shortages [2]. Low or zero 
emissions is the main advantage of PEM fuel cells as they convert chemical energy directly into electricity by 
combining hydrogen with oxygen from the air without combustion thus providing higher thermodynamic 
efficiency than heat engines and turbines.  

After decades of research and development, practical PEM fuel cell systems became available and are 
expected to attract a growing share of automotive and electricity markets as costs decrease to competitive 
levels. Low-temperature PEM fuel cells can be used for aeroplanes, trains and passenger vehicles. PEM fuel 
cells use an electrolyte to conduct hydrogen ions from the anode to the cathode. The electrolyte is, in most 
cases, composed of a solid polymer film consisted of a form of acidified Nafion membrane. The membrane is 
treated on both sides with highly dispersed metal alloy particles, mainly platinum or platinum alloys, that are 
effective catalysts. Hydrogen is supplied to the anode side of the fuel cell where, due to the impact of the 
catalyst, hydrogen atoms discharge electrons and turn into hydrogen ions (protons). The electrons move in 
the form of an electric current that can be utilised before it returns to the cathode, where oxygen is fed from 
the ambient air. The protons disperse across the membrane to the cathode, where the hydrogen atom is re-
joined and reacted with oxygen to produce water, thus completing the overall process [3].  

Two primary performance analyses are usually applied: energy-based analysis and exergy-based analysis. 
Several authors [4-6] emphasise that the energy-based analysis can be misleading because it does not identify 
deviations from ideal situations. In contrast, the exergy of an energy form or substance is a measure of its 
usefulness, quality, or potential to cause change. However, a better understanding of exergy and the insights 
it can provide into the efficiency, environmental impact and sustainability of energy systems are required for 
researchers working in energy systems and the environment. Further, as energy policies play an increasingly 
important role in addressing sustainability issues and a broad range of local, regional and global environmental 
concerns, policymakers must also appreciate the exergy concept and its ties to these concerns.  

During the past decade, the need to understand the connections between exergy and energy, sustainable 
development and environmental impact has become increasingly significant. Indeed, the universe's energy 
content is constant, just as its mass content is. On the other hand, exergy is not conserved; once the exergy 
is wasted, it can never be recovered. When energy is used for heating homes or public places, it is not 
destroyed but merely converted to a less proper form, a form of less exergy. The exergy of a system can be 



defined as its work potential compared to an exergy reference environment. The work potential is intimately 
related to the maximum work obtainable when the analysed system interacts with the reference environment 
and simultaneously reaches equilibrium. The term exergy is also related to the thermodynamical availability of 
a system [7]. The exergy analysis complements the energy analysis and allows including the effect of the 
temperature level at which the analysis is being carried out [8].  

The concept of exergy has also been explored in the area of fuel cells [9]. A thermodynamic and 
exergoeconomic assessment of the PEM Fuel Cell system was conducted at steady-state operation conditions 
[10]. The study found that, by increasing the current density, power density, exergy destruction rate, hydrogen 
consumption and the cost rate of power generation increases. An exergy analysis was carried out on a hybrid 
system consisting of 64 photovoltaic modules, a 5.5 kW fuel cell and an electrolyser [11]. The study concluded 
that the average annual exergy efficiency of the fuel cell is 32.8%.  

Energy and exergy analyses were performed for a 1.2 kW Nexa PEM Fuel Cell unit in a solar-based hydrogen 
production system [12]. The study used a model and experimental setup of the system with different operating 
conditions and found that the increase in current density reduces the energy and exergy efficiencies by 14%. 
Varying pressure, temperature and anode stoichiometry, the research concluded that the energy and exergy 
efficiencies respectively increased by 23% and 15% when the pressure was increased, and by 17% and 14% 
while increasing the anode stoichiometry. Unlike pressure and anode stoichiometry, increasing the 
temperature has not affected the efficiency level. Exergy analyses were conducted on 10 kW [13] and 1.2 kW 
[14] PEM fuel cells, respectively, to observe the effect of the operating temperature, cell voltage, air 
stoichiometry and pressure on the efficiency. The studies concluded that the air stoichiometry should be less 
than 4, otherwise the membrane will dry out at a high temperature and the relative humidity level in the product 
air will not be maintained.  

The economics of producing electricity from a PEM fuel cell was examined under various conditions [15], 
investigating the possibility of using a fuel cell vehicle to generate power while parking outside houses or 
offices. The study found that, for California, USA, net savings could be reached if the fuel cell costs are about 
$6000 for a 5 kW home system ($1200/kW) with favourable natural gas costs of $6/GJ at residences.  

Cogeneration using PEM and other potential fuel cell types was investigated, using both exergy and energy 
analyses [16]. The research found that exergy analysis is more rational and meaningful as it considers the 
equivalent work potentials of the thermal and electrical energy products. The study added that energy analyses 
often present misleadingly optimistic views of performance. The feasibility of fuel cells in cogeneration 
applications was studied concentrating on both engineering and economic viewpoints [17], using an 
optimisation approach through a numerical study. The investigation concluded that, in terms of plant capacity, 
economics, and energy savings, fuel cell cogeneration is better than conventional gas engine cogeneration.  

In this work, a MATLAB model was developed to provide an  exergoeconomic analysis of a 1.2 kW Nexa™ 
PEM fuel cell module at variable operating mass flow rates, pressure, temperature, cell voltage and air 
stoichiometry. The model calculates the fuel and product exergy and the cost rates associated with these 
energies. Further details are given in the following sections. 

2. Exergy and exergoeconomic analysis of the PEM fuel cell 
The exergy efficiency of the PEM fuel cell, defined as the ratio between the fuel cell power output and maximum 
possible work output [18], is carried out by applying the second law of thermodynamics to the control volume 
shown by Fig. 1. By adding the cost, capital investment, operations, and maintenance cost, the 
exergoeconomic analysis is also performed. The exergoeconomic analysis is defined by the ratio of the 
difference between the exegetic cost rate (cost per unit time) of the streams entering and exiting the PEM fuel 
cell plus the capital investment, operation and maintenance cost of the PEM fuel cell to the electrical power 
output. The analyses consider all inlet hydrogen is consumed in the reaction, therefore the excess H2 is zero. 

  

 

 

 

 

 

 

 

 

 

 

Figure 1. PEM fuel cell schematics. 
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2.1. Exergy analysis 

The fuel cell efficiency ( 𝜂 ) is calculated by the ratio of the electrical power output (𝐸𝑒)̇  and the differences 
between the reactant and the product exergies [13]: 𝜂 =  𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙 𝑜𝑢𝑡𝑝𝑢𝑡(𝑇𝑜𝑡𝑎𝑙 𝑒𝑥𝑒𝑟𝑔𝑦)𝑅 − (𝑇𝑜𝑡𝑎𝑙 𝑒𝑥𝑒𝑟𝑔𝑦)𝑃 =  𝐸�̇�(𝐸�̇�𝑎𝑖𝑟,𝑅 + 𝐸�̇�𝐻2,𝑅) − (𝐸�̇�𝑎𝑖𝑟,𝑃 + 𝐸�̇�𝐻2𝑂,𝑃)                                             (1)  
Where R, P and 𝐸�̇� are reactants, products, and the total exergy, respectively. Kinetic and potential energy 
effects are neglected in the cell reactions.  

The electrical power output is the sum of the auxiliary load (�̇�𝑎𝑢𝑥) and the external load from reactant 
consumption (�̇�𝑒𝑥𝑡), calculated by: 𝐸�̇� = �̇�𝑎𝑢𝑥 + �̇�𝑒𝑥𝑡 = 𝐼𝑓𝑐 ∙ 𝑉𝑓𝑐                                                                                                                                                                (2) 

where 𝐼𝑓𝑐   and 𝑉𝑓𝑐 are the fuel cell stack current and voltage, respectively.  

The external load (�̇�𝑒𝑥𝑡) is the product of the measured current (𝐼𝑚) and voltage (𝑉𝑚):  �̇�𝑒𝑥𝑡 = 𝐼𝑚 ∙ 𝑉𝑚                                                                                                                                                                                         (3)  
The auxiliary load is determined by the difference between the electrical power output and the external load.  

The fuel cell current is calculated by: 𝐼𝑓𝑐 =  n𝐻2 ∙ 𝐹 ∙  �̇�𝐻2𝑁                                                                                                                                                                               (4) 

where  𝑛𝐻2   is the number of moles of hydrogen consumed per mol of oxidant in the reaction, taken as 2, 𝐹 is 
Faraday’s constant (96,485 C/mol),  �̇�𝐻2   is hydrogen mass flow rate, and N is the number of cells in the stack. 
The total exergy transfer per unit mass (𝑒𝑥) of products and reactants includes both chemical (𝑒𝑥𝐶𝐻 ) and 
physical exergies (𝑒𝑥𝑃𝐻) [13]:  𝑒𝑥 = 𝑒𝑥𝐶𝐻 + 𝑒𝑥𝑃𝐻                                                                                                                                                                                (5) 

The physical exergy combines the pressure and temperature of both reactants and products. It can be 
distinguished as the maximum beneficial work attained by passing the unit of mass of an element from the 
generic state (𝑇, 𝑃) to the environmental state (𝑇0, 𝑃0). The general expression of the physical exergy is [13]: 𝑒𝑥𝑃𝐻 = (ℎ − ℎ0) − 𝑇0(𝑠 − 𝑆0)                                                                                                                                                           (6) 

Where ℎ and 𝑠 are the specific enthalpy and entropy at the actual temperature and pressure condition (𝑇, 𝑝), 
and ℎ𝜊 and 𝑠𝜊 are the specific enthalpy and entropy at the standard condition of 𝑇𝜊 = 298 K and 𝑝𝜊 = 1 atm. 
The physical exergy of an ideal gas with constant specific heat 𝑐𝑝 and specific heat ratio 𝑘 is written as [13]:  𝑒𝑥𝑃𝐻 =  𝑐𝑝𝑇0 [ 𝑇𝑇0 − 1 − 𝑙𝑛 ( 𝑇𝑇0) + 𝑙𝑛 ( 𝑝𝑝0)𝑘−1𝑘 ]                                                                                                                           (7) 

The chemical exergy is the attainment of a maximum quantity of valuable work by assigning a system in 
equilibrium with the environment using 𝑇0 and 𝑃0, calculated by [13]: 𝑒𝑥𝐶𝐻 =  ∑ 𝑥𝑛𝑒𝑥𝐶𝐻,𝑛 + 𝑅𝑇0 ∑ 𝑥𝑛𝑙𝑛𝑥𝑛                                                                                                                                           (8) 

where 𝑥𝑛 , 𝑒𝑥𝐶𝐻𝑛  are the respective mole fraction and chemical exergy of each component (n). 

The total exergy 𝐸�̇� of products (P) and reactants (R) are calculated by the following equations [13]:  𝐸�̇�𝐻2,𝑅 = �̇�𝐻2,𝑅𝑒𝑥𝐻2,𝑅 =  �̇�𝐻2,𝑅(𝑒𝑥𝐶𝐻 + 𝑒𝑥𝑃𝐻)𝐻2,𝑅                                                                                                                        (9) 𝐸�̇�𝑎𝑖𝑟,𝑅 = �̇�𝑎𝑖𝑟,𝑅𝑒𝑥𝑎𝑖𝑟𝑅 =  �̇�𝑎𝑖𝑟,𝑅(𝑒𝑥𝐶𝐻 + 𝑒𝑥𝑃𝐻)𝑎𝑖𝑟,𝑅                                                                                                                  (10) 𝐸�̇�𝐻2𝑂,𝑃 = �̇�𝐻2𝑂,𝑃𝑒𝑥𝐻2𝑂,𝑃 =  �̇�𝐻2𝑂,𝑃  (𝑒𝑥𝐶𝐻 + 𝑒𝑥𝑃𝐻)𝐻2𝑂,𝑃                                                                                                         (11) 𝐸�̇�𝑎𝑖𝑟,𝑃 = �̇�𝑎𝑖𝑟,𝑃𝑒𝑥𝑎𝑖𝑟𝑃 =  �̇�𝑎𝑖𝑟,𝑃(𝑒𝑥𝐶𝐻 + 𝑒𝑥𝑃𝐻)𝑎𝑖𝑟,𝑃                                                                                                                  (12) 

The chemical and physical exergies, efficiency and mass flow rates are calculated at temperature (𝑇/𝑇0) and 
pressure (𝑝/𝑝0) ratios from 0.94 to 1.2 and 7.40 to 4.88, respectively, which are performing temperature and 
pressure varieties distinctive for PEM fuel cells [13]. The voltage used in the calculations varies are  0.001 V 
and 0.79 V at air stoichiometry () between 12.0 and 2.0 to examine its effect on efficiency.  



2.2. Exergoeconomic analysis 

The exergoeconomic analysis considers the exergy cost (𝑐) of all reactants and products of the electrochemical 
process at several operating conditions, such as cell voltage, inlet air stoichiometry, temperature and pressure. 
The cost balance of the PEM fuel cell is given by [18]:  𝑐𝐻2𝑂�̇�𝐻2𝑂,𝑃 + 𝑐𝑎𝑖𝑟�̇�𝑎𝑖𝑟,𝑃 + 𝑐𝐸�̇�𝑒 =  𝑐𝑎𝑖𝑟�̇�𝑎𝑖𝑟,𝑅 + 𝑐𝐻2 �̇�𝐻2,𝑅 + 𝑐𝐹𝐶,𝐼                                                                                           (13) 

Rearranging Eq. (13) for the exergetic power cost (𝑐𝐸) to find the exergy cost [18]: 𝑐𝐸 = 𝑐𝑎𝑖𝑟�̇�𝑎𝑖𝑟,𝑅 + 𝑐𝐻2�̇�𝐻2,𝑅 − 𝑐𝐻2𝑂�̇�𝐻2𝑂,𝑃 − 𝑐𝑎𝑖𝑟�̇�𝑎𝑖𝑟,𝑃 + 𝑐𝐹𝐶,𝐼�̇�𝑒                                                                                                  (14) 

The total fuel cell investment cost (𝑐𝐹𝐶,𝐼) is given by summation of the fuel cell stack capital cost (𝑐𝐹𝐶,𝐶) and the 
cost rate of operation and maintenance (𝑐𝑂𝑀) [18]: 𝑐𝐹𝐶,𝐼 = 𝑐𝐹𝐶,𝐶 +  𝑐𝑂𝑀                                                                                                                                                                              (15) 

The fuel cell investment cost can be calculated in terms of the power output (𝐸𝑒)̇ , capacity factor (𝐶𝐹) , i.e., 
the projected functioning rate, and the annual capital cost (𝐴𝐶𝐶) [18]:   𝑐𝐹𝐶,𝐼 = 𝐴𝐶𝐶 ∙ 𝐸�̇�𝐶𝐹 ∙ 8760(ℎ 𝑦𝑒𝑎𝑟⁄ ) ∙ 3600(𝑠 ℎ⁄ )                                                                                                                                    (16) 

Taking the projected functioning rate 𝐶𝐹 as 90%, the annual capital cost, 𝐴𝐶𝐶, can be calculated in terms of 
the fuel cell stack capital cost and the capital recovery factor (𝐶𝑅𝐹), which can be considered based on the 
equivalent annual cost over the number of years (𝑛𝑦) of a specified venture at an annual interest rate (𝑖𝑟) [18]: 𝐴𝐶𝐶 = 𝑐𝐹𝐶,𝐶 ∙ 𝐶𝑅𝐹                                                                                                                                                                             (17) 

The capital recovery factor can be calculated through the following equation [18]:  𝐶𝑅𝐹 = 𝑖𝑟(1 + 𝑖𝑟)𝑛𝑦(1 + 𝑖𝑟)𝑛𝑦 − 1                                                                                                                                                                     (18) 

Where (𝑖𝑟) has been chosen to be 10% and (𝑛𝑦) is five years [18]. CRF is calculated as 0.264/year. The fuel 
cell capital cost, 𝑐𝐹𝐶,𝐶 , is calculated based on the annual average cost for mass production as 2500 $/kW of 
power output [19]. The PEM fuel cell parameters and the related costs are shown by Table 1 [15,18,20-22]. 
Considering the annual operation and maintenance cost (𝐶𝑂𝑀) of 300 $/kW [15], the cost rate of operation and 
maintenance, 𝑐𝑂𝑀, can be calculated as follow [18]: 𝑐𝑂𝑀 = 𝐶𝑂𝑀 ∙ 𝐸�̇�  8760(ℎ 𝑦𝑒𝑎𝑟⁄ ) ∙ 3600(𝑠 ℎ⁄ )                                                                                                                                               (19) 

Table 1. Baseline properties of PEM fuel cell for exergoeconomic evaluation. 

PARAMETER VALUE 
Standard conditions 298 K, 1 atm 
Electrical energy output 1.2 kW 
Air stoichiometry  3 
Hydrogen cost 10 $/kg 
Water cost 1 $/m3 

Air cost (O2)  0.011 $/kg 
Fuel cell cost (capital cost) 2500 $/kW 
The capacity factor of the fuel cell 0.9 
Fuel cell lifetime 5 years 
Average annual interest rate 10% 
Annual operation and maintenance cost 300 $/kW yr 

3. Experimental setup 
Both the exergy and exergoeconomic analyses use data from experiments performed in a Ballard Nexa model 
fuel cell stack system consisting of 47 cells capable of generating 1.2 kW DC power output with 48% efficiency 
at 65°C. Each cell produces 1.0 V and 0.6 V at open-circuit and maximum current output, respectively. The 
stack voltage is 43 V and 26 V at no load and full load, respectively. The fuel is 99.99% hydrogen, maintained 
by the control system at 0.3 bar. The reactant oxygen comes from the ambient air, which pressure is 
maintained at 0.1 bar and humidified by a built-in humidifier. The area of the cells is 120 cm2. The fuel cell 
stack specifications are shown by Tab. 2.  



Table 2. Fuel cell stack specifications. 

DOMAIN PARAMETER VALUE 
Performance  Rated power 1.2kW 
 Dissipated heat at rated power 1.6kW  
 Idle/full voltage at rated power  

Operating voltage rate 
Input voltage allowable 

43 V / 26 V DC 
22 V to 50 V 
18 V to 30 V 

 Current at rated power 
Number of cells 

46 A DC 
47 

 Lifetime 1,500 hours 
Reactant Hydrogen (dry) 

Pressure range of hydrogen  
Hydrogen consumption 

99.99%,  
0.7 to 17 bar 
<18.5 L/min 

 Process Air  
Air pressure 

≤ 90 L/min 
atm 

Operating 
environment  

Ambient temperature (3°C to 40°C) 
Maximum stack temperature 65°C  
Humidity 5% to 95% 

Product Pure water (vapour and liquid) 0.870 L/h 
Physical  L x W x H 

System mass 
56 x 25 x 33 cm 
13 kg 

4. Results and discussion 
The results presented in this section were obtained considering fuel cell operation along 5 years (Tab. 1) 
without the need of replacement, corresponding to 39,420 h of operation according to Eq. (16). This is based 
on a previous report that the polymer membrane of a PEM fuel cell can exceed 40,000 h of operation at harsh 
conditions [22]. Thus, the manufacturer’s declaration of 1,500 h lifetime (Tab. 2) and the need of capital 
reinvestment each time this limit was reached along the evaluation period have not been part of the calculation.  

4.1. Exergy analysis 

Figure 2 illustrates the energy and exergy efficiencies of the system. While the exergy efficiency was calculated 
using Eq. (1), the energy efficiency was determined by the ratio of the fuel cell electrical power output and the 
inlet hydrogen energy content given by the product of hydrogen high heating value and its mass flow rate. It 
can be observed that both the energy and exergy of the fuel cell system decrease as the current density 
increases. The energy efficiency varies between 37 to 56% and the exergy efficiency ranges from 26 to 39% 
as the current density is changed from 0.02 to 0.37 A/cm2. This behaviour is due to the increase of reactant 
air and decrease of hydrogen pressure with increasing current density (Fig. 3). The maximum energy efficiency 
here found is 9% lower compared with the fuel cell manufacturer datasheet, while the exergy efficiency is 3% 
lower compared to values reported by other authors [23]. The ambient air conditions may have been 
determinant to the discrepancies. 

  

Figure 2. Variation of fuel cell output power, energy and exergy efficiencies with current density. 



 

Figure 3. Variation of fuel cell hydrogen pressure and inlet air mass flow rate with current density. 

Figures 4 and 5 show that the physical exergy of the flow stream through the fuel cell increase with both 
temperature and pressure ratios, though with different patterns. Higher temperature ratios intensify the growth 
of the physical exergy (Fig. 4), while, with increasing pressure ratio, the growth of physical exergy tends to be 
less intense (Fig. 5). Higher temperatures increase the diffusivity of the reactants and improve ionic conduction 
of the membrane, but they also lead to greater evaporation of water and, therefore, drying of the membrane 
and reduced conductivity [24]. The fuel cell system here considered has a humidity exchanger, therefore water 
vapour in the reactant gases balances the drying effect of temperature. On the other hand, increasing pressure 
benefits performance as this increases the diffusivity of the reactant gases, facilitating mass transport to the 
electrodes. The fuel cell humidity exchanger minimises the diffusion of product water into the membrane by 
the pressure gradient towards the anode, as the product water is used to humidify the inlet air.  

 

Figure 4. Variation of fuel cell physical exergy with temperature ratio. 



The physical exergy of product water is shown by Figs. 6 and 7, as it varies with temperature ratio and pressure 
ratio, respectively. The increase of product water helps the reactant air to attain an ideal temperature without 
the need to operate at low pressure as it is heated when flowing through the compressor, thus evaporating the 
water to be used by the humidifier. The absence of an internal humidifier could lead to nonattractive options 
such as lowering the temperature, which increases losses, lowering air flowrate and hence the air 
stoichiometry, which would reduce the cathode performance, or increasing pressure, which would increase 
the auxiliary power to run the compressor [25]. Furthermore, the humidification of reactants favours the 
conduction of hydrogen ions in the membrane. Water content dramatically influences the membrane 
conductivity, and it is vital to transport the reactants and the reaction kinetics in the electrode. If water diffusion 
between the cathode and membrane is insufficient to keep the membrane hydrated, the ohmic losses in the 
membrane at high current density can cause a significant fraction of the cell voltage loss. Consequently, to 
minimise ohmic losses, the hydrogen flow must also be humidified [26]. 

 

Figure 5. Variation of fuel cell physical exergy with pressure ratio. 

 

Figure 6. Variation of product water physical exergy with temperature ratio. 



 

Figure 7. Variation of product water physical exergy with pressure ratio. 

4.2. Exergoeconomic analysis  

The exergoeconomic analysis considers the exergy cost of all reactants and products for the electrochemical 
process in the system at various operating conditions, such as temperature, pressure, cell voltage and inlet air 
stoichiometry (). The analysis was performed for cell operation from 0.55 V to 0.85 V, air stoichiometry ranging 
between 2 and 4, pressure ratio from 4.5 to 7.5, and temperature ratio ranging from 0.99 and 1.5. The capital 
recovery factor 𝐶𝑅𝐹 was calculated by Eq. (18) as 0.244 per year. The fuel cell cost could range from as high 
as 9000 $/kW to as low as 300 $/kW for mass production, from which an average value of 2500 $/kW of power 
output was used in this analysis. The exergy cost of the fuel cell system is not significantly affected by 
temperature and pressure variation, as shown by Fig. 8, staying in the range of 115.46  0.01 $/GJ.  

Since hydrogen costs are expected to decrease dramatically over the next decade due to production, 
distribution, equipment and component manufacturing scale up, the estimated hydrogen price in 2030 was 
assumed to be 1.9 $/kg to build the results of Fig. 9, representing a drop of 71.6% to the current hydrogen 
price of 6.7 $/kg used in the exergy cost analysis of Fig. 8 [27]. The predicted hydrogen price will reduce the 
exergy cost by about 14.3 $/GJ, corresponding to a relative decrease of 12.4% compared with today’s price. 
These results reveal a long way to go to decrease hydrogen price in order to obtain a significant improvement 
on the fuel cell exergy cost. Anticipated lowering of capital cost due to production of electrodes, membranes 
and catalyst layers at a mass scale may further reduce the fuel cell exergy cost [28,29]. 

 

Figure 8. Variation of fuel cell exergy cost with temperature and pressure ratios, at current hydrogen cost. 



 

Figure 9. Variation of fuel cell exergy cost with temperature and pressure ratios, at estimated 2030 hydrogen 
cost. 

An improvement of 35 $/GJ can be achieved by operating at a higher stoichiometric ratio (λ = 4) rather than 
using the recommended ratio of λ = 3, as shown by Fig. 10. In opposition, a similar increase of exergy cost will 
occur if operating at the lower stoichiometric ratio of λ = 2. However, one should be extremely careful in setting 
up the air stoichiometry higher than the recommended range because, at high fuel cell operating temperature 
and air stoichiometry, the relative humidity of the product air will be lowered. Hence, a higher risk of the cells 
dehydrating could occur, causing a sharp decrease in the system's efficiency [25,30].  

The fuel cell system voltage can also play a key role in its exergy cost, as Fig. 11 shows. The cost can be 
lowered from 115.5 $/GJ to 108.40 $/GJ if the cell voltage is increased from 0.56 V to 0.6 V. The lower the cell 
voltage, the higher will be the mass flow rates required for reactants and the products to operate the system 
to produce the desired power output thus leading to lower exergetic efficiency and higher exergy cost. Changes 
in the exergy cost of the fuel cell system from various operating temperatures are negligible (see Fig. 8), as 
opposed to the effect of various cell voltages. However, it should be noted that PEM fuel cells are regarded as 
a low-temperature systems (up to 65°C) in comparison with other fuel cell types such as solid oxide fuel cells 
or molten carbonate fuel cells. For these fuel cells, the operating temperatures should play a more significant 
role to exergy efficiency and costs [25].  

 

Figure 10. Variation of exergy cost with temperature and air/fuel stoichiometric ratios (V= 0.56 V, P/P0 = 1). 



 

Figure 11. Variation of exergy cost with temperature ratio and voltage (λ = 3, and P/P0 = 1). 

5. Conclusion 
This work revealed that the PEM fuel cell and product water physical exergies can be improved with increased 
operating temperature and pressure. However, operation at high temperatures is limited by excessive water 
evaporation with consequent drying of the membrane and, thus, reduced conductivity, while operation at 
increased pressure will require higher power demand by the compressor. High product water exergy benefits 
membrane conductivity and cathode performance as water evaporated during the air compression process 
can be used to humidify the membrane and enhance its conductivity. The operating temperature and pressure 
had negligible effect on the exergy cost, but it can significantly be affected by hydrogen price, air/fuel 
stoichiometry and operating voltage. An estimated reduction of just over 70% on the hydrogen price by 2030 
will produce a decrease of the exergy cost by about 12%. Increasing the air stoichiometry by a third of its 
recommended value can reduce the exergy cost by 30%, but there are imposed limitations on this strategy by 
the risk of cell dehydration causing loss of efficiency. Operating voltage increase by 7% can produce a 
reduction of exergy cost by a similar rate. As overall recommendation, the fuel cell exergy cost can noticeably 
be improved by adopting a combination of higher inlet air stoichiometry and cell voltage, while more emphatic 
enhancement will be achieved by lowering the capital cost, annual operation and maintenance cost and 
hydrogen price. 

Nomenclature 𝐴𝐶𝐶  annual capital cost, US$  𝑐 cost, US$ 𝐶𝐹  capacity factor, dimensionless  𝐶𝑅𝐹  capital recovery factor, dimensionless �̇�𝑎𝑢𝑥 auxiliary load, kW 𝐸�̇� electrical power output, kW �̇�𝑒𝑥𝑡 external load from reactant consumption, kW   𝑒𝑥  total exergy transfer per unit mass, kW/kg 𝑒𝑥𝐶𝐻   chemical exergy per unit mass, kW/kg 𝑒𝑥𝑃𝐻  physical exergy per unit mass, kW/kg 𝐸�̇�  exergy, kW 𝐹  Faraday’s constant (96,485 C/mol) 
h specific enthalpy, kJ/kg 𝑖𝑟 annual interest rate, dimensionless  𝐼𝑓𝑐    fuel cell stack current, A 𝐼𝑚 measured current, A  �̇�𝐻2    hydrogen mass flow rate, kg/s  𝑛𝐻2    number of moles of hydrogen consumed per mol of oxidant in the reaction, mol 𝑛𝑦 number of years, dimensionless  
N  number of cells in the stack, dimensionless 



P pressure, kPa 
s specific entropy, kJ/kg.K 
T temperature, K 𝑉𝑓𝑐  fuel cell stack voltage, V 𝑉𝑚 measured voltage, V 𝑥𝑛  mole fraction of component n, dimensionless 

Greek symbols 𝜂 fuel cell efficiency, % 

Subscripts and superscripts 
0 standard condition (1atm, 298 K) 
air air 
C capital 
E exergy 
FC fuel cell 
H2 hydrogen 
H2O water 
I investment 
n component in the reaction 
OM operation and maintenance 
P products 
R reactants 
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Abstract: 

To mitigate climate change, a stronger reliance on renewable energy sources is foreseen, and Power-to-
Hydrogen systems can be adopted to minimize curtailment losses derived from the intermittent nature of wind 
and solar power. Among different alternatives, alkaline water electrolysis is the most mature process for 
hydrogen production using sustainable electricity as its main energy source. The mathematical modelling of 
the alkaline electrolysis process is a crucial tool to improve green hydrogen production, energy conversion 
efficiency, sizing (model-based design) and thermal energy management. Although several studies have 
investigated alkaline electrolysis modelling, these analyses often neglect property variations along the stack 
area and its economic implications. In this work, the need for increasing the modelling complexity in system 
models by introducing a one-dimensional model of the alkaline electrolyzer cell/stack is investigated. With this, 
several operation parameter variations can be modelled, and among these, the internal temperature variation 
plays a crucial role in both technical and economic aspects. Results show that efficiency could vary between 
58-70% while the Levelized cost of hydrogen is within the range of 1.3-1.6 €/kg, when various inlet-outlet 
temperature differences are considered. Furthermore, from both technical and economic aspects, the optimal 
temperature control of alkaline electrolysis is to maintain a very low-temperature difference (~1°C), from inlet 
to outlet, controllable with the alteration of the electrolyte flow rate. 

Keywords: 

Power-to-Hydrogen, Alkaline electrolysis, Temperature control, Levelized cost of hydrogen, Hydrogen 
production. 

1. Introduction 
The mitigation of the effects of climate change can be achieved through the integration of renewable energy 
sources into the electricity grid. However, the intermittent nature of these sources necessitates the use of 
storage and management mechanisms. One solution is the implementation of Power-to-X technologies, which 
involve the conversion of excess renewable electricity into other forms of energy that can be stored and utilized 
when needed. This facilitates the integration of intermittent renewable energy sources into the grid and 
supports the transition to a low-carbon energy system. 

Water electrolysis can be divided into categories based on operating temperature: low-temperature 
electrolysis, working below 120°C, and high-temperature electrolysis. Among these technologies, alkaline 
water electrolysis, which utilizes a liquid electrolyte and Nickel-based catalysts, is the most mature and 
economically viable solution. However, it has lower efficiency and a limited current density range, as well as a 
constrained dynamic operating range [1].  

Experimental investigation and modeling are essential tools for understanding the water electrolysis process. 
Based on the assumptions adopted, models can be classified as either data-driven or physical ones. Data-
driven models rely on the mathematical treatment of experimental data and their parameters do not have a 
physical meaning, while pure physical models are based on the underlying physics of the electrolysis process 
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and all parameters have physical meanings. These models can be used to expand understanding of hydrogen 
production, energy conversion efficiency, sizing, thermal energy management and optimization. 

The most known data-driven alkaline water electrolysis model is developed by Ulleberg [2], where the 
polarization curve, i.e., variation of voltage due to the current density through the alkaline cell, is modelled 
through six parameters. Several other researchers carried on this pathway, indeed Busquet et al. [3] carried 
on with the same approach using four parameters, while Ursua et al. [4] developed a sixteen parameters-
based model. Since parameters are evaluated through experimental data, they can vary significantly even due 
to a slight variation of input data. Furthermore, more are parameters to be assessed, and more experimental 
variations are needed to generate unique data points. Indeed, with Ulleberg’s model [2], the curve fitting 
requires following a seven-step procedure.  Not to mention that these parameters do not have a physical 
meaning, thus is arduous to have a range estimation of these numbers. 

As regards physical models, Hammoudi et al. [5] employed a multi-physical approach using Matlab Simulink® 
to carry out the physical model, considering both geometry and operating condition influence. They 
subsequently expanded this approach by coupling MATLAB-Simulink-SimPowerSystems®, validated using a 
Hydrogen Research Institute electrolyzer [6]. Such models can consider many aspects of the electrolysis 
process, however, but a high number of unknown physical parameters are needed, which are not easily 
achievable. 

Both approaches have their opportunities and limitations, indeed, are applied to different cases of applications. 
Where at the system level. Fast and repeatable iterations, for a different set of operating conditions, are 
required, hence the data-driven models, once characterized are the most suitable ones; conversely, as for 
stack-level design, physical models are most suitable. 

The temperature highly influences the operating conditions of the alkaline electrolyzers. To maintain it within 
the opportune range, several techniques can be used to control it. One approach is to use the water flow rate 
within the liquid electrolyte to maintain the desired temperature, such that the heat generated by the cell is 
efficiently dissipated or absorbed. When considering the techno-economic performance of an alkaline 
electrolysis system, it is crucial to carefully analyze the impact of temperature on the overall efficiency and cost 
of the system. For instance, Jang et al. [7] have built a model assessing electrolyte flow rate, needed as a 
temperature control measure, using a polynomial correlation, proposed by the same authors, based on 
temperature and current density, analyzing effects at various temperature differences, between inlet and outlet, 
of 1-3-5-10°C. 

This work aims to cover the research knowledge gap by understanding the temperature dependencies of the 
alkaline electrolyzer system, solving the temperature evolution along the cells, and hence within the 
electrolyzer, based on a validated zero-dimensional/lumped model, extended to a one-dimensional model 
solving for mass and energy conservation, obtaining the electrolyte flow rate information by the physical 
meaning of the water electrolysis process, allowing to unlock the assessment of system performance at any 
temperature difference. 

The main contributions of this work are the following: 

▪ Propose and validate, with literature data, a semi-empirical alkaline water electrolysis model with four 
parameters, which can be applied to different types of electrolyzers. 

▪ Formulation of a one-dimensional water electrolysis model, based on the physical process, solving ordinary 
differential equations. Which can assess the evolution of all operating parameters, such as temperature 
and pressure, illustrating its comparison with other dimensions models. 

▪ Techno-economic assessment of the temperature control, by the sense of heating mass (electrolyte flow 
rate) variation, at a continuous range of gap temperatures. 

The paper is structured as follows: Section 2 describes the methodology adopted in this work, highlighting the 
proposed semi-empirical model, validated and extended to a one-dimensional model, while Section 3 
describes the results obtained and finally the conclusion of the work is reported in Section 4. 

2. Methods 
In this section, firstly a novel data-driven model, for Potassium Hydroxide (KOH) electrolyte-based alkaline 
electrolysis modelling, is proposed. Secondly, the model has been fitted with empirical data provided by 
literature, where four distinct datasets have been tested; Furthermore, the extension into the one-dimensional 
model, solving ordinary differential equations of mass, and energy balancing, has been discussed, concluding 
finally the indicators adopted for the technical and economic comparison of the work. 

2.1. Alkaline electrolyzer modelling 

Despite different assumptions and refinements present in alkaline electrolyzer modelling, they share the same 
goal, which is to describe accurately the polarization curve, indeed it is the curve which underlines the voltage 
(𝑉𝑐𝑒𝑙𝑙) variation due to the fluctuations of the current density (𝑗), and it can be described with the following 
equation: 



𝑉𝑐𝑒𝑙𝑙 = 𝑉𝑟𝑒𝑣 + 𝜂𝑎𝑐𝑡 + 𝜂𝑜ℎ𝑚 + 𝜂𝑏𝑢𝑏𝑏𝑙𝑒  (1) 

Where the 𝑉𝑐𝑒𝑙𝑙  is the voltage of a single electrolysis cell, 𝑉𝑟𝑒𝑣  is the reversible voltage i.e. the minimum 
electrical potential to have the electrolysis process going, 𝜂𝑜ℎ𝑚  the ohmic overvoltage comprising both 
electrolyte and electrodes overpotential, 𝜂𝑎𝑐𝑡 the activation overpotential of both electrodes and finally 𝜂𝑏𝑢𝑏𝑏𝑙𝑒 
is the overpotential, caused by bubble formation from liquid electrolyte.  

Each term of the equation (1). can be modelled in different ways, based on the approach and researchers’ 
decisions. It was found that almost all commercial alkaline electrolyzers adopt bipolar electrical configuration, 
meaning the cells are electrically connected in series since it allows to have higher utilization of the cell area, 
as reported in [8], therefore the whole electrolyzer has the same current of the cell level, while the overall 
voltage of the stack is the sum of all the cell’s voltages. Furthermore, the polarization curve provides insights 
into hydrogen production as well as conversion efficiency. 

The proposed model describes the polarization curve as follows: 𝑉 = 𝑉𝑟𝑒𝑣 + (1𝛼) 𝑅𝑇2𝐹 𝑙𝑛 ( 𝑗𝑗0) + 𝑗 ⋅ (𝛿𝑒𝑙𝜎𝑒𝑙)  (2) 

𝑗0 = 𝐵 ⋅ exp (− 𝐸𝑎𝑅𝑇) ; ln(j0) = ln(B) + (− Ea𝑅 ) ⋅ 1𝑇 (3) 

Where 𝑉𝑟𝑒𝑣  can be assessed using the Nernst equation, which changes based on electrolyzer operating 
conditions, as reported in [9]. While for 𝜎𝑒𝑙, using KOH electrolyte, is assessed through the empirical equation 
investigated by experiments performed by Gilliam et al.[10], and finally 𝑗0, exchange current densities for both 
electrodes can be described through the Arrhenius equation. 

Thus, four parameters remain to be estimated through the alkaline electrolyzer operating data. They are 

respectively: 𝛼, ln(B), (Ea𝑅 ) and 𝛿𝑒𝑙. Furthermore, several simplifications have been made to obtain a simple 

and versatile for different types of electrolyzers. Indeed, (i) both electrodes' activation overpotentials are 
grouped with a single Tafel equation, (ii) both diaphragm and electrolyte ohmic overpotential are grouped, due 
to the lack of information on the diaphragm material composition and experimental correlation, and finally (iii) 
the bubble formation overpotential, since its effects on activation overpotential are reduced the activation area 
and changes in electrolyte ionic conductivity, both effects are implicitly taken into account thanks to the 
parameter-estimation, through the electrolyzer operating data. 

2.1.1. Model validation  

The proposed model is further tested and validated, using the experiments presented in the literature by 
different researchers, to represent different types of alkaline electrolyzers with different set-ups of operating 
conditions. Such operating conditions are namely i) temperature, ii) KOH concentration, and iii) pressure. 
Additionally, the model's robustness, i.e. its ability to have reasonable accuracy, dealing with the minimum 
quantity of the data available, has been also tested. 

The procedure of calibration of the model, based on the type of the electrolyzer with its results, is illustrated in 
Figure 1, which can be divided into 3 phases: 

▪ Experimental data processing, ensuring at least 6 data points are present, ensuring a good accuracy of the 
model. If more data is available, they can be also included, however, not all available data should be used, 
to prevent the over-fitting problem. 

▪ The pre-processed data is then inserted into a curve-fitting framework, commonly used ones are Matlab 
and Python adopting the proposed model, assessing 4 calibrating parameters (𝛿𝑒𝑙 , 𝛼, ln (𝐵), −𝐸a/𝑅), 

▪ As a consequence of the previous step, the model is now defined, and as such, polarization curves at 
temperatures, different from the ones used to calibrate the parameters can be obtained and used as 
validation data. 



 

Figure 1.  Parameters estimation procedure. Divided into three phases: 1) collection of 

experimental data at different temperatures, 2) parameter estimation and 3) temperature and 

pressure influence validation.  

2.1.2. Extension of lumped model: one-dimensional model 

The proposed model, describing the water electrolysis at the single cell level, can be called a zero-dimensional 
model/lumped model, in the sense that it assesses the performance of the cell with only a single set of 
operating conditions, meaning no variation of i) temperature ii) pressure and iii) KOH concentration along e.g. 
the flow direction and the temperature is considered. 
It is possible to extend the lumped model to a half-dimensional model, where two sets of operating conditions 
are considered, namely inlet and outlet ones. However, this approach has an evident drawback, which is the 
need for information in advance about the outlet conditions, which is not always available, but can be assumed 
through e.g. a linear variation of parameters along the stack e.g. current density. 

  

Figure 2.  Alkaline electrolysis cell models. With the x-axis as the flow direction. 

Therefore, in this study, such a model is further extended into a one-dimensional model, obtaining a complete 
cell performance evaluation (Figure 2), as an extension of zero-dimensional and half-dimensional ones, which 
can be applied also to stack-level once defined the electrolyzers cells interconnection, that for this study, 
bipolar configuration, i.e. cells electrically connected in series, is adopted, as illustrated by Figure 3. 

 

Figure 3.  Alkaline electrolyzer bipolar configuration 1D model.  

As a modeling assumption, it is considered that all properties vary only along the flow direction, which is the 𝑥 
axis, ignoring their contribution in other axes, in other meaning: 



𝑑Γ𝑑𝑦 = 0; 
𝑑Γ𝑑𝑧 = 0 (4) 

Where Γ represents a generic physical property. The one-dimensional model proposed uses discrete element 
modeling, solving differential equations, wherein each element (𝑖), molar flow rate (�̇�𝐻2), and temperature (𝑇) 
are solved: 𝑑�̇�𝐻2𝑑𝑥 = 𝐽𝑖2𝐹 ⋅ Δ (5) 

𝑑𝑇𝑑𝑥 = (𝑉−𝑉𝑡ℎ)⋅𝐽𝑖�̇�𝑒⋅𝐶𝑝𝑒+�̇�𝐻2⋅𝐶𝑝𝐻2+�̇�𝑂2⋅𝐶𝑝𝑂2 ⋅ Δ (6) 𝑖 = 0,1,2,3 … 𝑛; Δ = const  (7) 

While different parameters are defined in the nomenclature at the end of the paper, such equations represent 
the molar mass, and energy balance along the 𝑥-axis, where Δ represents the cell width (cell dimension in 𝑧-
axis), which is constant. While for the standard chemical species, their thermodynamical properties, like 
specific heat (𝐶𝑝) can be consulted or calculated using the well-known empirical equations from the database 
of NASA [11]. The electrolyte, composed of water and a certain mass fraction of KOH, its thermal properties 
can be assessed using empirical formulas reported in the [12], obtained as results of experiments, where for 
this study, Zaytsev empirical relationship has been used [13]: 𝐶𝑝𝑒𝑙 = 𝑘1 + 𝑘2 ln (𝑇°𝐶100) + (𝑘3 + 𝑘4 ⋅ 𝑤𝑡 + 8 ⋅ 𝑇°𝐶) ⋅ 𝑤𝑡 (8) 

With the obtained 𝐶𝑝𝑒 is expressed in [J/kg K], to converted into [J/mol K] using the following equation: 𝐶𝑝𝑒,𝑚𝑜𝑙 = 𝐶𝑝𝑒 ⋅ 𝑀𝑒  (9) ∑ 𝑤𝑡𝑖𝑀𝑖 = 1𝑀𝑡𝑜𝑡 ∑ 𝑛𝑖 𝑛𝑡𝑜𝑡 ⋅ 𝑀𝑖𝑀𝑖 ; 𝑀𝑡𝑜𝑡 = 1∑𝑤𝑡𝑖𝑀𝑖 ;  𝑀𝑒 = 1𝑤𝑡𝑀𝐾𝑂𝐻+(1−𝑤𝑡)𝑀𝐻2𝑂      (10) 

𝑤𝑡 = 𝑚𝐾𝑂𝐻𝑚𝐾𝑂𝐻+𝑚𝐻2𝑂 (11) 

The flowchart of the proposed 0D model, extension to the 1D cell model, and finally into the 1D stack model, 
is illustrated in Figure 4. 

 

Figure 4.  Alkaline 1D stack model flowchart. Starting with the single cell 0D model, extended to 

1D cell model, solving mass and thermal balance, and finally 1D stack model, based on the 

electrical configuration among cells.  



2.2. Technical and economic comparison 

To have an overview of different models’ comparison, in terms of both technical and economic perspectives, 
the assumption of having inlet and outlet temperature is the same for all models, whereas the 0D model 
considers only the inlet temperature.  

0D: 𝑇𝑖𝑛𝑙𝑒𝑡; 𝐽 = 𝐽𝑖𝑛𝑙𝑒𝑡 = 𝑓(𝑇𝑖𝑛𝑙𝑒𝑡, 𝑉, 𝑤𝑡, 𝑝) (12) 

1/2D: 𝑇inlet, 𝑇𝑜𝑢𝑡𝑙𝑒𝑡;𝐽 = 𝐽𝑎𝑣𝑔 = 𝐽𝑖𝑛𝑙𝑒𝑡+𝐽𝑜𝑢𝑡𝑙𝑒𝑡2  (13) 

1D: 𝑇𝑖; 𝑖 = 0, … 𝑛; 𝐽 = 𝐽𝑎𝑣𝑔 = ∫ 𝐽𝑖⋅𝑑𝑥𝑛⋅Δ𝑋  (14) 𝐴𝑟𝑒𝑎 = 𝑥 ⋅ 𝑤𝑖𝑑𝑡ℎ; 𝑥 = 0, 1 ⋅ 𝛥𝑥 … , 𝑛 ⋅ 𝛥𝑥 (15) 

Furthermore, for the technical comparison among different models, since the temperature-controlling 
components are included in this analysis, namely heat exchangers and pumps, the interconnection of these 
parts with the electrolyzer is described in Figure 5. Where heat exchangers, have the objective to cool the 
outlet electrolyte, warmed up by the inefficiencies, down to the inlet setting temperature. While temperature 
control can be done by controlling the flow rate of the inlet water, as described in equation (6) and equation 
(8) the increase of the water flow rate can lower the temperature gap, hence increasing the cell's overall 
working efficiency, however, with an expense of a higher required power for the electrolyte circulation. The 
pressure gap is assumed to be equal to 1 bar for the sake of simplicity.  

The system integration between alkaline electrolyzer and other components of the plant is illustrated through 
the flow diagram reported in Figure 5, despite having multiple components present in the plant, not all of them 
have been modelled in the present study, as they are out of the scope of the objective. 

 

Figure 5. Systems connections. Illustrating auxiliary systems to be coupled with electrolyzer stack.  

Indeed, the components that accounted for the evaluation of the temperature control, besides the electrolyzer 
stack itself, are water pumps and heat exchangers, where their characteristics, used for this work, are reported 
in Table 1. 

Table 1. Model parameters. 

Pheobus electrolyzer  Reference 

Cell area (m2) 0.25 [2] 
#n cells  21 [2] 
Operating pressure (bar) 7 [2] 
Nominal power (kW) 26 [2] 
Unitary cost (€/kW)  830 [14] 
Stack lifetime (years)  10 [14] 

Water pump   

Efficiency  0.7 [14] 
Input power 𝑃 = 𝜂𝑝𝑢𝑚𝑝 ⋅  𝛥𝑃 ⋅ 𝑄𝑒 [-] 



Pressure Gap 1 bar [-] 
Cost  60 €/(kg/s)  [14] 

Heat exchanger   

Cost (€) 𝐶 = 𝐶1 ( 𝐴𝐻𝐸𝑋0.093)0.78
 [14] 𝐶1 110 €/m2 [14] 

U (W/m2 K) 700 [14] Δ𝑇𝐻𝐸𝑋 (K) 5 [-] 𝐴𝐻𝐸𝑋 (m2) 𝐴𝐻𝐸𝑋 = �̇�𝐻2𝑂 ⋅ 𝑀𝐻2𝑂 ⋅ 𝐶𝑝𝐻2𝑂 ⋅ Δ𝑇𝐻2𝑂𝑈 ⋅ Δ𝑇𝐻𝐸𝑋  [-] 

Lifetime (years) 15 [14] 

Levelized Cost of Electricity   

€/MWh 20-60 [14] 

As evaluation indicators, exploiting the temperature effects, system-level efficiency, and levelized cost of the 
produced hydrogen are adopted to assess the temperature influence. And these indicators assessment criteria 
are reported in the following equations: 𝜂𝑡𝑜𝑡 = 𝑁𝑐𝑒𝑙𝑙⋅�̇�𝐻2𝑐𝑒𝑙𝑙⋅𝐿𝐻𝑉𝐻2𝑃𝑒𝑙+𝑃𝑝𝑢𝑚𝑝  (16) 

𝐿𝐶𝑂𝐻 = 𝐶𝐴𝑃𝐸𝑋𝑒𝑙,𝑎+𝐶𝐴𝑃𝐸𝑋𝐻𝐸𝑋,𝑎 +𝐶𝐴𝑃𝐸𝑋𝑊𝑃,𝑎⋅+𝐿𝐶𝑂𝐸⋅𝐸𝑒𝑙𝑐𝑚𝐻2  (17) 

Where all investment costs (𝐶𝐴𝑃𝐸𝑋), that depend on the nominal size of the technology, are actualized while 𝐸𝑒𝑙 is the electrical energy consumed to produce the 𝑚𝐻2. 

3. Results & discussions 
Different types of results are reported in this section, firstly the results regarding the validation of the novel are 
illustrated, to be followed with the comparison of different dimensionality of the model, and finally the technical 
andeconomic analysis of the temperature control effects, are discussed. 

3.1. Ability for the model to fit data 

The proposed model proved its validity and robustness; indeed, the results show that only six data points, 
three data points for each, and two temperatures are needed, to capture the temperature and the current 
density dependency. Of course, the parameters are strictly dependent on the data points used to estimate 
them, however, the difference is not significant, and they are listed in Table 2. 

Table 2. Parameters for the datasets analyzed. 

 Experiments conditions Calibrated parameters 

 𝑝 𝑇 𝑤𝑡 𝛿𝑒𝑙  𝛼 −𝐸𝑎/𝑅 ln(B) 

Units [𝑏𝑎𝑟] [°𝐶] [−] [𝑐𝑚] [−] [𝐾] [ln ( 𝑚𝐴𝑐𝑚2)] 
Sakas [15] 16 59.6-61.15-70 0.25 0.3914 0.1253 -6330 13.11 

Ulleberg [2] 7 30-40-50-60-70-80 0.30 0.6637 0.1726 -5331 9.184 

Sanchez [16] 7 55-65-75 0.35 0.5711 0.1181 -3592 4.768 

Groot [17]  30 50-60-70 0.28 0.2716 0.2764 -3906 3.864 

During the parameter estimation process, the dataset is split into two separate datasets. Namely train and test 
datasets, to prove the model’s robustness. Indeed, the training dataset, i.e. the data used to find parameters, 
is randomly selected, with the only constraint that they need to be at least six data points, from at least two 
different operating temperatures. The results of the estimation, illustrating the model’s wide applicability, are 
reported in Figure 6. 



  
a) Sakas dataset b) Ulleberg dataset 

  
c) Sanchez dataset d)De Groot dataset 

Figure 6.  Parameter estimation and validation with temperature variation. Where squared-dotted 

data are from the training dataset while the circle ones are from the test dataset. 

Whereas the temperature dependence is explicitly highlighted, in activation overpotential, other operating 
conditions influence, namely KOH weight concentration and pressure are implicitly considered, through the 
ohmic overpotential and reversible voltage, respectively.  

3.1. Accuracy of model dimensionality 

The one-dimensional model is controlled by voltage; hence the voltage is an input parameter of the model. 
Whereas the current density, thus also the hydrogen production is an output data from the model. 
The benefit of having a one-dimensional model resides in the possibility to perform analysis at different 
temperatures, between the inlet and outlet of the cell. Indeed, Figure 7 is reported the results of the 1D model 
for a 0.30x0.30 m cell, working at 1.8V, with an outlet temperature fixed at 80 °C with different gap 
temperatures, namely 1-2-10 °C. 

 

Figure 7.  1D model at 1-2-10 °C temperature difference. Illustrating namely i) temperature, ii) 

hydrogen production and iii) voltage efficiency along the cell. Where the outlet temperature is kept 

constant. Despite having a higher temperature difference achieves a higher efficiency, the produced 

hydrogen flow is lower. 



A comparison of the different dimensionality of the model is illustrated in Figure 8. The 1D model is used as a 
reference, as this is considered the most accurate. The current density at a fixed potential of 1.8 V is compared. 
This is done at different flow rates of the electrolyte through the stack for cooling, resulting in different 
temperature increases over the stack.  
The comparison shows that the 0D model is always underestimating the current density and thus the hydrogen 
production rate. The 1/2D model, in contrast, is overestimating the two. Furthermore, with an operating 
temperature of 80°C (353 K) and voltage of 1.8 V, considering the one-dimensional model as the benchmark, 
with a gap temperature of 5°C between the inlet and outlet, while the half-dimensional model’s deviation is 
almost neglectable (0.75%), the zero-dimensional model has a significant deviation, underrating about 11% 
the hydrogen production. 

 

Figure 8.  Models’ comparison at different temperature increase over the stack.  Where error is the 

difference between the models' average current density, compared with the 1D model's average 

current density, in percentage. 

Regarding temperature effects, with a temperature increase, between the inlet and outlet of the electrolyzer 
stack, larger than 1°C, the overall efficiency (defined in equation (16)) remains almost constant at a value of 
0.69 (Figure 9); and since the model is fixing voltage as input, results are implying that, after such threshold, 
the influence of the water pump energy consumption, which depends on the water flow rate, required to control 
the operating temperature, is almost neglectable, compared to the energy absorbed by the electrolyzer. 

 

Figure 9.  Influence of temperature difference (inlet to outlet) in system efficiency. Where the outlet 

temperature is set as 80°C. 

As for the economic aspect, as illustrated in Figure 10, there’s a clear zone (2° zone), where the LCOH stays 
at its minimum level, indeed, such range is around the gap temperature of 1°C, independently from the LCOE 
adopted, however, with a slope of LCOH (defined in equation (17)) decrease/increase different in two cases. 
However, the LCOH are higher in the other two zones (1° zone and 3° zone), due to different reasons, while 
for the 1° zone, the cause is the high operational cost due to the water pump energy absorption, for the 3° 



zone instead, is due to a drop in current density, indeed with a higher gap temperature, the overall hydrogen 
production, results to be lower and lower. 

  
a) LCOH with minimum LCOE b) LCOH with maximum LCOE 

Figure 10.  Influence of temperature difference (inlet to outlet) in the levelized cost of hydrogen. 

Where the outlet temperature is set as 80°C  

There are several limitations of the proposed model. It does not consider the faraday efficiency, because of 
the lack of an aligned approach to it in literature, furthermore, the water vapor formation has not been properly 
addressed. Nevertheless, since the objective of the work is to assess the temperature influence and its control, 
such limitations would not change the discussed results, yet they can certainly be subject to further 
investigation. 

4. Conclusion 
In this study, the assessment of the alkaline operating temperature effects and its control, from both technical 
and economic aspects, has been carried out. 

To seize these quantities of the electrolysis process, a novel alkaline cell model is proposed. The model was 
fitted to various data from the literature and shown to provide good fits for all the considered measurements. 
The model included only four parameters, which are a combination of the physical parameters as well as 
empirical parameters describing certain physical phenomena.  

Furthermore, after validating the proposed cell model, it has been extended to one-dimensional modelling, 
based on the finite element approach, including the mass and energy balance, which provides the evolution 
of different operating parameters along the cell, such as temperature. To understand the impact of model 
accuracy on system models, a comparison of different model refinements was conducted, i.e. a 0D, 1/2D and 
a 1D model. The 0D model is significantly underestimating the hydrogen production (-11%), while the 1/2D 
model has a slight overestimation (+0.75%), as compared to the more accurate 1D model. 

Furthermore, the effect of electrolyte rate on the overall efficiency was investigated - both technically and 
economically. There are clear benefits of increasing the flow rate of the electrolyte to keep temperature 
increase over the stack close to 1°C.  

The efficiency with increasing flow rates will go down, however, remains constant if the temperature increase 
is kept above 1°C. Economically there is an optimum flow rate, where losses from the pumping of electrolytes 
and losses in the stack due to higher resistance at lower temperatures are balanced. 

Although the global trend of the LCOH does not change, with different values of LCOE (20-60 €/MWh), its 
value is quite different, where for 20 €/MWh, it can be 1.33-1.43 €/kgH2, alternately, 3.25-3.6 €/kgH2 for 60 
€/MWh. 

Nomenclature �̇� Molar flow rate, mol/s 

LHV Low heating value, J/mol 𝐴 Area, m2 𝐵 Arrenhius constant, mA/cm2 𝐶𝐴𝑃𝐸𝑋 Capital Expenditure, € 𝐸 Energy, kWh 𝐹 Faraday constant, 96500 C/mol 𝐻 Enthalpy, J/mol 



𝐼 Current, A 𝐿𝐶𝑂𝐸 Levelized Cost of Energy, €/kWh 𝐿𝐶𝑂𝐻 Levelized Cost of Hydrogen, €/kg 𝑀 Molarity of the solution, mol/l 𝑁 Number,- 𝑃 Power, W 𝑅 Universal gas constant, 8.314462618 J/mol K 𝑇 Temperature, 𝐾 𝑈 Heat transfer coefficient, W/m2 K 𝑉 Voltage, V 𝑎 Water activity, - 𝑗 Current density, A/m2 𝑚 mass, kg 𝑛 Number of elements,- 𝑝 Pressure, bar 𝑣 Velocity, m/s 𝑤𝑡 Weight concentration, [0.0 - 1.0] 

Greek symbols 𝛼 Charge transfer coefficient, - 𝛿 Reaction distance, cm 𝜂 Overpotential, V 𝜎 Ionic conductivity, S/cm Δ Cell width, m Γ Generic property, - 

Subscripts and superscripts % Percentage 𝐻2𝑂 Water °𝐶 Celsius 𝐻2 Hydrogen 𝐻𝐸𝑋 Heat exchanger 𝐾𝑂𝐻 Potassium Hydroxide 𝑂2 Oxygen 𝑋, 𝑎 Actualized cost of X technology 𝑎𝑐𝑡 Activation 𝑏𝑢𝑏𝑏𝑙𝑒 Bubbles 𝑐𝑒𝑙𝑙 Single cell 𝑑 Diaphragm  𝑒𝑙 Electrolyte/Electrolyzer 𝑒𝑙𝑐 Electricity  𝑖𝑛𝑙𝑒𝑡 Cell inlet 𝑜ℎ𝑚 Ohmic 𝑜𝑢𝑡𝑙𝑒𝑡 Cell outlet 𝑝𝑢𝑚𝑝 Water pump 𝑟𝑒𝑣 Reversible 𝑡ℎ Thermo-neutral 𝑣 Vapor 
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Abstract: 

The combination of emerging technologies such as fuel cells with well-known internal combustion 
engines, gas turbines and/or batteries is expected to enhance the efficiency of the resulting hybridized 
power plants compared to conventional ones installed onboard ships. Besides, the use of alternative 
fuels such as hydrogen, methanol or ammonia to power ships will allow to reduce the carbon footprint 
of vessels. However, hybridization and the use of alternative fuels imply that several variables such 
as efficiency, reliability, flexibility, space requirements, mass, investment costs or maintenance costs 
need to be taken into account simultaneously. To approach these designs Genetic Algorithms can be 
helpful. Genetic Algorithms are a powerful tool for solving a wide range of optimization problems in 
which several variables play a key role on the performance of the solution demanding a trade-off 
solution that also considers conflictive phenomena between these variables. In this work, the 
application of Genetic Algorithms to the design of hybridized marine power plants aiming to find 
compromised solutions is described. The outcome of these applications will help in the decision-
making process to select the different components within the power plant, as well as the dimensioning 
of their capacities to get the most suitable design in accordance with a defined set of requirements 
that must be met. 
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1 Introduction 
Multi-objective optimization problems (MOPs) arise frequently in engineering applications where 
several objectives need to be optimized simultaneously. In such cases, optimization algorithms are 
commonly used to solve that MOPs due to their ability to handle multiple criteria and objectives and 
search for the solution space efficiently. In the present work, the methodology for the application of 
an optimization algorithm on the design of a marine hybrid power plant is presented. This 
methodology will allow to create a tool to help in the decision-making process of the different power 
generation components of a marine hybrid power plant. 

In Section 2, a brief review about the state-of-the-art of multi-objective optimization algorithms applied 
to power plant generation problems is presented. Non-Dominated Genetic Algorithm II (NSGA-II), 
Particle Swarm Optimization (PSO) and Strength Pareto Evolutionary Algorithm II (SPEA II) are found 
among the most used algorithms used for power plant generation problems. Economics, emissions 
and efficiency are found as the main objective functions defined. 

The combination of emerging technologies such as fuel cells with well-known internal combustion 
engines, gas turbines and/or batteries is expected to enhance the efficiency of the resulting hybridized 
power plants compared to conventional ones installed onboard ships. Besides, the use of alternative 
fuels such as hydrogen, methanol or ammonia to power ships will allow to reduce the carbon footprint 
of vessels. However, hybridization and the use of alternative fuels imply that several variables such 
as efficiency, reliability, flexibility, space requirements, mass, investment costs or maintenance costs 
need to be taken into account simultaneously. All this results in a problem with multiple inputs, multiple 
variables well as multiple goals to fulfil simultaneously. Multi-objective algorithms are a powerful tool 
to cope with this problem. Nevertheless, a case-specific methodology adapted to the problematic of 
a modern marine hybrid power plant from needs to be developed to allow the use of multi-objective 
algorithms. In Section 3, this methodology is explained. Key aspects and future works to the 
methodology are discussed in Section 4. 

2 Multi-objective optimization algorithms 
Multi-objective optimization problems arise frequently in engineering applications where several 
objectives need to be optimized simultaneously. Applied to power generation plant problems, Non-
Dominated Genetic Algorithm II (NSGA-II), Particle Swarm Optimization (PSO) and Strength Pareto 
Evolutionary Algorithm II (SPEA II) have been found to be widely used in the literature. This Section 
presents a brief review of these algorithms for such applications. Table 1, compares briefly the main 
features of these algorithms. 

NSGA-II 

Non-dominated Sorting Genetic Algorithm II (NSGA-II) is a powerful multi-objective optimization 
algorithm that is widely used in engineering and scientific applications. It is a variation of the NSGA 
algorithm, which is based on the concept of non-dominated sorting, where solutions in the population 
are classified into different "fronts" based on their dominance relationship with other solutions. NSGA-
II builds on this concept by introducing several improvements that allow it to search for optimal 
solutions more efficiently and effectively. One of the key enhancements is the use of a crowding 
distance metric to maintain diversity in the population. This metric is used to encourage the selection 
of solutions that are spread out in the objective space, rather than focusing on a single region. 

Another important improvement of NSGA-II is the use of an elitist selection mechanism. This ensures 
that the best solutions in the population are preserved from one generation to the next, which helps 
to prevent the loss of good solutions during the search process. NSGA-II also employs tournament 
selection, which involves selecting individuals for reproduction based on their dominance and 
crowding distance values. The algorithm uses binary tournament selection in the early generations to 
encourage diversity, and switches to crowding tournament selection in later generations to promote 
convergence towards the Pareto-optimal front. 

Mayer et al. use NSGA-II in a multi-objective optimization problem of a household with renewable 
energy supply in which the net present cost and environmental footprint are the objective functions 
chosen to search for the Pareto-front solutions [1]. The results prove multi-objective optimization to 
be satisfactory to investigate trade-offs solution between two conflicting objective functions. 



Similarly, Oyekale et al. develop a thermo-economic optimization of a solar organic Rankine cycle 
power plant with the NSGA-II. The Pareto-front is obtained with the objective functions of biomass 
mass flow rate and investment cost rate [2].  

NSGA-II is also the algorithm chosen by Bolbot et al. for the optimization of a cruise ship power plant 
considering as objective functions the Life Cycle Cost and lifetime CO2 emissions [3]. The 
optimization has taken into account existing and future SOx and NOx IMO regulations, which were 
used as constraints in the optimization process. The algorithm has proved to succeed in finding an 
optimal solution that meets with these regulations. 

Villalba-Herreros et al. make use of the NSGA-II in a multi-objective optimization of a power plant 
based on Direct Methanol Fuel Cells (DMFCs) with a CO2 capture system to power an Autonomous 
Underwater Vehicle (AUV) [4].  

PSO 

Particle Swarm Optimization (PSO) is a nature-inspired metaheuristic optimization algorithm that is 
widely used to solve complex optimization problems. The algorithm is based on the movement of 
particles in a multidimensional search space, which is designed to explore the space and find the 
best solution. In PSO, a population of particles represents candidate solutions, and the movement of 
the particles is influenced by their own best position (i.e., personal best) and the best position found 
by the swarm (i.e., global best). Each particle adjusts its position and velocity based on its own 
experience and the experience of the swarm, using a set of mathematical equations that determine 
the direction and speed of movement. This process is repeated over multiple iterations until a stopping 
criterion is met or the best solution is found. 

One of the advantages of PSO is its simplicity and ease of implementation. The algorithm has a small 
number of parameters, which makes it easy to use and adjust for different optimization problems. 
PSO is also computationally efficient and can handle large and complex optimization problems, as it 
can quickly converge to a good solution with a small number of function evaluations. Additionally, 
PSO can handle both continuous and discrete optimization problems, and can be easily extended to 
handle multi-objective optimization problems. Despite its advantages, PSO can suffer from premature 
convergence and a lack of diversity in the population, which can result in suboptimal solutions. To 
mitigate these issues, various variants of PSO have been proposed, such as adaptive PSO, hybrid 
PSO, and cooperative PSO. 

Vijayakumar et al. propose the use of a modified PSO algorithm in [5], in a load distribution 
optimization to find the lowest electric power generation cost. The results were compared with genetic 
algorithms and conventional PSO algorithms, offering the modified PSO the lowest electric power 
generation cost among them. 

Azaza et al. use the PSO in a Multi-objective optimization of a hybrid micro-grid system composed of 
photovoltaic panels, wind turbines, diesel generators and battery storage [6]. The objective functions 
set were reliability, Cost of electricity (COE) and the renewable factor to minimise the use of the diesel 
generator.  

 SPEA II 

Strength Pareto Evolutionary Algorithm II (SPEA II) is a multi-objective optimization genetic algorithm 
that uses a fitness function to evaluate the quality of solutions in the population. The fitness function 
considers both the solution's objective values and its distance to other solutions in the population. 
Solutions with high fitness are selected for the next generation, and the process is repeated to obtain 
a set of non-dominated solutions. SPEA II has been applied to various engineering problems, 
including transportation planning, manufacturing, and structural optimization. However, SPEA II can 
be computationally expensive for problems with a large population size. 

This algorithm is used by Mehrdad et al. in [7] for the optimization of organic Rankine cycle used in a 
power plant. The objective functions used in the Pareto-front are the Levelized Energy Cost (LEC) 
and the exergy efficiency. 

Dufo-López et al. make use of SPEA II in [8], where this algorithm is applied for the optimization of 
stand-alone photovoltaic, wind and diesel systems with battery storage. The objective functions are 



the Levelized Cost of Energy and the equivalent CO2 life cycle emissions. The results of the 
optimization allowed to dimension and select the power generation devices for the plant, as well as 
discard others. 

Table 1. Comparison features between NSGA-II, PSO and SPEA II. 

Features NSGA-II PSO SPEA II 

Type of algorithm Genetic Stochastic Genetic 

Multi-objective Yes Not by default Yes 

Search space technique 
Non-dominated sorting 

/ crowding distance 
Swarm of 
particles 

Strength metric 

Optimization criteria Pareto dominance Fitness function 
Strength and 
distribution 

Convergence criteria 
Quality measure 

convergence 
Fitness function 

convergence 
Limit of space distance 

Robustness High Lower Higher 

Computational demand High Light Medium 

Discontinuous functions Yes Struggle Yes 

Weakness 
Computationally 

demanding 
Discontinuous 

functions 

Requires large 
population to maintain 

diversity 
References [1-4] [5-6] [7-8] 

 

In summary, three different types of optimization techniques have been shown in the present Section 
and references of all of them related to power generation/distribution problems have been briefly 
explained. As can be observed, regardless of the method used, in all cases the economics are one 
of the objective functions of the Pareto-front. The second objective function is related either to the 
efficiency of the system or the emissions produced. 

3 Methodology 
The main focus of the investigation outlined in this work is shown in Figure 1. The figure shows the 
main overview of the algorithm methodology. In the following Sections 3.1 to 3.5 the steps of this 
workflow are explained. 

3.1 Input data - Operational profile and fuels 

The initial conditions that are the basis of the optimization process are given by the operational profile 
of the vessel and the fuels used. 

The operational profile is broken down into endurance of the vessel, electrical demand and heat 
demand.  

The electrical demand considered is defined as the sum of the propulsion power in a vessel with 
electric propulsion, and the auxiliary power demand of the vessel. This auxiliary power initially does 
not consider the electrical demand needed to make the power plant operational, that is, the power of 
the balance of the plant (BoP) as it depends on the size of the power plant itself. The BoP is sized in 
an iterative process further explained in Section 3.2. 

The selection of one, two, three, four or all the fuels to be considered during the optimization process 
will depend on the specific case to which the methodology presented in this work is applied. 

Regarding the fuels used onboard, five alternative fuels are considered: liquid hydrogen (LH2), 
methanol (MeOH), ammonia (NH3), liquid natural gas (LNG) and biofuels. 

The different power plant components will be dimensioned according to the required demands as 
explained in Section 3.2. 



Lastly, the endurance input is fed directly to the mathematical modelling of the algorithm as explained 
in Section 3.2.  

 

Figure 1. Methodology diagram of the multi-objective algorithm. 

3.2 Hybrid Power Plants  

The input parameters defined in Section 3.1 are introduced into the iterative process shown in Figure 
2.  

Electrical and heat demands of the operational profile as well as the fuels selected are used to 
establish an initial dimensioning of the power generation devices of the hybrid power plants. 

During the first iteration, the population of hybrid power plants is created randomly, varying the power 
capacity of the different power generation devices.  

The power plant components of the marine hybrid power plants are: 

 PEM Fuel Cells (electricity generation) 

 Generator sets (electricity generation) 

 Battery energy storage (electricity storage/generation) 

 Boiler (heat generation) 

 Heat recovery systems (heat generation) 

The set of hybrid power plants obtained in this step form the population that is subjected to the 
optimization process in the algorithm. In this respect it will be assumed that each individual of the 
population will make use of only one of the fuels. This is an extended practice in the maritime industry 
(although the use of two different fuels onboard a ship is also common) in order to minimize the 
amount of equipment needed to make the power plant functional. 



 

Figure 2. Workflow diagram of the mathematical modelling. 

3.3 Mathematical modelling of hybrid power plants 

Each individual of the hybrid power plants will have its own configuration of fuel, PEM Fuel Cells, 
generator sets, battery storage, boiler and heat recovery systems. For each individual, the 
mathematical model is the step in which the performance of the plant is assessed. Efficiency, 
emissions, volume required on board, mass and cost of the plant are calculated in this step. 

The endurance of the vessel is also introduced at this step. Once the efficiency of the hybrid power 
plant is known, it will be possible to assess the volume of the fuel storage as well as its mass 
contributions. 

3.3.1 Mathematical modelling of the balance of plants (BoPs) 

Simultaneously to the mathematical modelling of the hybrid power plant individuals, the balance of 
plant (BoP) is also assessed. BoP is an important component of a marine power plant that refers to 
all of the auxiliary systems and equipment required to support the power generation process. It 
involves a wide range of systems and equipment, such as the electrical grid connection, transformers, 
control systems, fuel supply systems, reformers, exhaust systems, lube oil systems, compressed air 
or refrigeration systems.  

Combining different power generation and power storage devices in a hybrid power plant needs to 
take into account that there will be interfaces and share of equipment between them, thus affecting 
the BoP. Such combination is taken into account in the BoP in order to create a model that considers 
the integration of different power plant devices. 

The calculation of the BoP for each individual will allow to estimate the additional contributions of 
electrical demand, heat demand, cost, volume required onboard the vessel and mass.  

As mentioned in Section 3.1, added electrical demand and heat demand will be used in the next 
iteration process to dimension the next generation of hybrid power plants. This will allow to estimate 
future individuals of hybrid power plants taking into account these contributions, so that after a few 
generations the additional electrical and heat demands will tend to zero. 

Added cost, volume and mass parameters are combined with the contributions of these parameters 
calculated for the hybrid power plants in the mathematical model. 

  



3.4 Objective functions 

In Section 2, works found in the literature regarding multi-objective optimization cases applied to the 
dimensioning of hybrid power plants have been analysed. The analysis has shown that the objective 
functions selected to carry out the multi-objective optimizations are in most cases focused on costs 
combined with efficiency or greenhouse gas emissions. These objective functions entail the search 
of trade-off solutions in which a Pareto-Front is obtained in the multi-objective optimization process. 
This is one of the key elements that is seek in the present work, as the aim of the methodology 
proposed is to help during the decision-making of the optimum hybrid power plant. A range of hybrid 
power plants forming a Pareto-Front will give the end-user the possibility to take a decision based on 
a set of criteria that have opposite impacts. 

In Figure 3 it is shown the workflow of how the parameters calculated in the mathematical model are 
distributed into the objective functions. 

 

Figure 3. Workflow from mathematical modelling to objective functions. 

3.4.1 Efficiency 

The objective function of efficiency allows to give information of the performance of the hybrid power 
plant. Besides, it is a parameter that will not be subject to considerable changes in mid or long-term 
perspectives. Even though devices like the PEM Fuel Cells are emerging technologies in the 
maritime, efforts on their development are being focused on reducing their investment cost through 
the use of new materials. Therefore, this objective function will have the quality of a stability with high 
reliability. 

3.4.2 Economics 

The objective function of the economics has contributions from three different parameters of the 
mathematical model: costs, volume and emissions.  

As it is reasonable, the costs of the hybrid power plant obtained in the mathematical model, which 
are calculated in capital expenses (CAPEX) and operational expenses (OPEX) of the plant, contribute 
greatly to this objective function.  



The volume of the hybrid power plant, and the volume on the vessel required to store the fuel, can 
affect, depending on the type of vessel, to other spaces such as cargo, that would report a benefit 
otherwise. Therefore, the volume parameter calculated in the mathematical model can also influence 
the objective function of economics. 

The emissions, which depending on the power generation device, can be composed of greenhouse 
gases and others such as NOx, SOx or PM, can be subject to penalties from the international 
regulatory organizations. Therefore, this is also taken into account in this objective function.  

3.4.3 GHG Emissions 

The purpose of objective function of greenhouse gas emissions is to be evaluate and compare the 
environmental impact of the hybrid power plants. Taking the operational profile of the vessel allows 
to calculate the mass of CO2 emitted to the atmosphere during in a specific amount of time. For each 
hybrid power plant analysed, this mass will be calculated and serve as basis of this objective function. 

3.5 Multi-objective optimization and iteration 

The multi-objective optimization is performed with the three objective functions defined in Section 3.4, 
economics, efficiency and GHG emissions. As a result of the optimization, a set of new hybrid power 
plants are obtained and introduced into the next iteration. The added electrical demand and added 
heat demand are introduced also in the next iteration, as explained in Section3.2, and their values 
will tend to stabilize as the number of iterations increase. The workflow of this step is shown in Figure 
4. 

 

Figure 4. Workflow of multi-objective optimization. 

The Pareto-Front generated in the optimization process will be based on the three objective functions 
defined. To take into account the three objective functions simultaneously, the Pareto-Front is 
represented in a 3-dimensional graph. 

4 Discussion 
In the present work a methodology to optimize maritime hybrid power plants fuelled with alternative 
fuels has been presented. In Section 2, the results of a search of optimization algorithms used in the 
literature applied to cases of dimensioning hybrid power plants are presented. Three optimization 
algorithms (NSGA-II, PSO and SPEA-II) have been found with positive results throughout the cases 
applied. Among the cases found in the literature, two objective functions are normally used in the 



optimization process, from a group of three, efficiency, economics and GHG emissions. Pareto-Fronts 
of two objective functions are therefore the outcome of these works. The authors find that the three 
objective functions mentioned are of high relevance in the decision-making process of dimensioning 
a maritime hybrid power plant. For this reason, it has been decided that the methodology proposed 
in Section 3 makes use of the three objective functions simultaneously. Pareto-fronts are therefore 
represented in 3-dimensional graphs, with each x-y-z axis associated to each of the objective 
functions. 

Hybrid power plants require to integrate different power generation devices working together in 
harmony. In order to achieve this integration, the auxiliary systems to make the hybrid power plant 
operational, known as the balance of plant (BoP), have a higher level of complexity compared to 
power plants with single power generation devices. For this reason, in the methodology proposed in 
Section 3, the BoP has been given significant relevance and importance within the algorithm. For 
each hybrid power plant, its BoP will have its specific needs, which results in specific mass of the 
equipment, volume required on board, costs, but also electrical power demand and heat demand. 
The workflow of the BoP is shown in Figure 2. As the BoP is based on the information of the hybrid 
power plant, the added electrical demand and heat demand are no longer considered in the current 
iteration step, otherwise this would affect the dimensioning of the hybrid power plant that has been 
already stablished. Therefore, added electrical demand and heat demand are introduced in the next 
iteration of the algorithm. As the number of iterations increase, the hybrid power plants tend to be 
dimensioned matching the needs of the BoP. Therefore, the added electrical demand and heat 
demand of the BoP will tend to zero as the iterations grow. 

As explained in Section 3.1, one part of input data to be applied to the algorithm comes from the 
operational profile of a vessel with electric propulsion. Electrical power demand and heat demand are 
used to dimension initially the hybrid power plants. To do so, the reference points from which these 
demands are considered have to be common for all types of hybrid plants., e.g., the ship propeller, 
that has a mechanical demand to be moved, has a prime mover that is an electric motor, this electric 
motor has an electrical demand to move the propeller that can be common for any given hybrid power 
plant considered in this work. Future works that could include mechanical propulsion of the vessel 
would need to take this into account. 

5 Conclusions  
The emerging technologies that are being implemented in the maritime field regarding the use of 
alternative fuel devices such as PEM Fuel Cells have a direct impact on the power plants of vessels. 
The combination of different power generation devices entails a level of hybridization of power plants 
that requires a higher complexity to make the hybridized power plant to function in harmony. To solve 
this problem, a methodology for a multi-objective optimization process that will help during the 
decision-making process of the power plant has been proposed. The main conclusions obtained from 
are summarized below: 

 The methodology proposed is able to integrate the different power generation devices 
through specific balance of plant oriented to each hybrid power plant considered.  

 Three objective functions (efficiency, economics and GHG emissions) have been defined. 
The objective functions will allow to create a 3-dimensional Pareto-Front to assist the user on 
the decision-making process of the optimum hybrid power plant. 

 The point of reference from the electrical demand and heat demand given by the operational 
profile of the vessel needs to be common for all hybrid power plants. 
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Abstract: 

Interest in hydrogen as a transportation fuel is growing. Fuel cell electric vehicles fed by hydrogen are expected 
to play a key role in the decarbonization of the transportation sector. Its impact will depend upon the existence 
of reliable and cost-effective fuelling stations. Numerical simulation allows sizing hydrogen refuelling on-site 
stations in order to identify the most cost-effective solution for a specific utilization pattern. This study aims to 
define a numerical optimization model for a hydrogen refuelling station to supply both light and heavy vehicles. 
The objective function is to minimize the total storage volume, taking into account the number of vehicles to 
be refuelled. The pressure at each storage skid is considered a decision variable, as well as the hydrogen 
mass that is provided at each vehicle filling. The model considers the hydrogen properties and the physical 
constraints to size the station prior to its construction. Additionally, a cost analysis based on the capital 
expenditure concept was developed. The hydrogen refuelling station must be able to supply 300 kg/day of 
hydrogen. The station includes four main systems: the hydrogen production equipment, an electrolyzer, and a 
system that can store hydrogen to feed the compression cascade. The station should be able to fill 10 heavy 
vehicles at 350 bar (H35), considering 2 skid pressure levels and a supplied mass of 30 kg and 30 light vehicles 
at 700 bar (H70), considering 3 skid pressure levels, dispensing 4.2 kg of hydrogen each. At all vehicle fillings, 
a pressure differential of 50 bar between the high-pressure skid and the vehicle tank is mandatory so the 
refuelling can be validated. The results show that it is possible to refuel 10 heavy vehicles considering a total 
storage volume of 36.9 m3, whereas, for light vehicles, it is possible to refuel 30 vehicles with a total volume of 
22.9 m3. Based on capital expenditure, the most representative capital costs are the production equipment 
(30%), high-pressure storage unit (20%) and the hydrogen compression system (18%). 

Keywords: 

Hydrogen; H2 Refuelling protocols; Light and heavy vehicles; Numerical Optimization; CAPEX. 

1. Introduction 
Hydrogen as an energy carrier is currently seen as one of the most favourable ways to accelerate the 
decarbonization of various industrial sectors and vehicular mobility [1]. According to Perna et al [2], currently, 
there are approximately 200 hydrogen refuelling stations, mostly located in Japan, Germany, and USA. Yet, 
more than 5000 new stations are planned to be constructed by 2030.  
Hydrogen-based refuelling stations comprise mainly four main steps, namely, production, storage, safety and 
utilization [3]. The selection of hydrogen production via requires considerable resources and their use, 
technological availability, efficiency, costs, environmental impacts and system integration options [4]. After 
production, the hydrogen needs to be stored [5]. According to the literature [4–9], storage and transport are 
the most difficult phases of the hydrogen supply chain. In order to use hydrogen as fuel, its physical state has 
to be altered in order to improve its density. Being hydrogen an energy vector that can be produced in a clean 
and environmentally friendly way, this gas is generally stored for local consumption or for transportation to the 
point of final consumption [3]. Either way, each solution must be studied individually in order to meet the 
specific needs. According to Demir and Dincer [8], identifying cost-effective pathways for supplying hydrogen 
remains an appealing prospect.  



Refuelling gaseous hydrogen is a process that comprises two main ways: either the hydrogen is directly 
compressed in a tank using a compressor or the hydrogen is moved from a tank with higher pressure to the 
target tank at lower pressure [10]. In the context of vehicle refuelling stations, the storage of hydrogen in a 
gaseous state remains the most viable option [11]. Compressed hydrogen is a highly efficient methodology for 
hydrogen storage, but it requires the use of high-pressure systems. This represents an important issue 
because the energy density of the gas varies with the pressure inside the container. The fatigue caused by the 
repetitive cycles of high to low pressure, as well as, the inherent risks in having a pressurized gas are a key 
aspect in sizing the storage system [6,9,12].  

For vehicular applications, it is required to have high-density storage systems, low weight and low cost, that 
are suitable for the hydrogen delivery system. High-pressure hydrogen storage technology is usually applied 
at hydrogen refuelling stations and hydrogen vehicles. The majority of refuelling stations require most of the 
following components: (i) hydrogen production equipment with a purification unit to secure that hydrogen purity 
meets the standards for supplying fuel cells; (ii) hydrogen compression system for high-pressure storage inside 
the station's main tanks; (iii) hydrogen storage tanks for either compressed gas or liquid hydrogen; (iv)  
equipment able to regulate pressure to 350 bar or 700 bar during the refuelling procedure; (v) a cooling unit to 
reduce hydrogen gas temperature down to − 40 °C to guarantee that during fast refills the vehicle's hydrogen 
tank does not exceed 85 °C, mostly to ensure the station safety; (vi) dispensers used to fill the vehicles tanks 
from the station's compressed storage containers; (vii) electrical and mechanical equipment such as valves, 
piping, pressure relief valves and hydrogen sensors [13].  

Refuelling stations are categorized into off-site hydrogen stations and on-site infrastructures. The first type 
includes all the stations where hydrogen is delivered from a central production plant, being transported through 
pipelines or by heavy-duty trucks where hydrogen is stored in tube trailers as compressed gas [14]. For on-
site stations, the hydrogen used to refuel the vehicles is generated locally. This represents a technical limitation 
because the station efficiency depends on the output quantity of the hydrogen generators, which typically 
ranges from 100 kg/day to 1000 kg/day. From an economic perspective, on-site hydrogen refuelling stations 
have a significantly higher capital investment cost due to the hydrogen production components, especially, on-
site water electrolysis production. According to Perna et al [2], the investment cost of on-site stations may 
represent a capital cost 1.5 times higher than similar off-site stations with the same capacity.  

Several authors are focused on studying the technical aspects of refuelling station operation. Miguel et al [15] 
showed with their experimental studies that the maximum gas temperature reached at the end of the filling 
increases linearly with the increase of the initial temperature while the temperature increase and the state of 
charge decreases linearly with increasing initial temperature. Zhao et al. [16] have developed numerical 
simulations, to identify the temperature increase within the hydrogen vehicle tank during the refuelling process 
at 350 bar (i.e., the so called H35 refuelling at 35 MPa). A similar study was performed by Wang et al [17] for 
fast filling at 700 bar (i.e., the so called H70 refuelling at 70 MPa). Maus et al [18] investigated the filling 
procedure taking into account tank systems with different storage volumes, from 2 kg to 10 kg hydrogen.   

Some studies have been presented in the literature regarding the modelling of hydrogen refuelling station. 
These are mostly focused on thermodynamic models based on on-site electrolysis looking for energy-efficient 
station configurations, off-site production systems and respective delivery supply chain, and the definition of 
refuelling network location with or without production method [1,19–21]. However, these studies do not apply 
optimization algorithms in the design of the station operating conditions. Moreover, the focus is on finding the 
most economical design and not purely on energy efficiency. Also, it is important to notice that the current 
network park of refuelling stations for hydrogen vehicles is in its early stages. Thus, the refuelling infrastructure 
must be cost-effective in order to achieve successful market growth. The present work aims to contribute to 
the appeal of new mobility solutions.  

The main purpose of this paper is to define a numerical optimization model for a hydrogen refuelling station 
for light and heavy vehicles. The station should include a hydrogen production unit, an electrolyzer and a 
system able to store hydrogen at high-pressure to later feed the compression cascade. The model considers 
the hydrogen properties and the physical constrain to size a hydrogen refuelling station, prior to its 
construction. It was defined as the objective function the minimization of the total storage volume, taking into 
account the expected number of vehicles to be fuelled.  

2. Vehicle hydrogen refuelling 

The process of vehicle refuelling with compressed hydrogen is subjected to control requirements in order to 
ensure that the vehicle tank is within a specified operating condition defined by an upper limit on pressure, and 
an upper and lower limit on temperature [19]. Thus, refuelling protocols have been established to define 
specific conditions for sizing hydrogen refuelling stations. In this section, SAE supply protocols are presented 
and discussed in order to understand the main constraints in the design of hydrogen refuelling stations. 

 



2.1. Refuelling protocols 

The hydrogen filling of light and heavy vehicles has been studied, improved, simulated and standardized by 
the Society of Automotive Engineers (SAE) since 2010. The purpose of defining these refuelling protocols is 
to ensure that this process is safe and that it maximizes supply performance. The first refuelling protocol, TIR 
J2601, was published in 2010, defining the standard for light-duty gaseous hydrogen surface vehicles [22].  

Afterwards, in 2014 after a period of development with simulations and field tests, new versions were 
published: “J2601-2 – Refuelling Protocol for Gaseous Hydrogen Powered Heavy Duty Vehicles” and “J2601-
3 – Refuelling Protocol for Gaseous Hydrogen Powered Industrial Trucks”. More recently, in 2020, a new 
version of TIR J2601 allowed modifying the protocols to facilitate the supply of H70 (hydrogen at 70 MPa for 
light cars) in tanks with a capacity of over 10 kg of hydrogen. Figure 1 presents the evolution of SAE supply 
protocols over the years [23]. 

This protocol determines the conditions under which the vehicle storage tank and dispenser should operate. 
The dispenser is connected to a high-pressure storage unit that ensures the pressure range required for 
refuelling. The supply pressure depends on three factors, namely, the ambient temperature, the precooling 
temperature of the hydrogen in the dispenser, the vehicle's tank volume and the respective initial pressure. 
During the refuelling process, the initial tank pressure should be 5 bar and the vehicle's Nominal Working 
Pressure (NPW) is defined as 35 MPa for heavy vehicles and 70 MPa for light vehicles). The mass flow rate 
of hydrogen to be supplied cannot exceed 60 g/s. Also, the hydrogen temperature limits vary between  
- 40 ºC and 85 ºC [22,24]. 

As stated, the NPW for light and heavy vehicles is different. For light vehicles, it is necessary to increase the 
pressure at which the gas is stored in order to increase the mass available in the system. As compression 
increases the temperature, when refuelling light vehicles, it is necessary to include a chiller in the station so 
the maximum admissible temperature in the tank at a pressure of 700 bar is not exceeded. In contrast to light 
vehicles, heavy vehicles have tanks with higher storage capacity, allowing these vehicles to be refilled with 35 
kg of hydrogen at 35 MPa [22].  

Thus, the expected performance for the protocol aims to guarantee a refuelling with a duration in the range of 
3 minutes at a station, capable of pre-cooling the hydrogen to - 40 ºC. These conditions allow reaching a state 
of supply between 90 and 100% of the vehicle's capacity for NPW conditions and considering an ambient 
temperature of 15 ºC [19].    
 

 

Figure. 1.  Identification of SAE supply protocols between 2010 and 2020. The protocol J2601 determines 
the conditions under which the vehicle storage system and dispenser should operate. Adapted from [24]. 

The SAE J2601 protocol includes three main phases: (1) startup point; (2) refuelling phase; and (3) refuelling 
termination. In the first stage, it is ensured a secure connection between the dispenser nozzle and the vehicle. 
As soon as the connection is established, a signal is sent to verify that there is no error in the connection. 
Then, a pressure signal is sent to the tank to set the initial refuelling pressure and the second one to detect 
possible leaks and estimate the tank volume (estimated with an error of +/- 15%). During this phase, the 
hydrogen mass transfer limit to the tank is 200 g. Knowing the ambient temperature, the initial tank pressure, 
the refuelling temperature and the dispenser condition (hot or cold), the Average Pressure Ramp Rate (APRR) 
corresponding to the measured data is selected and the refuelling pressure condition is calculated. The initial 
phase is concluded when the mass of hydrogen begins to be transferred into the vehicle's tank. This is followed 
by the second phase, the main refuelling, in which the pre-cooling temperature is monitored during the 
refuelling and according to the calculated APRR. The temperature of the hydrogen when filling a tank needs 
to be monitored to ensure the safety of the process and to avoid overheating.  



The validation of this process is based on the guarantee that the pre-cooling temperature is achieved. 
Otherwise, a process called Fallback Pressure Ramp Ratio (FPRR) is initiated and a new APRR is calculated. 
From the moment the refuelling process starts, the station controls the pressures at which the dispenser is 
delivering hydrogen. When the pressure in the dispenser reaches the limit established as the termination 
pressure, the refuelling process is complete [25]. 

Two main methods are used to implement SAE J2601 protocol: the LookUp Table method and the MC 
Formula. The LookUp Table method controls the evolution of the hydrogen pressure during the refuelling 
process based on the pressure and temperature in the vehicle's tank. It uses standardized table values, that 
specify pressure increases taking into account: vehicle tank capacity; type of refuelling system; hydrogen 
temperature when refuelling (T40, T30 and T20, i.e., the refuelling temperature of – 40 ºC, – 30 ºC, – 20 ºC, 
respectively); refuelling pressure (H35 or H70); type of vehicle-station interface and the hydrogen temperature 
at the dispenser outlet [22,26]. 

The method is based on the three identified phases of SAE J2601 protocol through the calculation of an APRR 
for a specific condition of ambient temperature and initial tank pressure.  

The MC Formula is an alternative method based on a version of Honda's MC method that consists of analytical 
calculations. It uses thermodynamic properties to dynamically determine the APRR that controls the refuelling 
flow [10]. The MC formula can be illustrated in Figure 2, where all the parameters are presented. This method 
is defined for SAE J2601 boundary conditions and the APRR is adjusted according to the temperature 
measured at the dispenser outlet. It uses empirical equations whose coefficients are determined through the 
initial tank pressure, ambient temperature and tank capacity, constantly calculating the filling pressure 
throughout the filling.  

 
Figure. 2.  Diagram control for MC formula method implementation considering the SAE J2601 protocol 
requirements. Adapted from [10,22]. 

 

Similarly to the LookUp Table method, the MC Formula is based in three phases. In the refuelling phase, the 
formula MC measures and actively uses the precooling temperature in the dispenser to calculate the hydrogen 
Mass Average Temperature (MAT) and the mass average enthalpy used to decide the APRR and termination 
pressure during the refuelling [27,28]. The refuelling process is controlled by both APRR and target pressure. 
The APRR is calculated based on the mass flow rate and pre-cooling temperature measured at the dispenser 
outlet. The actual pre-cooling temperature at the dispenser is calculated, as well as, the time defined as the 
total period needed to fill the vehicle tank, varying from a minimum to a maximum pressure [22]. The MC 
Formula method uses a MAT based on the pre-cooling temperature measured after thirty second (MAT30) to 
control the process until the transition pressure is reached. It is important to mention that both LookUp Table 
and MC formula methos apply the same boundary conditions and both collect information from the station to 
complete the refuelling safely. 



2.2. Hydrogen Refuelling Constraints 

As previously stated, the hydrogen refuelling station needs a hydrogen production equipment, a system able 
to store hydrogen to later feed the compression system, a chiller and a dispenser. Thus, the refuelling station 
operation is based on six main steps [20]: 

• Step 1 – Hydrogen in gaseous state is produced through the water electrolysis in the electrolyzer 
which is stored at low pressure; 

• Step 2 – A buffer is used to storage the hydrogen at low pressure to accumulate the required mass 
of hydrogen to start the compression; 

• Step 3 – Hydrogen is admitted into the compression unit, able to pressurize the gas up to 10 times 
higher than the inlet condition; 

• Step 4 – Hydrogen is stored at high pressure in containers after its compression in the gas cascade 
system; 

• Step 5 (mandatory only for H70) – A chiller is used for hydrogen cooling till it reaches the required 
temperature; 

• Step 6 – Hydrogen is filled through a dispenser connected to the vehicle's nozzle. 

One of the main operational constraints of a refuelling stations is related with the hydrogen compression. 
Hydrogen rapid compression leads to the temperature increase inside the tank which, in case of an 
exaggerated increase, can compromise the complete refuelling station [9]. As previously mentioned, to prevent 
this event, the maximum temperature limit inside the tank was set at 85 ºC. In addition to safety considerations, 
this limitation is imposed because the density of the gas changes with the temperature, and, consequently, the 
existing mass inside the tank decreases with the temperature, affecting the State of Charge (SOC). A SOC 
close to 100% means that the refuelling allowed filling the tank with the highest mass capacity of hydrogen 
possible, maximizing the vehicle's autonomy. The technological solution to control this problem is cooling of 
hydrogen, incorporating a chiller in the refuelling system [10].  

As the chiller represents an additional investment cost, the hydrogen refuelling mass flow rates must first be 
set, which should be lower than 60 grams of hydrogen per second for H70 and 120 grams of hydrogen per 
second for H35 (SAE J2601).  

Regarding safety, ISO 19880 [29] defines some conditions that must be fulfilled so the refuelling station could 
operate. The refuelling stations must be designed to minimize gas leaks during station operation. Closing 
valves should be incorporated to minimize the risks in the event of a hydrogen leak. Regarding storage, 
containers must be equipped with valves activated by pressure or temperature. All materials must be 
compatible with hydrogen at the operating temperatures and pressures. Materials should be selected 
according to ISO 15916, ISO 11114 and ISO 16573.  

3. Refuelling station modelling 

The aim of this study is to define a mathematical model for the design of a hydrogen refuelling station for light 
and heavy vehicles. Thus, a case study was defined to model a real problem regarding the refuelling 
requirements for H35 and H70 and considering tangible operational parameters explained in this section. 

 

3.1. Description of refuelling station  

The refuelling station under modelling (Figure 3) must be able to supply 300 kg of hydrogen per day. The 
system needs to include the production equipment, an electrolyser, which feeds a low-pressure storage buffer 
tank at 35 bar. The compressors aim to raise the pressure to a maximum of 500 bar and store the hydrogen 
in high-pressure containers arranged in a cascade system, in order to minimize their energy consumption. The 
hydrogen is stored in skids with several containers connected to a certain pressure. Note that a pressure 
cascade storage system is considered in order to prevent multiple fatigue cycles that the skid containers are 
subjected from successive hydrogen filling processes. For cascade storage system, when the fuelling is 
initiated, the hydrogen pressure in the vehicle tank is compared with the tank pressure value, level by level till 
the final pressure and mass are reached. When the refuelling process is complete, the storage is refilled, 
starting by the lowest pressure level [12,19]. 

The mass of hydrogen is supplied through a dispenser from the high-pressure storage system, depending on 
the pressure level. A very important requirement that defines a large part of the problem is related to the need 
in guaranteeing a pressure differential of 50 bar between the vehicle tank and the stored hydrogen so the 
refuelling process can be validated. 

 



In the case of refuelling heavy vehicles (buses), hydrogen is supplied directly from storage unit at 500 bar to 
the dispenser. In case of refuelling light vehicles, hydrogen stored at 500 bar is compressed to a second storing 
level, till reaching a pressure of 900 bar. Thus, to proper sizing the refuelling station, it is necessary to stablish 
the number of vehicles to fill, calculate the required mass of hydrogen, define the number of pressure levels 
and minimum hydrogen volumes to store at each pressure level. For this study it was assumed that the 
refuelling station should be able to: 

1. Supply 10 heavy vehicles at 350 bar (H35), considering 2 skid pressure levels. This solution allows 
refuelling hydrogen at a maximum of 120 g/s, in order to comply with the maximum required 
refuelling time of 15 minutes. It is assumed that a mass of 30 kg is supplied by the dispenser. It is 
also assumed that the vehicle arrives at the station with the minimum hydrogen mass of 6 kg at 50 
bar.  

2. Supply 30 light vehicles at 700 bar (H70), considering 3 skid pressure levels. During the refuelling 
process is theoretically expected to dispense 4.2 kg. 
 

 
Figure. 3.  Schematic representation of the hydrogen refuelling station considering the compression levels 
and the low and high-pressure storage. 

 

3.2. Mathematical modelling 

The model formulation includes the definition of the objective function, decision variables and physical 
constraints, for which an optimization algorithm is applied in order to disclose the best solution domain. Thus, 
at each complete simulation, the implemented model runs, iteratively, all the routines of the physical model 
[30]. 

3.2.1. Objective function  

The mathematical model for storage sizing and refuelling is based on several physical variables, such as the 
storage volume ( v ), the pressure at which the hydrogen is stored ( p ) and the mass of hydrogen filled ( m ). 

The objective function of the mathematical model is to minimize the total volume of high-pressure storage, 
whereas, the volume can be calculated through the hydrogen density. Thus, the objective function is defined 
by equation (1). 

2

min v

m
where v

Fp Gp H
=

+ +
 (1) 

In equation (1), terms ,F G and H correspond to the coefficients from the function of the density variation of 

hydrogen. The determination of these coefficients is based on the numerical approximation through Polyfit 
routine at Matlab®, considering reference discrete values that relates the density of hydrogen with the pressure 
for an operating temperature of 25ºC. The 2nd degree polynomial is presented in equation (2). 

2 2 2 1 32.55 10 7.39 10 3.64 10 [kg/ m ]
m

p p
v

− − −= −  +  +   (2) 



3.2.2. Decision variables and constraints 

Defining the decision variables is in fact one of the hardest and/or most crucial steps in formulating an 
optimization problem. Three types of physical quantities were defined as explicit decision variables for the 
numerical model. For all of them upper and lower bounds were set in order to establish the operational 
relationships. The bounds in the variables guarantee that the optimum solution is within the technical operating 
capability. One of the main decision variables is the pressure at which the hydrogen is stored in the high-
pressure system. The lower and upper pressure limits for each skid level are based on values that take into 
account the components to be used in the station and its operating requirements.  
Table 1 presents the pressures limits for both light and heavy refuelling models. For both H35 and H70 
refuelling, it is defined a minimum pressure of 100 bar on skid 1. The lower pressure limit at each skid 
corresponds to the maximum value obtained by the optimization model at the previous skid pressure level. 

Thus, the hydrogen pressure at skid 1 ( H35,1p  and H70,1p ) varies between 100 and 375 bar.  

The pressure in the skid 2 (
H35,2p  and 

H70,2p ) cannot exceed a maximum pressure of 500 bar. For H70 

refuelling, a third skid level was considered (
H70,3p ), establishing an upper limit of 900 bar. 

 

Table 1.  Lower and upper limits for skid pressure 

Type of vehicle Skid level Variables and respective limits [bar]  

Heavy vehicles (H35) 
Skid 1 100 375H35,1p   (3) 

Skid 2 500H35,max,1 H35,2p p   (4) 

Light vehicles (H70) 

Skid 1 100 375H70,1p   (5) 

Skid 2 
70,2

500
HH70,max,1p p   (6) 

Skid 3 900H70,max,2 H70,3p p   (7) 

 

The second decision variable is the volume of hydrogen stored at each skid level, 35,1 35,2,H Hv v for H35 

refuelling and , ,H70,1 H70,2 H70,3v v v in the case of H70 refuelling. Due to operational considerations, it was set 

that the volume stored at high-ranked skids with pressure levels (see equation (8) and equation (9)).  
3

35,1 35,2 [m ]H Hv v  (8) 

3

70,1 70,2 70,3 [m ]H H Hv v v   (9) 

 
The third decision variable is the mass of hydrogen transferred from the skid to the vehicle during the refuelling 

(
2 ,H out xm ). At each filling, there is a quantity of mass provided by the skid, depending on the final mass that is 

required to complete each refuelling. Yet, the mass that is supplied in the first H35 filling by the first pressure 
level must be lower or equal to 30 kg (equation (10)).  

2 ,1 30 [kg]H outm   (10) 

 
For all refuelling processes, the pressure drop of 50 bar between the station skid and the vehicle tank must be 
guaranteed (equation (11)). 

vehicle tank 50 [bar]skidp p−   (11) 

3.2.3. Optimization method 

In order to implement the optimization problem, the MS Excel® Solver was used, considering the Generalized 
Reduced Gradient (GRG) method. This popular optimization method is able to solve nonlinear optimization 
problems, only requiring that the objective function is differentiable. This method allows to solve the nonlinear 
problem dealing with active inequalities. The variables are separated into a set of basic (dependent) variables 
and non-basic (independent) variables. Then, the reduced gradient is computed in order to find the minimum 
in the search direction. This process is repeated until the convergence is obtained. 
The used solver includes a multi start method that can improve the prospects of finding a globally optimal 
solution for an optimization problem [31,32]. 



4. Results and discussion 

After defining the decision variables, their maximum and minimum limits, as well as the problem constraints, 
the mathematical model was programmed and the results obtained are presented in this section. The 
simulation results are depicted for heavy and light vehicles. The optimal values of pressure at each storage 
skid, the skid storage volumes and the hydrogen mass that is provided at each fuelling are presented 
considering the minimum storage capacity required.  

4.1. Refuelling of heavy vehicles  

The value of the objective function - minimize the total storage volume – corresponded to a storage volume of 
36.90 m3, being obtained a volume of 10.58 m3 in the first skid and 26.32 m3 in the second skid. The total 
stored volume can be considered high, since it represents a large volume to physically store, assuming normal 
conditions of pressure and temperature.  
According to the results (Table 2), the pressures in the high-pressure storage system fulfil the functional 
requirements defined by equations (3) and (4). The pressure in the first skid does not exceed 375 bar and in 
the second level does not exceed 500 bar.  
 

Table 2.  Optimal solution for heavy vehicles refuelling (H35) 

Parameter Variable Value 

Volume [m3] 

Total volume, v  36.90  

Skid 1, 35,1Hv  10.58 

Skid 2, 35,2Hv   26.32 

Pressure 
[bar] 

Skid 1, H35,1p   128.6 

Skid 2, 
H35,2p  395.6 

 

Figure 4 presents the mass of hydrogen dispensed at each skid (
2 ,H out xm ). As the number of fillings increase, 

the mass of hydrogen to be dispensed from the skid 1 decreases. This decrease is compensated by the raising 
mass provided skid 2. By the end of the 6th refuelling, it is observed that the mass provided by both skids is 
similar. This outcome is related to the fact that the initial pressure at which the hydrogen is stored in the skid 
1 is very close to the supply pressure, which means that the useful mass in that first level is smaller than the 
useful mass available in the second. Also, it is shown that the first refuelling provides a mass lower than the 
required 30 kg. 
Figure 5 shows the pressure drop between the heavy vehicle tank and the storage containers. It appears that 
the pressure decreases as fillings are accomplished, since the decrease in the usable available mass of 
hydrogen results in a decrease of the pressure in storage. 
 

  

Figure. 4.  Mass of hydrogen dispensed at each 
skid level for H35 refuelling. 

Figure. 5.  Evolution of pressure drop between the 
station skid and the vehicle tank for H35 refuelling. 
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4.2. Refuelling of light vehicles  

Regarding the light vehicles, the results for the total storage volume and the respective skid values are 
presented in Table 3. The total volume corresponded to 22.89 m3, being obtained an equal volume of  
7.63 m3 for all 3 skids. Taking into account the number of vehicles to be fuelled and the pressure required by 
the system, these values are acceptable and allow all vehicles to be filled with the expected 4.70 kg of 
hydrogen. Thus, in order to respect all problem constraints, it is necessary a 5 hours period to fuel the 30 light 
vehicles.  
The pressure in skid 1 and skid 2 corresponds to the lower limit established as the boundary condition, a value 
of 100 bar and 375 bar, respectively. In the skid 3, the pressure reaches the value of 750 bar. The value of the 
maximum pressure of the storage system is, in theory, the most limiting input parameter, but also the most 
important one in the sizing of the filling station. It is estimated that changing this input will cause sudden 
changes in the total volume required for hydrogen storage. Consequently, larger volumes of storage required 
imply a greater initial investment in the construction of the station. 

Table 3.  Optimal solution for light vehicles refuelling (H70) 

Parameter Variable Value 

Volume [m3] 

Total volume, v  22. 9 

Skid 1,
H70,1v   7.63 

Skid 2, 
H70,2v   7.63 

 Skid 3, 
H70,3v   7.63 

Pressure 
[bar] 

Skid 1, H70,1p   100 

Skid 2,  
H70,2p  375 

 Skid 3,  
H70,3p  750 

 

Figure 6 presents the mass of hydrogen dispensed at each skid (
2 ,H out xm ) considering the refuelling time.  

Equally to the results obtained for heavy vehicles, as the number of fillings increase, the mass of hydrogen to 
be dispensed from the skid 1 decreases. This decrease is compensated by the raising mass provided by both 
skid 2 and skid 3. In the skid 3, where the hydrogen storage pressure is higher than the final pressure in the 

vehicle tank ( vehicle tank 671.4 barp = ), the results show that in the last hour of refuelling, almost 50% of the 

total mass of the vehicle's tank comes from the skid 3, taking into account that the two skids lose their ability 
to respond as fillings occur. Figure 7 shows the pressure drop between the light vehicle tank and the storage 
containers. As the refuelling is completed, the pressure differential decreases.  
 

 

  

Figure. 6.  Mass of hydrogen dispensed at each 
skid level for H70 refuelling. 

Figure. 7.  Evolution of pressure drop between the 
station skid and the vehicle tank for H70 refuelling. 

 



4.3. CAPEX determination  
The costs of a hydrogen refuelling station depend on the characteristics of the equipment and components. 
Considering the components that the hydrogen refuelling station, the total investment cost can be determined 
by market sourcing of components with the characteristics closest to those obtained from the optimal solution. 
When determining the total capital costs, in addition to all the components already identified, it is necessary to 
calculate all accessories and labour costs.  
The CAPital EXpenditure – CAPEX – is the total amount invested in the project [33]. Considering the data 
collected from the market, it was possible to estimate the relative weight of each component of the hydrogen 
refuelling station. Based in Figure 8, the highest percentages are represented by the cost of production 
equipment (30%), high-pressure storage unit (20%) and the hydrogen compression system (18%). 
When sizing a hydrogen refuelling station, the electrolyzer and the compressors are components with more 
standardized working characteristics and their capital costs do not vary significantly with the increase in 
installed capacity. However, high-pressure storage unit cost depends on the capacity required for a given filling 
frequency, which in turn depends on the total volume and daily hydrogen requirements. The analysis also 
shows that the hydrogen dispenser only represents 7% of the total capital costs. 
  

 

Figure. 8.  CAPEX for the hydrogen refuelling station considering the commercial options for the optimal 
solution disclosed by the numerical model. 

5. Conclusions 
This paper aims to define a numerical optimization model for a hydrogen refuelling station to supply both light 
and heavy vehicles. The objective function is to minimize the total storage volume, taking into account the 
number of vehicles to be refuelled. The process of vehicle refuelling with compressed hydrogen was subjected 
to control requirements to ensure that the vehicle tank is within a specified operating condition defined by an 
upper limit on pressure, and an upper and lower limit on temperature. The  

The refuelling station was defined considering the electrolyzer, a low-pressure storage buffer, the compressors 
aim to raise the pressure and the hydrogen high-pressure containers arranged in a cascade system in order 
to minimize their energy consumption. The hydrogen is stored in skids with several containers connected to a 
certain pressure. The station should be able to supply light and heavy (buses) vehicles. Thus, theoretically, 
the on-site infrastructure, 10 heavy vehicles at 350 bar and 30 light vehicles at 700 bar should be supplied. 
For H35 fuelling, 2 skid pressure levels were considered, allowing two fillings per hour. In this case, it is 
assumed that a mass of 30 kg is supplied by the dispenser. The compression cascade for light vehicles 
considers 3 skid pressure levels and is expected to dispense  
4.2 kg. The objective function is to minimize the total storage volume required. As decision variables, the 
pressure at each storage skid is considered, as well as the hydrogen mass dispensed to the vehicle tank. One 
of the most important constraints is the pressure differential of 50 bar between the high-pressure skid and the 
vehicle tank that should be guaranteed at all vehicle fillings, so the refuelling can be validated. The 
requirements regarding the refuelling process in order to prevent over-heating and over-filling significantly 
influence hydrogen refuelling station design and have a strong impact on its performance.  
Thus, the hydrogen filling of light and heavy vehicles has been studied and standardized by SAE through the 
implementation of fuelling protocols. According to the SAE J2601 protocol, the mass flow rate of hydrogen to 
be supplied cannot exceed 60 g/s. Also, the hydrogen temperature limits vary between - 40 ºC and 85 ºC.  



Also, fast refuelling of hydrogen is constrained by the thermodynamic properties of hydrogen under 
compression. The optimization results show that is possible to refuel 10 heavy vehicles considering a total 
storage volume of 36.9 m3, whereas, for light vehicles, it is possible to refuel 30 vehicles with a total volume of 
22.9 m3. Based on CAPEX, the most representative capital costs are: the production equipment (30%), high-
pressure storage unit (20%) and the hydrogen compression system (18%). 
In conclusion, the skid pressure, the useful mass of hydrogen and the storage volume are the most important 
parameters in the design of hydrogen refuelling station. Their variation can cause drastic changes in the capital 
investment cost to construct the station. As future work, it is proposed the development of a techno-economic 
model, considering the integration of costs in the process of optimizing the design of the on-site hydrogen 
refuelling station. 
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Abstract: 

The transportation sector is one that has had more hurdle conversion to renewable energy sources. The 
purpose of this research is to determine whether a renewable source of energy like 100% biodiesel (B100) 
could be used in the vehicles and equipment of a fleet that supports an air force squadron instead of 
conventional diesel fuel. To accomplish this, a selection of vehicles and machinery was examined for three 
months while the working procedure remained as usual, and then introduce a change in the fuel type, using 
biodiesel considering the same monitoring process during a similar period. This made it possible to compare 
any modifications that might have been made to fuel consumption, performance, emissions, maintenance, and 
reliability. The findings demonstrated that, with an average increase of less than 5%, using biodiesel does not 
result in a noticeable rise in fuel consumption. Additionally, there is a slight decline in the power that is available 
from the engine, however at less severe levels than anticipated. Depending on the engine, and the operation 
mode, there are a variety of emission-related scenarios, but overall, NOx and CO2 emissions were reduced. 
Additionally, it was confirmed that there were no important concerns with the operation of the machinery or 
vehicles; the only issue of notice was the requirement to anticipate the replacement of a few fuel filters. 

Keywords: 

Biodiesel; Internal Combustion Engines; Vehicles; Energy; Sustainability. 

1. Introduction 
Biofuels, such as biodiesel, contribute very little to the accumulation of greenhouse gas emissions. Biodiesel 
is a versatile fuel that may be combined with diesel in 7% (B7) mixes, like the mixture provided in 2022 in all 
fuel stations in Portugal, and potentially in 20% or even 100% blends, known as B20 and B100 respectively. 

The conversion of biomass feedstocks into biofuels is a low-impact process. The usage of biofuels as 
transportation fuels can help to reduce atmospheric CO2 by using this renewable fuel instead of diesel in 
different ways: it prevents the some of the emissions associated with diesel engines, it allows the CO2 content 
of fossil fuels to remain stored and give a mechanism for absorbing CO2 through the growth of fresh biomass 
for fuels. 

Biofuels are the most advantageous solution for decreasing greenhouse gases from the transportation sector 
since they are compatible with the natural carbon cycle and can be used in vehicles actual technology. 
Increased use of biomass would hasten the deposition of fossil fuels and reduce greenhouse gas emissions 
in transport sector. 

 

1.1. Research question  

The use of biodiesel in actual vehicles is a possibility and some authors present that has a real path to reduce 
greenhouse gas emissions and the fossil fuel transport sector dependence. 

The real-world exhaust emissions and fuel consumption of on-road diesel vehicles was an issue that deserves 
a particular attention. Two light-duty diesel trucks and two heavy-duty diesel trucks were fuelled by waste 
cooking oil biodiesel blends, considering four mixed fuels with blend ratios of 0% (neat diesel), 5% (B5), 20% 
(B20), and 100% (B100) (biodiesel in traditional fossil diesel). The results show that the total fuel consumption 
(biodiesel + traditional fossil diesel) did not clearly decrease, but blending biodiesel into traditional fossil diesel 



could clearly decreased the consumption of traditional fossil diesel, reduce the countries' dependence on oil 
imports. The CO, HC, and PM emissions for all of the tested vehicles decreased with increasing biodiesel 
content in the blend, and the NOX emissions also showed a decrease with increasing biodiesel content in the 
blend, not for all, but for most vehicles in this study [1]. 

Other research [2] examined several biofuels blends on a 2019 performance diesel EURO VI heavy-duty truck, 
with the objective of preparing a fuel consumption measurement and a performance analysis, an experimental 
procedure was developed based on the homologation cycles and processes of heavy-duty truck on a chassis 
bench roll, testing the following samples: B7, B15, B100 and a HVO15.  

The powertrain performance results reveal that the fuel which presented higher power values was the HVO15, 
followed by B7, B15 and B100. With B100, the maximum power output decreases 4,5%, compared to B7. On 
fuel consumption, the smaller results were obtained for B7 and B15, without reasonable differences, followed 
by B100 and then HVO15. With B100, the fuel consumption increases 9%, compared to B7. To evaluate the 
fuel economy performance of neat biodiesel compared to fossil diesel on a real road use, three buses on their 
daily utilization were analysed. In this experiment, the biodiesel buses had an increase on fuel consumption 
about 4,5%.  

1.2. Objective of the work 

The use of biodiesel has been analyzed in different laboratory studies, with different levels of incorporation of 
biodiesel in commercial diesel, either using engine test bench or using chassis dynamometers. There are also 
some works that consider the use of biodiesel blends in vehicles in road use, analysing the effects that blending 
small amounts such as 15, 20, or 30% biodiesel have on the use of these vehicles.  

This study attempted to employ a more severe change, such as switching from commercial diesel to a wholly 
renewable fuel, i.e., 100% biodiesel, in a wide range of vehicles and equipment in real-world use, over an 
extended length of time. This allows to understand what changes occur as a result of this fuel change in 
conditions as close to reality as possible, allowing to effectively evaluate the environmental impacts, energy, 
and performance of using this fuel in vehicles, as well as analyse the potential effects on the reliability and 
maintenance of these vehicles. 

2. Experimental Methodology 
As mentioned earlier, the study was divided into three types of tests: fuel consumption, emissions, and bench 
testing. Therefore, this chapter will be subdivided into each of the tests performed. However, firstly, we will 
discuss some important properties of diesel fuel for this study. 

2.1. Fuel Properties 

The fuels considered in this study are quite similar, however they have significant differences that could explain 
some discrepancies in engine and fuel injection system behaviour. A quick description of the engine's most 
influential characteristics is presented. 

Density relates the mass of the fuel to the volume it occupies. Therefore, the higher the density, the greater 
the mass in the same volume, and consequently, the greater the energy. Thus, since fuel is quantified by 
volume, higher density results in greater fuel economy. Biodiesel has a density between 873 and 883 kg/m3, 
while petroleum diesel has a density between 820-845 kg/m3. These values are for a temperature of 15°C 
[3,4].  

Viscosity is a measure of a fluid's resistance to flow. If the viscosity is high, the injection cone decreases and 
concentrates on a narrower and more concentrated jet, resulting in poor atomization. Poor atomization leads 
to poor engine performance. Additionally, the greater resistance to fluid movement creates greater difficulty in 
operating the fuel pump. According to the European standard EN14214:2008, diesel viscosity at 40°C must 
be between 3.5 and 5 mm2/s. The viscosity of biodiesel is approximately 4 to 5 mm2/s under the same 
conditions. In very cold temperatures, the increased viscosity can compromise proper fuel circulation, resulting 
in starting and initial engine operation problems [3].  

Calorific Value is defined as the amount of energy available per unit mass, during the combustion process in 
which the reactants are at 25°C and the products cool to the same 25°C. Generally, two values are defined as 
"higher" and "lower", HHV and LHV, depending on the physical state of water in the products, liquid or vapor, 
respectively. In the context of internal combustion engines, LHV is usually used. The Lower Heating Value 
(LHV) of diesel has a range of values that varies between 42.9 and 43.3 MJ/kg. The calorific value of diesel is 
about 10 to 14% higher than that of biodiesel [5].  

Cetane Number Indicates the ease with which the fuel enters in self-ignition. The higher this value, the easier 
and faster the fuel will ignite when injected. This characteristic is critical in compression ignition engines, as it 
is essential that the fuel quickly self-ignite after injection. In the previously mentioned standard 
(EN14214:2008), a minimum value of 51 is defined for the cetane number. The cetane number of biodiesel 
depends on the base raw material used to form the fuel, however, a large percentage of them remain above 
this mentioned limit [1].  



The equivalent amount of oxygen content present in the fuel is one of the most altered characteristics of the 
mineral and renewable fuels. In petroleum-based fuel, this content is zero, whereas in biofuel, it can have a 
value between 10 and 12% oxygen [6].  

Oxidative stability is closely related to the Iodine value, as it reflects the tendency of a fuel to react with other 
substances. Therefore, oxidation stability decreases with an increase in the Iodine value. The value of this 
parameter varies depending on the composition and storage of the fuel. Biodiesel, due to its chemical 
unsaturation, becomes more susceptible to deterioration, which can have various implications such as an 
increase in fuel viscosity and acidity, the development of contaminations, and the formation of insoluble 
products, which can damage the engine or compromise its performance [7].  

The Cold Filter Plugging Point (CFPP) indicates the minimum temperature at which significant crystal formation 
does not occur, in other words, the minimum temperature at which the fuel is liquid enough to be filterable 
under certain conditions. As previously mentioned, this property complements the pour point and cloud point. 

To determine the CFPP value, a certain volume of fuel is subjected to a rapid and constant cooling process 
and, by vacuum action, forced to pass through a filter. The value is fixed at the minimum temperature that 
allows this filtration within a stipulated time interval. Naturally, all these parameters and equipment are 
standardized to develop a universal test and enable comparison between fuels. The required CFPP values 
vary depending on the climatic conditions of the country or region where the fuel operates. 

Biodiesel shows a significantly higher tendency than diesel to form crystals at low temperatures, acquiring 
higher CFPP values. This can be problematic in colder climates, as previously mentioned, since the presence 
of crystals in the fuel causes clogging of filters, the injection system, and consequently affects the performance 
of the engine. The solution may be to include additives in the fuel that counteract this tendency or reduce the 
percentage of biodiesel in the fuel blend [7].  

In summary, Table 1 presents the characteristics of the two fuels considered in this work and it reveals a 
comparison between biodiesel and petroleum diesel for the previously mentioned parameters, indicating the 
typical changes introduced by B100 relative to B7.  

Table 1.  Indicative comparison of fuel B100 relative to B7. 

Proprieties B7 B100 
Comparison with 

petroleum diesel (B7) 

Density 
(kg/m3, at 15ºC) 

843,3 881,7 ↑ 

Viscosity 
(mm2/s, at 40ºC) 

3* 4,6* ↓ 

Calorific Value 
(MJ/kg) 

42,62* 37,21* ↓ 

Cetane Number 52,5* 56,2* ↑ 

Oxygen content 
(%) 

0 10-12 ↑ 

CFPP 
(ºC) 

-15 -1 ↓ 

2.2. Fuel consumption test 

To carry out this type of test, initially, equipment and vehicles were selected for study, with the primary objective 
of avoiding any situation that could compromise the normal operation of the fleet. 

Analysing the series of vehicles under study, it is visible that there is a great variety of typologies, from light to 
heavy-vehicles, both for goods and passengers, and even tanker trucks. The great variety previously 
mentioned is also noticeable in the engine displacement of the engines under study, where the smallest has a 
total displacement of 1868 cm3, and the largest has a total displacement of 12760 cm3. All are diesel cycle, 
and operate at 4 strokes, varying between 4, 6 and 8 cylinders. These characteristics can be seen as an 
advantage in carrying out this study. However, the vehicles do not have the most current injection and exhaust 
gas treatment systems, since the newest vehicle has 18 years old, and the oldest has 42 years old. In 
summary, the influence of ZeroDiesel was analysed in 14 vehicles. 

Analysing the series of equipment used in the study, it is evident that there is a wide range of typologies with 
engines ranging in displacement from 916 cm3 to 9050 cm3. All of them are Diesel cycle, operate in 4-stroke, 
varying between 3, 4, and 6 cylinders, with both in-line and V configurations, except for one equipment that 
operates in 2-stroke. These characteristics can be seen as an asset in conducting this study. The influence of 
the use of ZeroDiesel was analysed in 8 pieces of equipment. 

After the selection of vehicles and equipment, there was a period of monitoring the kilometres and litters of 
commercial diesel fuel (B7) consumed by the vehicles and monitoring the corresponding operating hours of 
the equipment with the litters of diesel fuel consumed. The monitoring was scheduled to start on January 31, 



2022, and end on March 21, 2022, however, this period was extended until April 28. After this period, the same 
monitoring occurred but with ZeroDiesel (B100). It began after the end of B7 use and extended until August 8. 
The counting of hours or kilometres travelled, and fuel consumed was considered for both periods allowing to 
have the comparative information of  

2.3. Emissions testing 

The main objective of this type of test is to evaluate the influence of fuel types (B7 and B100) on pollutant and 
CO2 emissions. For this purpose, two representative vehicles and two ground support equipment were 
selected from the analysed fleet. The operating regimes were also representative of the normal operation of 
each vehicle and equipment, with tests performed with the engine cold (immediately after starting) and at 
normal operating temperature. However, no load was imposed on the engine during the vehicle tests, deviating 
from normal operation. 

The measurement of emitted gases was carried out with the TESTO brand equipment, model 350 XL. The 
analyser unit includes several gas sensors, allowing for the measurement of the concentration of CO, CO2, 
NO, NO2, SO2, H2S, or CXHY, among others. The range extension allows measurements to be made without 
restrictions, even when there are high gas concentrations. To protect the sensor technology, the range 
extension (dilution) is automatically activated when unexpectedly high gas concentrations are detected. Of all 
the substances that can be measured, the acquisition of data on the concentration values of O2, CO, NOX, 
CO2, CXHY, and also the lambda factor and the temperature of the exhaust gases was considered most 
important. The last two parameters were only used to ensure that the regimes considered with B7 and B100 
were identical. The lambda value and hydrocarbon emissions could not be considered for the study because 
the measuring equipment had an anomaly that prevented the presentation of these parameters. Two sets of 
data were collected: one when the vehicles and equipment had been operating for more than a month with B7 
and another when they had been operating for more than a month with B100. 

2.4. Power and Consumption Test – WLTP 

The main objective of these tests is to accurately evaluate the fuel consumption and performance of a vehicle 
using B7 and B100. Both tests are carried out on a roller dynamometer. For the power test, three tests are 
performed to obtain data from both the dynamometer and the vehicle via OBD. Afterwards, an arithmetic mean 
is calculated for the acquired torque and power values, provided there are no incongruent values. The present 
study aims to perform a comparative analysis of the engine performance results when using B7 and B100 fuel. 

The dynamometer used in this study is the MAHA LPS 3000, a brake-type roller test bench based on the 
principle of eddy currents. This equipment enables testing of various situations, such as instant maximum 
power, power at pre-defined rotation speeds, and simulation of loads (constant traction, constant speed, etc.). 
Furthermore, it is possible to measure vehicles with 2 or 4-wheel drive, with a maximum permissible power 
per axle of 257 kW and 522 kW respectively, for a maximum speed of 260 km/h. 

To evaluate the power of the vehicle, it is accelerated to maximum rotation speed, covering the range of engine 
rotation speeds in a controlled manner by the dynamometer (roller bench). This control is continuously 
performed throughout the engine's rotation range (continuous test). Alternatively, it can be performed discretely 
at pre-defined rotation points, which are established to allow for a more effective comparison between different 
tests (discrete test). 

To obtain the desired results (engine power and torque), the dynamometer measures the power at the wheel, 
to which the power losses in the transmission (resistive power) obtained in the deceleration process are added. 
After obtaining these two parameters, the value of the engine power is obtained, which is already corrected 
based on environmental conditions, assuming the designation of "Norm power". Through this power value, 
dividing by the corresponding rotation, the value of the engine torque is obtained. The correction selected is 
according to the standard also used by the manufacturer when announcing the engine characteristics. In this 
study, continuous and discrete performance tests were performed. 

In the case of fuel consumption evaluation, the test performed follows the standardized WLTP cycle, 
considering its use on a roller bench. For this test, a series of sensors are added to monitor the vehicle's fuel 
consumption, such as a flow meter (to obtain volume flow) and a scale, to obtain mass flow. The cycle is 
divided into 4 phases, one called "low" with an average speed of 18.9 km/h, a medium with an average speed 
of 39.8 km/h, a high with an average speed of 56 km/h, and an extra-high with an average speed of 92.9 km/h, 
with a total cycle duration of approximately 30 minutes. Data acquisition was performed at a frequency of 5 
Hz. To ensure data synchronization, data processing was based on the definition of the initial point of the test, 
for which the average fuel mass present on the scale was considered over a period of 2 seconds, 5 seconds 
before the vehicle's movement began. Similarly, the transition point between each stage was the average of 
the mass measured on the scale for a period of 2 seconds, 5 seconds after the cessation of the vehicle's wheel 
movement. 

As previously mentioned for the power test, in each WLTP cycle, 3 tests are performed, and the arithmetic 
mean of the results obtained in these tests is then considered. Similarly, to the previous procedure, a 
comparative analysis was intended to be carried out regarding the use of the two fuels in the same vehicle, so 



the entire procedure was repeated considering a first test in which the vehicle was fuelled with B7 fuel, and 
then a second test was performed fuelling the vehicle with B100 fuel. The vehicle chosen for the study was a 
passenger car of the Citroën Berlingo make/model equipped with a direct injection engine with a displacement 
of 1900 cm3.  

3. Results and Discussion 
Similarly, to the presentation of the experimental procedure, this chapter of results discussion will be divided 
into 3 subheadings, one for each test previously mentioned. 

3.1. Fuel consumption test 

To obtain the average fuel consumption values, the averaging of consumption for each refuelling was 
considered, assuming that all kilometres travelled (or hours of operation) were performed with the 
corresponding fuel of that refuelling. This assumption is not entirely valid, however, the fluctuations in the 
obtained averages are compensated by the multiple refuelling’s existing in each equipment or vehicle, since 
the final average was considered as the average of each refuelling. In a careful analysis of the averages of 
each refuelling, if they presented values that were very discrepant from expected, they would not be considered 
for analysis. Therefore, the average consumption was calculated for each fuel and the percentage difference 
between them. The results obtained are presented in Table 2 for equipment and in Table 3 for vehicles. The 
same results are also presented in the following Figure 1 and Figure 2 for fuel consumption and percentage 
difference for equipment and vehicles, respectively. 

Table 2.  Indicative comparison of fuel B100 relative to B7. 

Equipment B7 Fuel consumption (l/h) B100 Fuel consumption (l/h) Difference 

EE01 4,62 4,28 -7,25% 

EE03 1,18 0,98 -16,95% 

 

 

Figure. 1. Difference percentage in fuel consumption of the equipment. 

 

Initially, it is noticeable that results for all vehicles and equipment under study are not presented. This is due 
to the lack of refuelling data for a particular type of fuel under study. It should be noted that for equipment 
EE01, there is no certainty in the results presented since only data from one refuelling for both fuels was 
available. Similarly, for vehicles AM05 and AMV12, the average consumption presented for fuel B7 is based 
on only one refuelling. 

From the analysis of the results obtained, it is not possible to prove an increase or a decrease in fuel 
consumption when using biodiesel. For example, there is an increase in consumption of vehicle AMV03 in the 
order of 15% (corresponding to 1L/100km) and a decrease in consumption of vehicle AMV13 of about 13% 
(corresponding to 2L/100km). This difference in consumption can be justified, not due to differences in the 
chemical properties of the fuel but rather due to uncertainties in the obtained data, since there are several 
variables not controlled, such as different routes and drivers, which lead to different consumption rates, which 
is normal and corresponds to the operation of these vehicles even when fuelled with the same fuel. Additionally, 
since the consumption of vehicles is based on the distance travelled, it is not possible to determine whether 
they were stationary, consuming fuel without covering any distance. This aspect is particularly critical, for 
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example, in tanker trucks, where the pumps that transfer the fuel are operated by the vehicle's engine. 
Therefore, it is not possible to directly correlate an increase in fuel consumption when using B100, in the order 
of magnitude of the difference in calorific value between this and B7, as would be expected. Overall, in vehicles, 
the use of biodiesel increased consumption by 1.36%, while in equipment, there was an average decrease of 
12.10%. 

 

Table 3. Fuel consumption for each vehicle for both studied fuels and their respective percentage difference. 

Vehicle B7 Fuel consumption (l/h) B100 Fuel consumption (l/h) Difference 

AM01 4,94 5,30 7,24% 

AM02 7,37 8,04 9,10% 

AM03 6,33 7,27 14,91% 

AM04 8,31 7,84 -5,69% 

AM05 10,89 10,64 -2,28% 

AM06 10,27 10,94 6,54% 

AM07 13,37 12,59 -5,78% 

AM08 8,74 8,98 2,77% 

AM09 75,62 80,48 6,42% 

AM10 83,41 86,07 3,19% 

AM11 17,65 17,64 -0,02% 

AM12 10,90 10,24 -6,08% 

AM13 17,41 15,20 -12,69% 

 

Figure. 2. Percentage difference in fuel consumption per vehicle. 

 

3.2. Emissions testing 

Analysing now the results obtained for emissions, Table 4 and Table 5 present respectively the vehicles and 
equipment results, with the representative operating conditions of their normal operation, the percentage 
differences in emissions between B100 and B7 with the overall average by chemical substance. It should be 
noted that, in the equipment, all tests were carried out considering their normal operating temperature. 

The cases where the value presented is negative, for example, it indicates that after using B100 fuel, there 
was a decrease in the emission of the chemical substance being analysed, like it is clearer in the figure 3.  
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Table 4. Percentage difference in vehicle emissions. 

Vehicle Engine speed O2 CO NOx CO2 

AM09 Hot Idle 0,24% 42,29% -10,48% -2,91% 

AM09 1300 RPM (Hot) 0,79% 14,91% -8,21% -7,94% 

AM09 1800 RPM (Hot) 0,79% 3,55% -5,88% -6,12% 

AM11 Cold Idle 1,53% 59,81% -63,32% -7,28% 

AM11 Hot Idle -0,13% 201,02% -49,03% 1,00% 

AM11 2000 RPM (Hot) -1,09% 12,70% -28,33% 6,79% 

AM11 3000 RPM (Hot) -2,86% 1,36% -16,16% 14,01% 

Global Average -0,06% 32,86% -34,81% 0,37% 

Table 5. Percentage difference in equipment’s emissions. 

Equipment Engine speed O2 CO NOx CO2 

EE03 Idle -0,27% 51,68% -4,06% 1,20% 

EE03 Under Load -1,12% 36,16% 0,67% 3,16% 

EE04 Idle -0,16% -16,22% 7,49% 0,71% 

EE04 1700 RPM -0,88% 0,00% 12,03% 1,65% 

EE04 2400 RPM -3,77% 22,41% 1,27% 6,06% 

Global Average -1,12% 26,57% 5,78% 3,01% 

 

 

Figure. 3. Differences in global average, for both fuels, by chemical species. 

3.2.1. Oxygen (O2) 

The changes obtained in oxygen (O2) emissions were insignificant, demonstrated by the difference in the 
global average of -0.06% in vehicles and -1.12% in equipment, so it was considered an unchanged parameter 
when using biodiesel. The differences presented may be related to inaccuracies in the measurement device, 
meteorological differences, among others. When using B100, an increase in the emission of this compound 
derived from the higher percentage of O2 present in the fuel would be expected, however, this was not 
observed. 

 

 

-0,06% -1,12%

32,86%
26,57%

-34,81%

4,13%
0,37% 3,01%

Vehicles Equipment's

Difference in emissions percentage - Average

% O2 ppm CO ppm NOx % CO2



3.2.2. Carbon monoxide (CO) 

An increase in carbon monoxide (CO) emissions was observed in all regimes studied, except for one 
measurement at idle for the EE04 equipment, which is visible by analysing the difference in the global average, 
both for vehicles and equipment. The increase in the emission of this substance was more significant at idle 
with a warm engine, since it is mainly formed in rich mixing zones. Therefore, the increase in its concentration 
when using B100 can be explained by the higher viscosity of this fuel, which hinders atomization and 
subsequent combustion. This greater difficulty in atomization is more prevalent at idle due to the lower injection 
pressure associated with this regime. Although the values presented have a very significant percentage 
increase (on the order of 200%, for example), the emission of CO in diesel engines is not noticeable, as they 
always operate on lean mixtures, since the concentration values of this substance are quite low. Therefore, it 
is natural and expected that the percentage differences present more significant values. 

3.2.3. Nitrogen oxides (NOX) 

Overall, there was a decrease in nitrogen oxides (NOX) in all regimes, except for equipment EE04, where the 
emission of these substances increased. This is visible by analysing the difference in the global average in 
vehicles, which decreased by 34.81%, contrary to what happened in the equipment (which increased by 
5.78%), solely provided by the aforementioned equipment. An explanation for the decrease in the emission of 
this substance, given that in the case of vehicles the tests were performed without load, is the lower 
temperature reached when the vehicle operates with biodiesel due to the lower calorific value of this fuel. 
Therefore, since temperature is the most important factor in NOX emissions, a decrease in this chemical 
substance would be expected. In situations where the engine was tested under load, there may be greater 
emissions of this substance due to the greater amount of oxygen in the combustion, derived from the biodiesel 
itself. It should be noted that if the vehicles or equipment had gas treatment systems, the emission of this 
compound would be more controlled. 

3.2.4. Carbon dioxide (CO2) 

It is not possible to correlate the presence of CO2 emissions with the use of biodiesel in all equipment and 
vehicles. While there was a decrease in emissions for AMV09, the emission of this substance either slightly 
increased or stabilized in the other machines. CO2 emissions are directly related to fuel consumption. As it 
was not unequivocally found that there was an increase in fuel consumption, only slight fluctuations in the 
emission of this compound would be expected for the various vehicles and equipment. Overall, there was a 
very slight increase in carbon dioxide emissions with the use of biodiesel, at 0.37% for vehicles and 3.01% for 
equipment. 

3.3. Power and Consumption Test – WLTP 

The power tests obtained are represented in the following Figure 4, where the power and torque developed as 
a function of rotation speed are visible for the two fuels under study.  

The percentage difference between the values obtained for power is presented also in the same Figure 4. In 
this case, when the value presented is positive, it translates to a higher power obtained when the vehicle was 
operating with B100 compared to when it was operating with B7. 

From the analysis of both graphs, it is visible that the differences obtained between the use of B7 and B100 
are minimal. A decrease in power, in the order of magnitude of the difference in the calorific value of the fuel, 
i.e. 10%, could be expected, which could be attenuated by the greater volumetric mass of the fuel. However, 
this was not the case, and there was even an improvement in the delivered power at high speeds, after 4000 
RPM. A slight decrease in the developed power occurred at low and medium speeds, which was less 
noticeable between 1500 and 2500 RPM. The increase in power at high rotation speeds would not be expected 
and may be related to some measurement problem, fundamentally in the final part of the test where the 
transition from measuring the power at the wheel to measuring the transmission losses occurs. The average 
numerical results for maximum power and torque are presented in the following Table 6. Therefore, the 
following percentage differences are obtained, visible in the same Table 6. If the presented value is negative, 
for example, it indicates that there was a decrease in this parameter after the use of B100 fuel. 

Analysing the numerical results, it is visible that, contrary to expectations, an increase in the engine's delivered 
power occurs when using biodiesel. This may be related to some intervention that the vehicle has undergone 
or the alteration of any mechanical component that affects the maximum power delivered by the engine, mainly 
in high speed. A decrease of approximately 10%, corresponding to the difference in the calorific value of the 
fuels, would be expected when using biodiesel. On the other hand, the maximum torque obtained when using 
B100 decreased and was reached earlier. 
Examining the results corresponding to the WLTP test, Table 7 presents the values of the average fuel mass 
flows obtained for each speed profile for each of the analysed fuels and also the results considering the 
percentage difference. 



From the analysis of the results, it is possible to observe an increase in the average fuel mass flow for B100 
in all speed profiles considered from 1% to 5%. This difference has a greater impact in the low-speed profile, 
decreasing with increasing speed, with a slight increase in the high-speed profile. The increase in fuel 
consumption can be explained by the lower calorific value present in biodiesel. However, since the result is 
shown on a mass basis, it makes sense to also analyse consumption on a volumetric basis, as is typically 
considered in vehicle usage. The average fuel consumption obtained, considering a typical volumetric mass 
for B7 of 839.8 kg/m3 and for B100 of 881.7 kg/m3, is visible in Table 8 and graphically in Figure 5.  

 

 

Figure. 4. Power and torque chart, and power percentual difference obtained between both fuels. 

Table 6. Percentage difference and Maximum power and torque obtained. 

Parameter B7 B100 Unit 
Percentage 

difference [%] 

Standard power 43,8 45,4 kW 3,8 

Engine power 44 45,2 kW 2,7 

Wheel power 29,8 33,2 kW 12,6 

Resistive power 14,1 11,6 kW -18,2 

@ 4760 4590 rpm -3,5 

Standard torque 108,7 106,5 Nm -2,0 

@ 2870 2600 rpm -10,6 
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Figure. 5. Mass flow rates of fuel and percentual differences obtained in the WLTP test, for B7 and B100. 

Table 7. Mass flows and percentage differences obtained in the WLTP test, for B7 and B100. 

Speed profile Mass flow B7 [g/s] Mass flow B100 [g/s] Percentage difference 

Low 0,367 0,386 5,00% 

Medium 0,497 0,511 2,88% 

High 0,705 0,732 3,80% 

Extra-High 1,206 1,219 1,06% 

Table 8. Fuel consumptions and percentage differences obtained in the WLTP test, for B7 and B100. 

Speed profile 
Average consumption 

[l/100km] - B7 
Average consumption 

[l/100km] - B100 
Average consumption 

[l/100km] 

Low 7,426 7,336 -1,21% 

Medium 6,234 6,104 -2,08% 

High 5,836 5,687 -2,54% 

Extra-High 6,567 6,441 -1,93% 

 

Figure. 7. Fuel mass flows and differences percent obtained in fuel consumption for WLTP test, with B7 and 
B100. 
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4. Conclusion 
Just like the body of the work, the conclusions that can be drawn from this work can be grouped by the typology 
of the tests used: 

4.1. Fuel consumption test 

From the analysis of the results, it can be concluded that the use of biodiesel does not necessarily increase 
fuel consumption, as there were vehicles that showed increases and others that showed decreases. These 
fluctuations occur not only due to differences in fuel properties but also due to natural causes associated with 
the use of vehicles by different drivers on different routes, among other factors, which implies a fluctuation in 
vehicle consumption. Overall, there was a very slight increase of about 1% in the vehicles analysed. In the 
equipment, there was even a decrease in fuel consumption. This is not only due to differences in fuel properties 
but perhaps more to the different modes of operation to which they may have been subjected. Overall, in the 
equipment, there was a decrease in consumption of about 12% when B100 was used. 

4.2. Emissions test 

Analysing the exhaust gas emissions, it is evident that, in vehicles, the use of biodiesel causes an average 
increase in CO emissions (32.86%) and a decrease in NOx (34.81%), while there was virtually no change in 
O2 and CO2. The increase in CO is not critical in diesel engines since they always operate in a lean mixture. 
The decrease in NOx is beneficial because it is one of the most critical pollutants associated with the use of 
diesel engines. For the equipment, globally, the same as in vehicles occurred, except for NOx emissions, 
which increased by about 6%, although this increase was only observed in one of the two pieces of equipment 
considered in this study. In both cases, there was no significant increase in CO2 emissions, so it is possible to 
conclude that, by using biodiesel, there will be a decrease in emissions of this substance when considering 
the entire life cycle given the renewable nature of this fuel. 

4.3. Power and Consumption Test – WLTP 

Analysing the differences in power output by the vehicle under study when using biodiesel, there is no decrease 
in the vehicle's performance, with even a slight increase in the maximum power output by the engine. This 
may be related to some intervention that the vehicle has undergone or alteration of a critical component that 
affects the maximum power reached at higher engine rotation. Nevertheless, in a typical case, there would not 
be a significant decrease in the power output by the engine. 

For the power bench consumption tests (WLTP), there is a visible increase in the mass fuel consumption in all 
speed profiles, between 1 and 5%. Even so, this value was lower than expected, which would be around 10%. 
Analysing the average volumetric consumption per distance travelled (l/100km), there is a slight decrease, 
around 2%. This is explained by the higher density of biodiesel. 
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Nomenclature 
��   mass flow rate, kg/s 

LHV Lower Heating Value  

HHV Higher Heating Value  

CO2 carbon dioxide 

CO carbon monoxide 

NOx nitrogen oxides 

HC hydrocarbons 

B7 fuel mixture of 7% biodiesel in diesel 

B100 fuel containing only biodiesel 

O2 Oxygen 

PM particle matter 

WLTP World Light-duty Test Procedure 
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Abstract: 

Within the strategies for sustainable transition and decarbonization, biomass gasification represents an 
interesting solution to yield renewable fuels that can be used in internal combustion plants for power and 
combined heat and power (CHP) generation. The use of syngas instead of original biomasses allows 
industrial internal combustion engines to achieve higher conversion efficiencies and lower pollutant 
emissions. However, limited experience on real operative plants has led to a lower diffusion of the 
technology than expected. 

To investigate the real behavior of a gasifier fed with lignocellulosic woodchips and coupled with a CHP 
engine, a commercial-grade system has been installed in the Science and Technologies Campus of the 
University of Parma. The aim of the research project Synbiose was to gain a better understanding of the 
processes to enhance the application of small-scale gasification and CHP plants in the tertiary sector. 
Operating parameters of the system – properly instrumented – have been monitored to analyze its 
performance and to improve its maintainability. In order to investigate the effects of woodchips from different 
tree species on system performance, a second smaller plant was built and has been used for a specific 
experimental activity. 

An extended modelling study has been developed to enhance the comprehension of the gasification process 
and of the plant operation. A hybrid thermochemical model has been used for the simulation of the 
gasification process, while a lumped parameter dynamic model and multiphase CFD simulations have been 
applied and integrated to analyze the operation of the whole plant. 

The aim of the paper is to summarize the results of these research activities highlighting the issues that 
arose during the project with specific reference to the implemented solutions. 

Keywords: 
Biomass; Cogeneration; Experimentation; Gasification; Simulation. 

1. Introduction 
Renewable energy sources play a key role in the sustainable transition and decarbonization of the power 
system. Together with solar and wind technologies (which are typically non-programmable), biomasses 
represent an interesting way to exploit the use of renewable energy without having relevant storage issues. 

Currently, biomasses are used for direct combustion in combined heat and power (CHP) steam plants (i.e. 
wooden biomass direct combustion, giving rise to noteworthy issues of pollutant formation), or they are 
converted into so-called biogas through anaerobic fermentation that can be used as fuel for CHP plants 
based on internal combustion engines or micro-gas turbines. In both cases the size and flexibility of the 
comprehensive conversion and generation plants hinder their applications in the tertiary sector (e.g. 
hospitals, university campuses). 

Within this context, the gasification process of wooden biomasses is an interesting alternative allowing for 
the production of a gaseous fuel (syngas) that can be properly cleaned and used for CHP generation. 
Moreover, the use of thermochemical conversion and of internal combustion engines allows for smaller and 
more flexible plants, which can use locally available solid biomasses more efficiently. 

However, the lack of field testing knowledge on these plants (with particular reference to operation and 
maintenance issues and to syngas production and cleaning technologies) still seems to limit their use in real 
applications. In the current Italian context, almost no small-size syngas-fed operating CHP plants can be 
found on which adequate operating experience has been acquired to evaluate their performance and 
reliability.  



To overcome this issue, the Synbiose project has been started with the aim of enhancing the theoretical and 
experimental comprehension of small-scale gasification-CHP plants to allow for their wider application in the 
tertiary sector. The project lasted from February 2017 to May 2021 and involved the installation, 
instrumentation, testing and modelling of a commercial-grade plant based on a gasifier fed with 
lignocellulosic woodchips. The project partners were Siram S.p.A., the Center for Energy and Environment-
CIDEA of the University of Parma, and the Department of Engineering of the University of Ferrara. The plant 
is installed in the Campus of the University of Parma and is directly connected to the local electrical grid and 
to the district heating network (fed by natural gas boilers) which fulfil the demands of the Campus buildings 
(with a total peak heating power demand of 16 MW). 

Many examples can be found in the literature regarding the optimization of the gasification process [1] and 
its modelling [2, 3] or regarding experimental tests [4]. There are very few examples related to applications in 
an operating environment [5, 6] and none with an experimental and numerical approach. 

1.1. Aim of the paper 
The aim of this paper is to give a concise presentation of the outcomes of the activities of the 51-month 
project and to present a summary of the main lessons that have been learned from the experience gained. 
The main goal of the project was to bring the gasification technology to a sufficient level of maturity to be 
able to represent a viable technical solution for its application in the tertiary sector. To achieve this goal, the 
partners were involved in experimental and computational research which are summarized in the following 
sections. In particular, Section 2 presents the two plants that have been installed at the Campus and their 
measurement and acquisition systems.  

The first plant is characterized by an installed nominal electrical power of 125 kW and it was used for long 
run testing to evaluate the reliability of the technology. The second, with an installed electrical nominal power 
of 25 kW, was instead used to evaluate the fuel flexibility of the technology by testing its operation with 
different tree species. The results of these experimental activities are summarized in Section 3. 

Beside the experimental activity, the project also dealt with the development of the mathematical models of 
the process, of the whole plant and of its components. Section 4 briefly shows the mathematical model of the 
gasification process and its validation, the dynamic model of the whole syngas cleaning line and the CFD 
analyses that have been performed on relevant components. 

Finally, some conclusions have been made in Section 5, wrapping up the whole project, and providing useful 
hints for those who will try to replicate the experience. 

2. The plants 
The experimental equipment used in the project consists of two biomass-fueled syngas cogeneration plants 
(Figure 1). The sizes of these two plants, in terms of electrical power output, are 125 kW and 25 kW, 
respectively. Both plants are located at a dedicated facility in the Science and Technologies Campus of the 
University of Parma. 

2.1. The 125-kW plant 
The plant consists of biomass storage, i.e. wood chips, which is fed by means of an auger system into a 
storage chamber that can guarantee an operating autonomy of the plant of approximately 3 to 4 days at 
maximum power. Downstream of this biomass storage site is a vibrating screener, consisting of opposing 
grates that allow the wood chips to be sieved in order to remove the finest fractions. These fine fractions 
would cause occlusions inside the gasification reactor, affecting the empty/full ratio and limiting the passage 
of the syngas, which would therefore not be able to flow properly inside the reactor. 

The feeding of biomass into the reactor is not continuous, but is regulated by a rotating blade sensor which, 
once the wood chip level decreases, activates an auger system that transfers the wood chips from a hopper 
downstream of the vibrating screener to the gasifier. The inlet to the gasifier is regulated by two valves that 
open alternatively, introducing a finite amount of wood chips, so as to minimize unwanted air inlets at the top 
of the reactor, since the reactor operates at lower barometric pressure conditions in the range of - (3÷8) mbar 
gauge pressure. The gasification reactor is of the fixed-bed downdraft type, with an hourglass shape. The 
biomass is fed into the upper part and, as it descends into the gasifier, undergoes the reactions of drying, 
pyrolysis, combustion, and gasification. 

In the restriction zone (i.e. the throat), air is supplied through the nozzles located on the reactor 
circumference, driven by a fan. Locally, exothermic combustion reactions take place (although the reactor 
works with a lack of oxygen compared to the stoichiometric quantity), which sustain the other endothermic 
reactions taking place in the gasifier. All reactions take place because the system is kept under negative 
gauge pressure due to the suction of the internal combustion engine. By means of this pressure, the syngas, 
at a temperature of approximately 750 °C, is forced to pass through a grate in the lower part of the gasifier, 
which prevents the passage of the coarser pieces of char or wood chips, and then the syngas passes 
through an air-syngas countercurrent exchanger that preheats the reaction air. 

 



 

Figure. 1.  The two plants in the Synbiose area of the thermal power plant of the Campus in Parma. 

The gas is then filtered through ceramic fiber filter elements (alumina silicate wool) at a temperature of 
approximately 600 °C. This filtration stage separates the carbon particles and char that the syngas has 
dragged along with it in its flow. Downstream of this filter, the gas passes through a so-called check filter, 
consisting of a very fine metal grid. Within this filter, a differential pressure sensor detects the fouling on the 
metal grid and, if a ceramic filter element has broken, it interrupts the engine operation by sending the gas to 
the flaring to preserve the integrity of the engine. Downstream of this element is a water-syngas heat 
exchanger, of the shell-and-tube type, which allows the syngas to cool down to approximately 110 °C, 
dropping below the dew temperature of certain classes of tar, which, as they condense, can thus be 
removed from the gas stream and removed from the exchanger via a double valve system. 

Approximately 20 kW of heat output can be recovered from this heat exchanger. After this element, the 
syngas is fed into a metal filter that separates a final portion of tar (consisting of elements with a lower 
molecular weight than those removed previously) by coalescence and also a portion of the moisture present 
in the syngas. At this point, the syngas is fed into an aspirated internal combustion engine to produce 
electricity and heat. Under optimal conditions, up to 125 kW of electrical power and 200 kW of thermal power 
can be recovered from the cooling of the engine and combustion gasses. The combustion gasses then pass 
through a trivalent catalytic converter before being emitted into the atmosphere. A dedicated dry cooler is 
used to dispose of the heat output in the event of no demand from the user. Both electrical and thermal 
power are fed to the electricity and district heating networks that supply the University Campus, respectively. 

The plant was entirely equipped with measuring instruments (Figure 2). The measured data was acquired on 
a quarter-hourly basis. Pressure and temperature sensors were placed upstream and downstream of each 
component. All temperature sensors are RTD PT100 type except for the K-type thermocouple installed for 
the syngas at the outlet of the gasifier (where temperatures at start-up can exceed 1100 °C). Type J 
thermocouples were installed up to the point downstream of the main filter, again due to the high 
temperatures. The pressure sensors, connected to the process via a steel capillary that protects the 
instrument from high syngas temperatures, are of the capacitive type with a ceramic membrane and have an 
operating range of (- 400 ÷ 400) mbar. 

An air flow meter is placed upstream of the fan feeding air into the gasifier. Two flow meters and two 
temperature sensors are placed on the hot water circuits recovered on the water-syngas exchanger and on 
the internal combustion engine in order to measure the thermal energy exchanged. 

There are also temperature sensors inside the reactor (at the top and in the central part near the nozzles) 
and a negative gauge pressure sensor placed at the top of the reactor. In addition, there is a differential 
pressure sensor located across the ceramic filter elements to assess their state of fouling and to provide 
periodic cleaning by means of compressed air supplied in the counterflow. 

 



 

Figure. 2.  A schematic representation of the measurement points on the 125-kW plant. 

Since the syngas, rich in impurities, would have compromised any measuring instrument fitted to the line, the 
syngas flow rate was estimated by means of an energy balance on the syngas-air exchanger. Ambient 
temperature and pressure sensors were installed to characterize the ambient atmosphere. 

2.2. The 25-kW plant 
Due to its smaller size and easier maintenance, a smaller plant than the previous one was used for the 
experimental characterization of different wood species. This plant consists of a hopper in which 
approximately 0,33 m3 of biomass is stored, which is then fed to a downdraft reactor. At the base of this 
reactor is a grate shaker system that removes the thicker flakes of char and favors the advancement of the 
biomass. The syngas thus produced is then further purified of carbon particles first through a cyclone, then 
cooled through a syngas-water tube bundle exchanger and subsequently, at lower temperatures, filtered in a 
fabric bag filter. Before being fed into the aspirated internal combustion engine, the air-syngas mixture is 
filtered through a paper filter.  

For the sampling of the syngas required to perform characterization analyses, a suitable sampling valve is 
placed downstream of the bag filter. 

3. The experimental campaign 
The two plants presented in Section 2 were used for the experimental campaign. In particular, the  
125-kW plant was operated in long run sessions with the aim to monitor the performances of each 
component and to improve its availability that was limited by its heavy maintenance needs. The 25-kW plant 
instead was used to test wood chips from different tree species in order to evaluate the quality of the syngas 
produced. 

3.1. Long run sessions 
The 125-kW plant was monitored during its operation while feeding the electrical and district heating 
networks of the Campus. The electrical power output was generally kept within the range (90÷100) kW. The 
measurements were collected every 15 minutes and stored for elaboration. In Fig. 3a, for example, the 
evolution of the absolute pressure at the filters is shown for one day. The oscillations are due to the deposit 
of dust cake on the ceramic candles of the main filter and their jet-pulse cleaning. 



Since it was not possible to directly measure the mass flow rate of the syngas, this needed to be estimated 
indirectly. It was decided to use the energy balance at the air-syngas heat exchanger, since the air mass 
flow rate, the air inlet and outlet temperature, and the syngas inlet and outlet temperature are measured. �̇�𝑠𝑦𝑛 = �̇�𝑎𝑖𝑟𝑐𝑝,𝑎𝑖𝑟(𝑇𝑎𝑖𝑟,𝑜𝑢𝑡−𝑇𝑎𝑖𝑟,𝑖𝑛)𝑐𝑝,𝑠𝑦𝑛(𝑇𝑠𝑦𝑛,𝑖𝑛−𝑇𝑠𝑦𝑛,𝑜𝑢𝑡)  (1) 

The resulting mass flow rate ranged between (0.06÷0.10) kg/s and its evolution for one day is reported in 
Fig. 3b, confirming that the oscillations in pressure at the check filter were not due to a variation in mass flow 
rate. 

The data gathered from the experiment have been used to train and validate the models presented in 
Paragraphs 4.2 and 4.3 and to evaluate health indices regarding the different components (e.g. pressure 
loss coefficient on filters and pipes, as shown in Fig. 4 for the ceramic candles). 

3.2. Syngas characterization 
The 25-kW plant was used to test 8 different tree species dried both naturally and artificially. The wood chips 
were sampled before the test. Then the elemental analysis and the evaluation of the ash content, of the 
moisture, and of the lower heating value on a dry basis were performed. The result of this characterization is 
reported in Table 1. 

The test was then performed by feeding the 25-kW plant and keeping it at a constant electrical power output 
(i.e. 7.5 kW) until a steady state was reached. The syngas was then sampled with a Tedlar bag and 
analyzed through gas chromatography–mass spectrometry. Table 2 presents the results in terms of mass 
fraction of carbon monoxide, hydrogen, methane, carbon dioxide, hydrogen sulfide, oxygen, and nitrogen in 
the anhydrous syngas. Moreover, the water and tar content and the lower heating value is reported. 

It can be noted that the data do not show any significative correlation between the characteristics of the 
biomass and those of the produced syngas. 

 

  
(a) (b) 

Figure. 3.  Evolution of pressures (a) and syngas mass flow rate (b) in a sampled day. 

 

Figure. 4.  Evaluation of the pressure loss coefficient on the ceramic candle in the main filter. 

 



Table 1.  Results of the wood chip characterization. 
Tree species Drying C H O N S Ash Moisture LHV 
  % % % % % % % kJ/kg 
Chestnut Natural 46,5 2,6 49,7 0,4 0,4 0,5 22,0 17350 
Cherry Natural N/A N/A N/A N/A N/A N/A N/A N/A 
Beech Natural 45,8 5,7 46,9 0,7 0,1 0,8 8,7 17740 
Walnut Natural 45,0 0,6 53,0 0,3 0,1 1,1 31,0 18100 
Pine Natural N/A N/A N/A N/A N/A N/A N/A N/A 
Poplar Natural 44,7 5,7 48,3 0,1 0,1 1,0 16,0 17730 
Black locust Natural 48,0 3,6 46,9 0,2 0,1 1,2 18,0 11080 
Durmast Natural 43,9 5,0 48,0 0,4 0,1 2,7 18,0 N/A 
Chestnut Artificial 47,8 5,9 45,2 0,4 0,1 0,7 2,5 16370 
Cherry Artificial 47,1 6,1 46,0 0,1 0,1 0,6 1,1 15473 
Beech Artificial 39,2 5,0 54,7 0,2 0,1 0,8 5,1 16710 
Walnut Artificial 42,6 5,4 50,7 0,1 0,2 1,1 7,5 16128 
Pine Artificial 44,3 5,3 50,3 0,0 0,1 < 0,5 6,5 18290 
Poplar Artificial 47,5 5,6 45,0 0,2 0,2 1,5 0,9 N/A 
Black locust Artificial 46,4 5,8 46,2 0,7 0,1 0,7 < 1,0 N/A 
Durmast Artificial 44,6 5,8 46,7 0,6 0,1 2,2 < 1,0 16570 

 
Table 2.  Results of the syngas characterization. 

Tree species Drying CO H2 CH4 CO2 H2S O2 N2 H2O Tar LHV 
  % % % % % % % g/Nm3 mg/Nm3 MJ/Sm3 
Chestnut Natural 18,6 27,5 2,8 12,8 0,6 1,1 36,4 19,6 4457 6,41 
Cherry Natural N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
Beech Natural 14,6 24,1 3,3 10,7 0,7 2,7 42,8 42,9 37717 7,13 
Walnut Natural 15,3 29,6 2,9 15,0 0,3 0,5 36,4 53,5 1793,1 6,23 
Pine Natural N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
Poplar Natural 15,0 25,4 2,6 11,7 0,1 3,1 41,8 31,5 17310 5,83 
Black locust Natural 20,6 21,4 3,0 14,2 0,1 0,8 39,8 35,3 5678 6,55 
Durmast Natural 17,5 23,8 3,1 11,8 0,3 2,3 41,2 28,2 2271 5,58 
Chestnut Artificial 17,8 29,3 3,5 14,2 0,4 1,8 33,0 63,8 841 6,31 
Cherry Artificial 18,6 24,1 2,7 17,3 0,6 1,0 35,7 29,9 2713 5,61 
Beech Artificial 19,7 27,4 3,6 16,1 0,8 1,4 31,0 62,9 9922 6,52 
Walnut Artificial 19,7 22,2 2,8 11,4 0,3 2,6 41,1 36,8 2241 5,57 
Pine Artificial 20,1 24,0 4,0 16,9 0,7 1,5 32,8 66,0 11524 6,21 
Poplar Artificial 24,3 24,0 3,1 8,0 0,1 1,8 38,7 37,4 5447 6,41 
Black locust Artificial 18,0 26,4 3,5 17,6 0,9 1,1 32,3 61,6 7151 6,45 
Durmast Artificial 18,6 28,2 3,4 14,4 0,4 1,6 32,5 64,5 37298 7,67 

4. The simulation campaign 

4.1. Gasification process 
A model for the simulation of the gasification process that takes place in a fixed-bed downdraft gasifier was 
developed and implemented in Scilab. The model combines a lumped parameter stoichiometric equilibrium 
model for the pyrolysis and oxidation zones with a one-dimensional kinetic model for the reduction zone. 

In particular, the former takes into consideration two reactions, i.e. water gas shift (R1) and char methanation 
(R2), which are assumed to be at the equilibrium. The molar fraction of each species at the outlet of the 
pyrolysis and oxidation zones are constrained by the mass balances of each element (i.e. C, H, O) and by 
the ratio given by the equilibrium constants (Eq. 2): 𝐶𝑂 + 𝐻2𝑂 ↔  𝐶𝑂2 +  𝐻2 (R1) 𝐶 + 2𝐻2  ↔  𝐶𝐻4, (R2) 

𝐾 = ∏ 𝑥𝑝𝑠𝑝𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠∏ 𝑥𝑟𝑠𝑟𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠  (2) 

The value of the equilibrium constant for each reaction is calculated through Eq. 3, where the temperature is 
determined by means of the energy balance in the pyrolysis and oxidation zones. 𝐾 = 𝑒−∆𝐺0�̅�𝑇  (3) 

The kinetic model for the reduction zone, takes into consideration four reactions. 𝐶 + 𝐶𝑂2  ↔ 2𝐶𝑂 (R3) 𝐶 + 𝐻2𝑂 ↔  𝐶𝑂 +  𝐻2 (R4) 𝐶 + 2𝐻2  ↔  𝐶𝐻4 (R5) 



𝐶𝐻4 + 𝐻2𝑂 ↔  𝐶𝑂 + 3𝐻2 (R6) 

The rate of each reaction is evaluated through Eq. 4, where the equilibrium constant is calculated as seen 
before with Eq. 3 and the energy balance, for each control volume into which the reduction cone is divided. 
The net formation/destruction rate of each species is calculated considering all the reactions in which the 
species participates. 𝑟 =  𝐶RF𝐴𝑒− 𝐸𝑅𝑇 (∏ 𝑥𝑟𝑠𝑟𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠 − ∏ 𝑥𝑝𝑠𝑝𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠𝐾 ) (4) 

The model is validated by applying it to a literature test case [7]. The main input data are reported in Table 3, 
and the output data in Table 4. It can be noticed that the results are satisfactory for the species (H2 and CO) 
responsible for the lower heating value of the syngas. 

4.2. System simulations 
A comprehensive 0D lumped parameter dynamic model was developed for the simulation of the whole 
system (i.e. gasifier, syngas cleaning line and engine) and it was implemented in Matlab®/Simulink® by 
assembling component models. The model is based on the energy and mass balances for each component. 
Some of the components are considered as capacities (in green in Fig. 5a) and the balances are 
implemented with integral equations allowing for mass and energy storage. On the other hand, there are the 
resistances (in orange) with the balances implemented with algebraic equations. Particular care has been 
devoted to syngas conductivity, density, specific heat capacities and viscosity calculation. The model is able 
to simulate the behavior of the system both under stationary and transient conditions (e.g. the pressures 
before and after cleaning are shown in Fig. 5b). The most significant results are presented in [8, 9], showing 
that the model is a valuable tool for the diagnosis of the syngas cleaning line. 

 

Table 3.  Input of the gasification model for the validation [7]. 

Power 
Fixed 

Carbon 
Volatile 
Matter 

Ash C H O S N Moisture 
Biomass  

mass flow rate 
Air to fuel  

ratio 
[kW] [ g/100 g dry basis] [g/s] [g air/g biomass] 

4 

16,51 79,84 3,65 45,19 5,74 44,92 0,44 0,06 7,02 

8,1 1,37 
6 10,2 1,48 
8 12,1 1,63 
10 12,4 1,69 
12 12,9 1,79 

 
Table 4.  Output of the gasification model and comparison with experimental data from the literature [7]. 

 Simulation Experimental Error (Sim. - Exp.) 
Power H2 CO CO2 CH4 N2 H2 CO CO2 CH4 N2 H2 CO CO2 CH4 N2 
[kW] [%mol/mol] [%mol/mol] [%mol/mol] 

4 18,9 17,4 13,8 0,1 49,8 15,4 17,3 6,9 3,4 56,9 3,5 0.1 6,9 -3,3 -7,1 
6 17,1 17,4 13,5 0,0 52,0 15,3 17,2 7,0 3,4 57,2 1,8 0,2 6,5 -3,2 -5,2 
8 15,2 17,3 13,2 0,0 54,3 15,1 17,0 7,2 3,0 57,8 0,1 0,2 6,1 -3,0 -3,5 

10 14,7 17,2 13,1 0,0 55,0 14,9 17,0 7,2 2,8 58,1 -0,2 0,3 5,9 -2,8 -3,1 
12 13,9 17,2 13,0 0,0 55,9 14,8 16,9 7,3 2,8 58,3 -0,9 0,3 5,7 -2,8 -2,4 

 

 
(a) (b) 

Figure. 5.  A schematic representation of the model (a) and the evolution of the simulated pressure when 
cleaning occurs (b) [9]. 



4.3. Component CFD simulations 
An integrated 0D-3D approach is a methodology which combines a simplified thermodynamic 0D lumped 
parameters model (such as the one presented in Paragraph 4.2) with 3D CFD simulations. The 0D model is 
then able to describe the entire process by integrating information obtained by a detailed 3D CFD simulation 
of the individual components (such as performance maps, pressure drops, etc.). This information may be 
unknown or can be known with high uncertainty (for instance, from empirical correlation) and, thus, this 
procedure consents to obtain the set-up coefficients of the 0D models. Moreover, by means of the CFD 
simulation, it is possible to study the behavior of the specific components in detail in order to debug design 
weakness and optimize their operation. In a more sophisticated approach, then, the 0D and 3D models can 
actively interact as follows: the 0D model calculates the thermodynamic quantities and flow rates in the 
characterizing sections; it supplies them to the 3D models as the boundary conditions on which to carry out 
the simulation and to return the performance of the components to the 0D model; then the 0D model 
recalculates the thermodynamic quantities and flow rates through the balance sheets. This methodology 
offers a series of advantages, combining the speed and robustness of the 0D simulation model of the system 
with the complexity and accuracy of the 3D numerical fluid dynamics simulation. The most relevant results 
related to three of the most relevant components of the 125-kW plant (see Fig. 2) were the following: 

• the gasifier, where the focus was on the inside (consequent to gasification reactions) and outside 
(consequent to the coupling with the environment) fluid dynamics and heat exchange processes; 

• the syngas feeding duct, where the focus was on the fouling phenomena and on the consequences 
of the residual tar carried by the syngas; 

• the water-syngas heat exchanger, where the focus was on both of the above topics, i.e. the internal 
and external fluid dynamics and heat exchange processes, and the fouling issues due to the cooling 
of the syngas through the heat exchanger. 

4.3.1. Gasifier 

The downdraft gasifier was simulated by means of the two commercial finite volume CFD codes of the 
ANSYS platform. The preliminary results obtained with FLUENT are reported in [10]. Subsequently, by 
acquiring the real geometry with a reverse engineering CAD-based methodology which make use of a 7-axis 
laser scanner, it was possible to verify that the gasifier worked as a “quasi-throatless” downdraft principle, 
and it was also possible to simulate the actual geometry by means of CFX. An interesting result is reported 
in Fig. 6, in which it is possible to appraise the influence of the grate on the internal temperature from a 
distribution point of view. Even though there is a restriction, the grate shifts the operation of the gasifier from 
throated to throatless. This can be seen from the variation of the temperature profile near the restriction 
which shifts from a typical throated profile (blue line) to a typical throatless profile (red line), as seen in [11]. 
Moreover, the influence of the grate can also be seen from a quantitative point of view, i.e. the calculated 
average temperature of the exhaust gases passes from 1148 °C (without grate) to 839 °C (with grate). It is 
also interesting to notice that the CFD calculation is in agreement with the experimental results Tsyn = 750 °C 
(about 10 %). 

4.3.2. Syngas feeding duct 

The syngas feeding duct was simulated by means of the open-source finite volume CFD code OpenFOAM. 
In [12], the numerical methodology developed based on a mesh-morphing algorithm is presented. The 
analysis made it possible to estimate the amount, rate, and area of tar deposition on the duct, which was 
simulated as a mixture of 5 tar classes characterized by different concentration and dew points. In Fig. 7a, by 
comparing a take-over on a section of the actual duct and the numerical result in terms of deposition (grey 
area) in the same section, it can be noticed how the numerical simulation was able to capture the shape and 
amount of deposition. Subsequently, the same methodology was used to estimate the increase in duct 
pressure drop caused by the growth of the deposit over time (Fig. 7b). In this manner, the pressure drop in 
the duct module of the 0D model can be updated during the life of the plant. 

4.3.3. Water-Syngas heat exchanger 

The Water-Syngas heat exchanger geometry was also acquired on the real plant by means of reverse 
engineering methodology. The geometry (which is a vertical shell-and-tube heat exchanger) was then 
simulated by means of ANSYS CFX in clean and degraded conditions, the latter obtained by generating a 
modified domain according to on-field inspection of the device after several operating hours. The implanted 
faults were fouling (50 % area reduction of 21 tubes) and clogging (38 % of tubes fully blocked by tar 
solidification) [13]. The analysis showed how fouled and clogged conditions caused a decrease in heat 
exchanger effectiveness, an increase in pressure drop and a decrease in the capability of the heat 
exchanger to condense tar and separate it from the gas stream (which is the second most important function 
of the heat exchanger). The outcome of the simulation was also to characterize the performance of the heat 
exchanger which was not provided by the manufacturer since the heat exchanger was designed ad hoc and 
built on site. This characterization was used to feed the 0D model, as described below. 
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Figure. 6.  Gasifier geometry (a), temperature distribution without grate on the left and with grate on the right 
(b) and temperature profile (c). 

 

  

 
(a) (b) (c) 

Figure. 7. Actual tar deposit (a), numerical tar deposit (b) and pressure drop curves as a function of elapsed 
time (c). 

4.4. 0D-3D model integration 
As depicted in Fig 8., by taking advantage of the CFD characterization described above, the 0D model can 
be fed by the obtained numerical 3D results to make the plant simulation more realistic. In the Figure, the 
interaction between the syngas feeding duct numerical 3D simulation and the 0D model are outlined. 

5. Discussion 
The project promoted the penetration of a renewable source technology, which is efficient as it is 
cogenerative, into a portion of the market (the tertiary sector) which is currently almost exclusively the 
domain of photovoltaic technology. Another impact on the national power system is the reductions in both 
climate-altering emissions (reduction in carbon dioxide emissions as renewable and cogeneration source 
technology) and pollutant emissions (by using biomass-derived fuels in internal combustion engines there is 
a reduction in pollutant emissions compared to direct biomass combustion). By experimenting with the 
potential expansion of the use of virgin and residual biomass blend technology, the research program has 
enabled the expansion of the technology to the use of residual biomass resulting in the increased 
sustainability of the supply chain. Finally, it should be emphasized that the diffusion of a technology such as 
the one being tested allows for an increase in the share of electricity produced from renewable sources 
without affecting the stability of the electricity grid as the technology is programmable. These benefits for the 
grid are amplified by the fact that it is a distributed generation technology with simultaneous self-
consumption. Therefore there is no significant power transmission and it consequently decongests the grid. 

After more than five thousand hours’ monitoring the 125-kW plant, it can be stated that this kind of plant, 
although functioning from a technical point of view, has not yet reached a technological maturity allowing it to 
be operated continuously without continuous close monitoring. It require costly and constant maintenance, 
with many variables that can affect the performance of the system, beginning with the quality of the wood 
chips. 



 
 

Figure. 8. 0D-3D methodology concept: interaction between the heat exchanger and syngas feeding duct 3D 
model results and the 0D lumped parameter model. 

Since the raw material is inhomogeneous by nature, it is impossible to find standard operating conditions, as 
would be the case for a natural gas-fired plant. In addition, tar deposition creates major problems that require 
constant maintenance and cleaning. The cleanliness of the syngas, in terms of tar content, therefore, 
remains the point on which to focus research in order to make the plants more manageable. 

It would be interesting to be able to feed the plants with residual biomass instead of virgin wood chips, e.g. 
those recovered from agricultural or forestry activities, to lower the cost of the feedstock. From an economic 
point of view, in fact, such plants can only be sustained in a context where there are incentives for the sale of 
energy. 

5.1. Implemented plant improvements 
Following an initial phase in which the plants were operated as delivered by the manufacturers, the following 
improvements were implemented: 

• Substitution of the flaring torch with one more suitable for syngas, which has large passage sections, 
especially on the flame arrestor, to limit pressure drops because of tar condensation on this 
component. Moreover, to process syngas, a centrifugal fan with backward-curved blades and wide 
clearance between the case and rotor was adopted, so that any tar deposits would not compromise 
the functionality of the machine. Finally, the torch, compared to what was originally planned, was 
supplemented with support gas, to facilitate the ignition of the gas when it was still poor in the initial 
ignition phases, which also helped to limit the fouling of the torch itself; 

• Insertion of a calm chamber upstream of the flare fan to limit the dust processed by the fan; 
• Insertion of a metal filter upstream of the engine, to limit the presence of tar in the combustion 

chamber. Tar, if not burnt inside the engine cylinders, can condense as a result of low temperatures 
after mixing with air, creating a sticky layer that compromises engine functionality. A high molecular 
weight tar class condenses in the syngas-water exchanger; due to temperatures above around  
105 °C, light-weight tar and water content do not condense in the heat exchanger. This metal filter, 
which operates at lower temperatures, allows the condensation of the moisture component and, by 
coalescence, the removal of a further proportion of the tar. This filter consists of a packed metal 
fiber. It preserves the life of the engine which, in the overall balance of the system, is a delicate and 
expensive component. 

5.2. Designed improvements 
Other solutions have been designed to further improve the plant, but they have not yet been implemented: 

• Insertion of a cyclone between the gasifier and the main filter. By adopting this solution, it would be 
possible to eliminate an initial portion of carbon residues and thus relieve the ceramic filters of some 
of the fine dust. In this way, the frequency of pulsejet cleaning with compressed air would decrease, 
thus guaranteeing fewer interruptions to production and increasing the life of the filters. These filters 
tend to become fragile and break as a result of pulsejet cleaning; the cost of these components is 
not negligible and the intervention of stopping to replace them is rather onerous, so limiting the 
frequency of these occurrences would bring a significant benefit.  



• Increasing the size of the filter case, by adding additional filter elements, would bring a benefit in 
terms of the quality of the syngas fed to the engine. 

• It could be useful to include an ash/char removal system from the bottom of the gasifier, as is 
already present in the filter case, so that the frequency with which reactor cleaning is carried out can 
be reduced. In fact, this operation, carried out every 250 hours at the same time as the maintenance 
of the internal combustion engine, takes a long time (usually a couple of days) so that the system 
can cool down and be accessible by the operators. Doing so would also improve the general 
cleanliness, positively affecting the operational stability of the entire system. 

• Following the CFD study, it was shown that the heat exchanger is not optimized and only condenses 
the tar in the last section of the tube bundle. Optimizing its fluid dynamics or simply adopting a longer 
heat exchanger could allow even more tar to be removed and feed a cleaner syngas to the engine. 

• Increasing the cross-section of the piping, in addition to reducing pressure drops in general, could 
make it possible to reduce the frequency of any maintenance work, which entails disassembling the 
piping to remove any solidified tar that is obstructing the syngas passage. 

• The flame arrestor serving the safety flare has very small gas passage sections and is extremely 
sensitive to the presence of tar. The deposition of tar on it leads to its complete obstruction with 
consequent problems for the functionality of the flare and safety problems in general, since the gas 
cannot find an outlet to the outside. The adoption of a hydraulic guard system, while bringing with it 
the burden of disposing of contaminated process water, would solve the problem of the fouling of the 
arrestor, which could be removed, itself representing an anti-backfire system. This would feed 
filtered syngas to the flare from the hydraulic stop, improving its performance. 
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Nomenclature 𝐴  pre-exponential factor, s-1 c  specific heat, J/(kg K) 𝐶𝑅𝐹 char reactivity factor [14] 𝐺  Gibbs free energy, J/mol 𝐾  equilibrium constant 

LHV lower heating value, kJ/kg or MJ/Sm3 �̇�  mass flow rate, kg/s 𝑅  gas constant, J/(mol K) 𝑟  reaction rate, s-1 𝑠  stoichiometric coefficient 𝑇  temperature, °C or K x  molar fraction 

Subscripts and superscripts 𝑎𝑖𝑟  air 𝑖𝑛  inlet 𝑜𝑢𝑡 outlet 𝑝  product 𝑟  reactant 𝑠𝑦𝑛 syngas 
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Abstract: 

To reduce greenhouse gas emissions in the aviation sector, the development of so-called sustainable 
aviation fuel (SAF) is indispensable. SAF can be produced via different synthesis routes and has identical 
properties to fossil-based conventional aviation fuel. Based on the results of previous research, a process 
pathway to produce SAF via a Biomass-to-Liquid (BtL) concept using entrained flow gasification and Fischer-
Tropsch synthesis is simulatively investigated. To optimize overall process efficiency, high-temperature co-
electrolysis can be integrated into the process chain resulting in a Power-and-Biomass-to-Liquid (PBtL) 
approach. Co-electrolysis makes it possible to split carbon dioxide as well as water electrochemically in a 
single apparatus and to produce synthesis gas with the required properties for Fischer-Tropsch synthesis. A 
detailed 0D Python model of a reversible solid oxide cell (rSOC) was developed at the Chair of Energy 
Systems to calculate the steady-state fuel cell and electrolysis operation based on a defined input parameter 
set. The validation using measured and literature data shows that the current density-cell voltage behaviour 
can be reproduced with an average relative error of less than 5%. Based on the existing BtL process, two 
concepts for the integration of co-electrolysis are identified and the 0D rSOC model is integrated into the 
Aspen Plus® flowsheet simulation. The newly developed process options are compared with alternative PBtL 
process variants showing that an identical product yield and carbon efficiency is achieved in different 
configurations and that electrical power demand can be significantly reduced by integrating co-electrolysis. 

Keywords: 

Power-and-Biomass-to Liquid; rSOC; Sustainable Aviation Fuels; co-electrolysis. 

1. Introduction 
To defossilize the aviation sector sustainable ‘‘drop-in’’ fuels are the only realistic strategy. These so-called 
sustainable aviation fuels (SAF) can be produced via the biomass-to-liquid (BtL) route. Using lignocellulosic 
biomass such as carbon-neutral biomass residues as feedstock, the thermochemical BtL route is based on 
combining high TRL gasification technology with Fischer–Tropsch synthesis (FTS). However, such 
processes typically result in low system performance because the carbon efficiency 𝜂𝑐 of the overall process 
is limited [1]. The main reason for this is the low H/C ratio in the raw biomass resulting in the necessity of 
carbon removal from the syngas after gasification to reach a molar H2/CO ratio of about 2 suitable for FTS. 

Electrification of the BtL route can help to overcome the overall 𝜂𝑐 limitation of the BtL pathway. Indirectly or 
directly electrifying the BtL process, results in a hybrid process which not only aims at increasing the 
processes product yield 𝑃𝑌 per input biomass, but also presents a way to defossilize the energy intensive 
sectors such as aviation or maritime transport. Such Hybrid Power-and-Biomass-to-Liquid (PBtL) systems 
thus enable higher 𝜂𝑐 than BtL routes at lower electrolysis requirements than pure Power-to-Liquid (PtL) 
alternatives. Additionally, the energy efficiency of the such a process is greater than that of the pure 
biomass-based ones, while being less sensitive on the electricity price than PtL processes.  

In indirect electrification, providing additional H2 from water electrolysis powered by renewable electricity 
makes it possible to overcome the 𝜂𝑐 limitation of conventional BtL processes. This concept not only allows 
overall 𝜂𝑐 close to 100% but also enables complete utilization of the electrolysis products as O2 produced in 
electrolysis can be used for gasification [2]. Several studies exist on this indirect PBtL approach [3–9] . 

In direct electrification, electricity can be used within one of the BtL process steps itself for supplying energy 
to the process. One promising option for direct electrification of the BtL process is the use of high-
temperature co-electrolysis in the form of solid oxide electrolysis (SOEL). In co-electrolysis H2O and CO2 are 
split into H2, CO and O2 in one single step. This enables the targeted production of synthesis gas, which is 



why co-electrolysis is an alternative for the WGS reactor used in the existing BtL process or the separate 
production of green hydrogen in the indirect PBtL approach. The integration of a SOEL into the process is 
facilitated by the fact that reforming reactions are catalysed internally due to the electrode materials [10]. 
Consequently, the purity requirements for the fuel gas are low compared to other electrolysis processes and 
an in-cell conversion of low hydrocarbons is possible.  

There are few published studies that consider integration between gasification and co-electrolysis and even 
fewer that include FTS as the fuel synthesis step. Integrating co-electrolysis into a BtL process the SOEL 
can be in parallel to the BtL process chain, using a CO2 stream separated from the syngas for example 
during acid gas removal. Samavati et al. investigated a such a PBtL process option using entrained flow 
gasification (EFG) coupled with co-electrolysis with FTS [11] and Zhang et al. compared a different PBtL 
concepts using either SOEL in co-electrolysis mode or hydrogen addition from SOEL featuring an EFG and 
producing SNG, MeOH, DME or SAF via FTS [5]. Using a CO2 streams separated from the main syngas 
stream results in an increased partial pressure of the reactants and the total volume flow through the 
electrolysis can be reduced resulting in economic savings. The resulting process variants allow for increased 𝑃𝑌 and energy efficiency compared to pure BtL processes. A similar approach is taken in Nielsen et al. [12]. 
Here, the SOEL is integrated into a BtL process with FTS, using the volatile products from the FTS reactor 
as the inlet stream [12]. When compared with process variants in which H2 is added to the process by water 
electrolysis, the power requirement of the process can be reduced as a result of co-electrolysis and 
increased energy efficiency can be achieved [12]. 

The main objective of this work is to demonstrate to what extent the integration of co-electrolysis is a way to 
efficiently electrify the BtL pathway. To this end, the operating mode of a SOEL is first modelled in Python 
and then integrated into the BtL Aspen Plus® process simulation using suitable integration concepts. The 
process variants are then evaluated and compared to those of Dossow et al. 2021 [8]. Apart from the 
evaluation of the integration concepts developed within the scope of this work, further development 
possibilities for the individual SOEL integration options are also shown in the following. 

2. Fundamentals 

2.1. Reference (P)BtL Process Description 

The PBtL model framework into which the 0D rSOC model is integrated is based on the work of Dossow et 
al. [8] with their PBtL pathway serving as a reference case and is shown in Figure 1. The pretreatment of the 
lignocellulosic feedstock consists of a dryer and the dried biomass stream is fed to a torrefaction reactor. The 
solid so-called torrcoal produced has a high energy density and is ground in a downstream mill to a defined 
particle size of less than 300 μm [8]. To produce synthesis gas with a low methane and tar content from the 
torrcoal, an oxygen-blown EFG is used in the PBtL process. In addition to the thermodynamic modelling 
approach for CO, CO2, H2O, H2 and CH4, the formation of N-, S- and Cl-containing compounds is also 
modelled, assuming a carbon conversion of 99% [8]. In addition to the solid torrcoal, the gaseous by-product 
streams from the torrefaction reactor and the light-ends from FTS are fed to the gasifier [8]. 

 

Figure 1.  Schematic representation of the (P)BtL concept to produce SAF by Dossow et al. [8].  

After EFG, slag and particles are removed, and the gas is abruptly cooled down by a water quench. Since 
halogen- and sulphur-containing impurities can lead to fouling in subsequent process steps or act as catalyst 
poisons, HCL is separated to a defined concentration by a chemically reactive filter system [8]. One of the 
key process parameters is the H2/CO ratio of the synthesis gas. Typically, H2/CO is below 1 directly after 
gasification and must be increased to a value of about 2 for the FTS. For this purpose, a sour WGS reactor 
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is used in the BtL process. It is assumed that the WGS reactor is operated isobarically and that the formation 
of H2S and NH3 is also catalysed in the reactor. The gas is then fed into an adsorption process that enables 
the separation of sulphur-containing components at high temperatures. The adsorbent used is ZnO, which is 
converted to zinc sulphide (ZnS) by a heterogeneous reaction. CO2 is also removed from the synthesis gas 
in a downstream purification step. This is realised with the aid of a pressure swing adsorption (PSA) process, 
which is modelled in simplified form in the overall process. The products released in the process are 
removed from the process or, in the case of CO2, partially used for pneumatic transport in the gasifier [8]. 

The synthesis gas prepared in the previous process steps is reacted in an FTS reactor at 230 °C and 20 bar 
using a cobalt-based catalyst. At the outlet of the reactor, the product stream is separated into a gaseous, an 
aqueous and an organic phase. The latter represents the crude fuel, which can be upgraded to SAF by a 
refinery process. The gas stream, which mainly contains unreacted synthesis gas and short-chain 
hydrocarbons, is fed into the FTS inlet stream or to the EFG via various recirculation routes. This can further 
increase overall 𝜂𝑐  and 𝑃𝑌  [8]. The FTS reactor is modelled as a continuously operated stirred tank 
representing a slurry bed reactor. The reaction kinetics and product distribution are modelled using a 
macrokinetic model which is implemented as an object-oriented Python model using a FORTRAN subroutine 
that enables the exchange of calculation results between the two simulation environments [8]. 

In addition to the BtL process described above, Dossow et al. investigate different PBtL process variants. 
Here, an electrolyzer unit is integrated into the existing process and water is split into H2 and O2 which is 
then fed to the process. The electrolysers are assumed to be simplified stoichiometric reactors, with the 
product streams separated by a downstream separator [8]. An overview of the different PBtL process 
variants is provided in Table 1. Though the reference study contains both, PEMEL and SOEL, for 
comparison reasons in the following, only SOEL cases are considered. 

Table 1.  Indirect (P)BtL reference processes according to [8]. 

Process case Description of the process modification 

BtL case Air separation is used to supply O2 to the EFG. No electrolysis is used. 

PBtL case 1 O2 for the gasification is supplied from electrolysis instead of an air separation unit. The 
produced H2 is fed partly to the WGS to adjust the H2/CO ratio and partly to FTS. 

PBtL case 2 No WGS to reduce complexity. H2 is added to FTS to reach the desired H2/CO ratio. 

PBtL case 3 rWGS is used to convert CO2 for maximum 𝜂𝑐 H2 is fed to FTS. 

 

2.2. Solid oxide electrolysis (SOEL) 

To substitute the WGS, a fuel electrode supported solid oxide electrolyser is chosen. A simplified model of 
the cell consists out of the supporting substrate layer, the electrolyte and the two electrode layers as shown 
in Figure 2. 

 

Figure 2.  Schematic cross section of a solid oxide electrolysis with an internal reforming fuel. 

The YSZ electrolyte is an O2--Ion conductor. The ions are created via the electrochemical reaction eq. 1 and 
eq. 2 under the consumption of electrons. These reactions are taking place at the triple phase boundaries 
where electrons from the electrically conducting nickel, Ions from the YSZ and gas from the porous layers 
meet. H2O + 2e− → H2 + O2−  (1) 

CO2 + 2e− → CO + O2−  (2) 



The simultaneous reduction of H2O and CO2 is referred to as co-electrolysis and, due to the catalysed side 
reactions, is based on a complex reaction network that has not yet been conclusively researched. Due to the 
high operating temperatures and the use of nickel, reforming and conversion reactions are catalysed on the 
surface of the fuel electrode in addition to the electrochemical reactions. The reaction equations for the 
steam reforming of methane eq. 3 and the reversed WGS reaction eq. 4 are given below, which take place 
when CH4 or CO-containing fuel gas is fed to the fuel electrode. [13] CH4 + H2O ⇌ CO + 3 H2  Δ𝑅𝐻0 = 206 kJmol (3) 

CO2 + H2 ⇌ CO + H2O  Δ𝑅𝐻0 = 41 kJmol (4) 

These reactions take place in the substrate layer as well as in the fuel electrode layer. In addition to the 
already listed reaction equations, different pathways for the formation of CH4 [14] or the separation of 
elemental carbon [15,16] are discussed in the literature. The extent to which the individual reactions are 
involved in the overall mechanism depends on the pressure and temperature as well as the process and 
material parameters due to the position of the reaction equilibrium [16–18]. To increase the efficiency of the 
SOEL, the O2 generated on the anode side is discharged via a purge gas [16]. 

2.3. Electrochemical Model 

The performance of the SOEL is calculated by subtracting the losses from the thermodynamically reversible 
cell voltage 𝑉𝐺𝑖𝑏𝑏𝑠  calculated via eq. 6 by the global Gibbs Enthalpy difference of the reactions and the 
operational current 𝐽. 𝑉𝐺𝑖𝑏𝑏𝑠 = |Δ𝐺|𝐽  (5) 

The global Gibbs enthalpy difference is calculated from the inlet and outlet streams via eq. 6. ∆�̇� = �̇�𝑓𝑢𝑒𝑙,𝑖𝑛 + �̇�𝑜𝑥𝑦,𝑖𝑛 − �̇�𝑓𝑢𝑒𝑙,𝑜𝑢𝑡 − �̇�𝑜𝑥𝑦,𝑜𝑢𝑡 (6) 

The operational voltage 𝑉𝑜𝑝 of the electrolyser is calculated via eq. 7, by subtraction of the different loss 
mechanisms from the reversible cell voltage.  𝑉𝑜𝑝 = 𝑉𝑔𝑖𝑏𝑏𝑠 − ηact − 𝜂𝑜ℎ𝑚 − 𝜂𝑑𝑖𝑓𝑓 (7) 

The different loss mechanisms are included via over potentials: The activation over potential 𝜂𝑎𝑐𝑡 is induced 
by the activation energy required for the electrochemical reaction. It is modelled with the Butler-Volmer 
formulation with a hyperbolic sine approach for fuel and oxygen electrode. The ohmic over potential 𝜂𝑜ℎ𝑚 is 
induced by the temperature-dependent ohmic resistance of the electrolyte concerning the ion conduction and 
the constant contact resistance of the cell. The diffusion over potential 𝜂𝑑𝑖𝑓𝑓 models the loss mechanisms 
induced by the diffusion processes from the bulk phase to the electro-chemical reaction sites at the triple 
phase boundaries. These are modelled via Knudsen and binary diffusion for the fuel and the oxygen site. 
The bulk concentration is estimated via the mean over inlet and outlet concentrations with an inclusion of 
Methane and carbon monoxide for the hydrogen concentration. A complete description of the model used 
can be found in [19]. This recently updated model has been used in this work [20].  

3. 0D rSOC Python Model 
To meet the requirements of an open-source software solution with an simple syntax and object oriented 
paradigm, python coupled with Cantera is utilized for the thermodynamic equilibrium calculations. SOEL is 
still in the research and development phase (TRL<8), which is why the study results on co-electrolysis 
available in the literature are based on simulations or laboratory measurements on single cells or small 
stacks. In addition to the further development of the cell materials, the generation of synthesis gas is also the 
focus of research. The setting of the syngas parameters that is used to fuel the SOEL depends primarily on 
the composition of the inlet current and the location of the equilibrium of the WGS reaction. In addition, the 
current density has an influence on how much CO is formed. 

3.1. SOEL Model 

The calculation process of the SOEL model is shown in Figure 3: Both inlet gas streams are defined via their 
temperature, pressure, gas composition and flow rate. At the oxygen site, the temperature is increased to the 
operational temperature, the oxygen flow through the O2--Ions is added and in the last step the temperature 
is changed to the outlet temperature. At the fuel side after the temperature increase to operational 
temperature, an isothermal Gibbs reactor is positioned. Afterwards, the steam recycle stream is added and 
the electrochemical water splitting reaction takes place. The generated oxygen stream is removed and the 
chemical Gibbs equilibrium is formed. Afterwards, a portion of the stream is separated and recycled. In the 
last step, the temperature of the stream is changed to the outlet temperature. The steam recycle is required 



to take the constantly ongoing water gas shift reactions in the cell into account. The positions of the Gibbs 
enthalpy for calculation of the global Gibbs enthalpy difference via eq. 5 are respectively marked. 

To calculate the diffusion over potential, the partial pressures in the bulk phase are required. The inlet and 
outlet compositions x are used at the respective positions in the figure. For the over potential, the mean 
value between inlet and outlet is used. For the hydrogen diffusion, methane and CO are due to the water gas 
shift reaction and methane reforming considered as well. 

 

Figure 3.  Calculation procedures of the SOEL model (a) and the energy balance (b). 

All processes inside the SOEL model are isotherm at the operational temperature. Therefore, the energy 
balance is formulated via eq. 8. �̇�𝑅 = Δ�̇�𝑜𝑥𝑦 + Δ�̇�𝑓𝑢𝑒𝑙 −𝑊𝐷𝐶 − �̇�𝑙𝑜𝑠𝑠   (8) 

The enthalpy difference of the inlet and outlet streams over the cell model, as well as the electrical power 𝑊𝐷𝐶, heat losses �̇�𝑙𝑜𝑠𝑠 and the heat of reaction �̇�𝑅 are considered. The positions for the enthalpy calculations 
of the streams are added into Figure 3.  

3.2. Validation of the Python rSOC model 

As described in [20], the parameters for the electrolyte activation energy and the electrolyte preexponential 
factor from [19] were optimized to fit experimental data. To validate the performance of the SOEL model for 
electrolysis and co-electrolysis operation experimental data is used [21]. The simulated data is compared to 
the experimental results for two different gas compositions in Figure 4.a). Gas composition A is a 50/50 
H2O/H2, composition B is 25/25/25/25 H2/H2O/CO/CO2. Both experiments were conducted at 770 °C. 

The mean relative error of the SOEL mode is for the H2/H2O system 1.2 ± 1.2 % and for the co-Electrolysis 
operation with Gas B 0.5 ± 0.3 %. The accuracy of the model is reduced at higher current densities due to 
the increased influence of the diffusion losses. Due the usage of the mean concentrations over inlet and 
outlet for the bulk concentrations, nonlinear effects at low concentrations are not included. Besides the 
validated electrochemical performance of the cell, the fuel gas outlet composition of the electrolysis is crucial 
for a process integration. Hence, the outlet compositions for a relevant gas composition are validated as 
well, utilizing the experimental data from Schäfer et al. [15]. The model outlet concentrations are validated for 
an operation at 800 °C in a 10/60/30 H2/H2O/CO2 gas composition. The comparison between the model and 
the experimental results by Schäfer are shown in Figure 4.b). For all gas species, an absolute error of the 
mole fraction of equal or below 0.02 is achieved. The accuracy of the model is high, expect for the methane 
concentration at high current densities. This relative high methane concentration at high current densities is 
discussed in Schäfer et al. [15], and is possible based on side reactions at the electrode. This phenomenon 
is still part of ongoing research. 
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Figure 4.  Validation of model performance with different fuels with experimental data [21] (a) and validation 
of the exhaust gas fractions in electrolysis mode with experimental data [15] (b). 

4. PBtL Process Model using co-Electrolysis 
The central objective of integrating co-electrolysis into the BtL process is to optimize and maximize the 
process in terms of 𝑃𝑌, 𝜂𝑐, costs incurred and energy efficiency. For this purpose, the 0D rSOC model is 
integrated into the Aspen Plus® framework. Optimal points of integration of co-electrolysis into the BtL 
process are identified and suitable operational conditions are selected. To compare the different PBtL 
process options, a biomass inlet flow of 200 MWLHV is assumed for all cases. 

4.1. Integration of SOEL into PBtL Framework 

The coupling between Python, FORTRAN and Aspen Plus® follows the procedure described in [8] as shown 
in Figure 5.a) For the integration of the rSOC into Aspen Plus®, a User2 model is used, as shown in Figure 
5.b). This allows user-defined modelling of basic operations for any number of entry and exit streams. In 
addition to the material streams representing the entering and exiting fuel and O2 streams, heat and work 
streams are also linked to the User2 block. Q-RSOC, Q-LOSS representing the heat of reaction and the heat 
losses that occur, and W-DC representing the required DC power, are calculated based on the energy 
balance solved within Aspen Plus®. 

 

Figure 5.  a) 0D rSOC Python model implementation in Aspen Plus® by using FORTRAN subroutine, b) 
Integration of subroutine into Aspen Plus® using USER2 model. 

 

Figure 6.  Process model for case I (a) and case II (b). 
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The SOEL makes it possible to produce H2, O2 and CO in one process step and to produce synthesis gas 
with defined properties. Thus, SOEL co-electrolysis offers an alternative to the WGS reactor as well as the 
additional feed of electrolytic H2 as done in the reference PBtL process. For the PBtL concepts developed in 
this work, both, WGS and water electrolysis, can be dispensed. By removing the WGS reactor, the H2/CO 
ratio of the synthesis gas required for the FTS must be adjusted with the help of co-electrolysis. The possible 
integration options are limited by catalyst poison and particle impurities in the raw syngas stream after 
gasification. If the SOEL is to be integrated into the main syngas stream, it must be located downstream of 
the ZnO bed and upstream of the CO2 stream separation. At this point, the synthesis gas contains primarily 
H2, CO, H2O and CO2 components. The catalyst poisons are removed down to very low concentrations 
<1 ppm. The corresponding process position is shown in Figure 6.a) and will be referred to as PBtL case I) in 
the following.  

The SOEL makes it possible to produce H2, O2 and CO in one process step and to produce synthesis gas 
with defined properties. Thus, SOEL co-electrolysis offers an alternative to the WGS reactor as well as the 
additional feed of electrolytic H2 as done in the reference PBtL process. For the PBtL concepts developed in 
this work, both, WGS and water electrolysis, can be dispensed. By removing the WGS reactor, the H2/CO 
ratio of the synthesis gas required for the FTS must be adjusted with the help of co-electrolysis. The possible 
integration options are limited by catalyst poison and particle impurities in the raw syngas stream after 
gasification. If the SOEL is to be integrated into the main syngas stream, it must be located downstream of 
the ZnO bed and upstream of the CO2 stream separation. At this point, the synthesis gas contains primarily 
H2, CO, H2O and CO2 components. The catalyst poisons are removed down to very low concentrations 
<1 ppm. The corresponding process position is shown in Figure 6.a) and will be referred to as PBtL case I) in 
the following. 

A second integration option is the insertion of a SOEL into the gaseous recycle stream of the FTS as shown 
in Figure 6.b). The FTS light ends primarily consist of unreacted H2 and CO, as well as CH4 and short-chain 
hydrocarbons, which can be converted to synthesis gas by the internally catalysed reforming reactions inside 
the SOEL. Since the corresponding material stream exits directly from the FTS reactor, the concentration 
limits for possible catalyst poisons are always met due to the upstream EFG. In this approach which locates 
the SOEL in parallel to the main syngas stream, the CO2 contained in the main syngas stream after ZnO bed 
and SOEL is removed using a PSA. While part of the separated CO2 is used as a carrier gas for the torrefied 
biomass at the gasifier section, the remaining CO2 is recycled to the inlet fuel gas stream of the SOEL. This 
can increase 𝜂𝑐  and 𝑃𝑌 . This PBtL case II) is similar to the approach of [12] for the integration of co-
electrolysis into a BtL process with FTS. However, in the present work, as described at the beginning, the 
SOEL is used to adjust the H2/CO ratio and, in contrast to [12], no additional WGS reactor is used. 

4.2. Operational conditions of the SOEL 

The SOEL are operated at atmospheric pressure and 800 °C. The active cell area and fuel utilisation are 
variable and defined in the simulation. The molar gas fractions are given in Table 2. The H2S and HCl 
fractions are below ppm and thereby meet the quality requirements for the SOEL. Case II has non 
neglectable fraction of higher hydrocarbons in the range of C2-C4 from the FTS light end. Therefore, the risk 
of carbon formation for in case II is discussed in section 5.3. 

Table 2.  SOEL inlet gas fractions. 

  H2  H2O  CO  CO2  CH4  C2−4−
  C2−4=

  HCl  H2S 

Case I 0.411 0.134 0.196 0.250 8.69⋅10-4 0.0 0.0 8.30⋅10-15 8.08⋅10-9 

Case II 0.420 1.72⋅10-3 0.234 0.032 0.154 0.027 0.017 1.90⋅10-15 9.25⋅10-10 
 

5. Results and Discussion 
The PBtL cases I) and II) using co-electrolysis are evaluated in terms of operating parameters and possible 
heat integration. In addition, the occurrence of impurities and catalyst poisons as well as the formation of 
elemental carbon is considered. 

The reference parameter used here is the syncrude produced in FTS, which is liquid at standard conditions 
(25 °C and 1 atm) and consists of a mixture of linear, saturated, and unsaturated hydrocarbons (mainly C5+). 
In addition to absolute parameters, such as the electrical power requirement or the raw syncrude or fuel 
mass flow produced, the focus of process development is on maximizing 𝑃𝑌 = �̇�𝑓𝑢𝑒𝑙 ∙ �̇�𝑏𝑖𝑜𝑚𝑎𝑠𝑠,𝑑𝑟𝑦−1 , 𝜂𝑐 =�̇�𝐶,𝑓𝑢𝑒𝑙 ∙ �̇�𝐶,𝑏𝑖𝑜𝑚𝑎𝑠𝑠−1 , energy yield 𝐸𝑌 = �̇�𝑓𝑢𝑒𝑙𝐿𝐻𝑉𝑓𝑢𝑒𝑙 ∙ (�̇�𝑏𝑖𝑜𝑚𝑎𝑠𝑠𝐿𝐻𝑉𝑏𝑖𝑜𝑚𝑎𝑠𝑠 + �̇�𝑆𝑂𝐸𝐿)−1, and overall net energy 

efficiency 𝜂𝐸 = �̇�𝑓𝑢𝑒𝑙𝐿𝐻𝑉𝑓𝑢𝑒𝑙 ⋅ (�̇�𝑏𝑖𝑜𝑚𝑎𝑠𝑠𝐿𝐻𝑉𝑏𝑖𝑜𝑚𝑎𝑠𝑠 + �̇�𝑆𝑂𝐸𝐿 + �̇�𝑎𝑢𝑥𝑖𝑙𝑎𝑟𝑖𝑒𝑠)−1. 
  



5.1. Evaluation of the integration concepts 

The operating behaviour of the SOEL can be influenced by the parameters 𝐹𝑈  and 𝜁CO2,𝑟𝑐𝑦 . Suitable 
operating points for PBtL case I) are summarized for a fuel utilization between 𝐹𝑈 = 0.5 and 1.0 in Table 3. 
While 𝑈𝑍  increases only slightly between  𝐹𝑈  = 0.5 and 0.8, a very large increase is observed when 
comparing the cell stresses at 𝐹𝑈 = 0.9 and 1.0. This is due to mass transfer limitation because of high fuel 
utilization, which causes the over potentials to increase sharply. The ASR, whose value almost doubles for 
the two operating points starting from 0.25 to 0.47, confirms this assumption. �̇�H2O,𝑆𝑂𝐸𝐿decreases with 
increasing 𝐹𝑈, resulting in an overall lower total fuel flow entering the SOEL. As the inlet flow decreases, so 
does the area of the SOEL. Since the capital cost of a SOEL stack correlates with the area, this can be 
reduced because of operation at high fuel utilization. At this point, it should be noted that the conducted cell 
area determination is only a simple estimate for sizing the SOEL and shortening the computation time. For a 
comprehensive consideration of the integration concepts in the context of a techno-economic analysis, the 
choice of a constant active area is necessary. 

Since the SOEL is directly integrated into the synthesis gas stream in PBtL case I), the product gas always 
exits with the same H2/CO ratio of 2.10. This is not the case with integration at process position II). Here, the 
gaseous by-products of the FTS are reformed inside the SOEL and then recycled to the syngas stream. 
Since there is an H2/CO ratio of about 1 at the outlet of the EFG, the H2 content must be strongly increased 
in the used side recycle stream. Therefore, for the exemplary operating points investigated according to 
Table 3, a significantly higher H2/CO ratio between 10.55 and 6.70 results, which decreases with increasing 𝐹𝑈 and 𝜁CO2,𝑟𝑐𝑦 and varies due to the composition of the FTS light ends stream. 

At the operating points for PBtL case II), a larger additional water flow �̇�H2O,𝑆𝑂𝐸𝐿 enters the SOEL compared 
to case I). This is because the inlet fuel flow is coupled to the active area which decreases with increasing 
fuel utilization, whereas the supply of additional CO2 leads to an increase. The ASR is determined to be a 
constant value of 0.20 for the simulated operating points regardless of the variable parameters 𝐹𝑈 and 𝜁CO2,𝑟𝑐𝑦 . This indicates that no mass transfer limitations are simulated at a value of 𝐹𝑈=0.9, which is 
confirmed by the slightly increasing values for cell voltage and DC power, respectively. The global fuel 
utilization is below the respective fuel utilization for the operating points investigated in the integration 
concepts. This serves as an input parameter in the simulation, and the difference between the two variables 
is due to the simplified modelling in co-electrolysis operation. To solve the energy balance around the SOEL, 
the inlet temperature of the oxygen stream is adjusted. This is limited by the maximum temperature level of 
the waste heat occurring in the process, which occurs at the exit of the EFG through a raw syngas cooler 
from 1400 °C to 1200 °C depending on the operating point. To ensure that the waste heat is also used 
efficiently in the integration concepts and that the temperature of the oxygen stream does not exceed the 
maximum limit, the mole flow at the oxygen electrode is increased as required for the simulated operating 
points. The ratio of oxygen and fuel mole flow is included in Table 3. 

Table 3.  SOEL parameters of selected operating points in PBtL cases. 

Parameter Unit I.1 I.2 I.3 I.4 II.1 II.2 II.3 II.4 𝐹𝑈 - 0.50 0.80 0.90 1.00 0.50 0.50 0.90 0.90 𝜁CO2,𝑟𝑐𝑦 - - - - - 0.50 0.90 0.50 0.90 𝑈𝑍 V 1.05 1.15 1.20 1.46 1.02 1.02 1.15 1.15 𝐴𝑍 m² 14545 13865 13629 13391 22895 27633 14331 15991 𝑗 A/cm² -0.41 -0.72 -0.83 -0.95 -0.50 -0.49 -0.90 -0.90 𝑊𝐷𝐶 MWel -63.0 -114.4 -136.4 -186.6 -117.5 -138.5 -148.9 -165.1 𝐹𝑈𝑔𝑙𝑜𝑏𝑎𝑙 - 0.37 0.65 0.76 0.87 0.46 0.45 0.82 0.82 𝐴𝑆𝑅 Ω∙cm² 0.22 0.23 0.25 0.47 0.20 0.20 0.20 0.20 �̇�H2O,𝑆𝑂𝐸𝐿 kg/s 6.31 5.42 5.12 4.78 22.47 25.75 14.08 15.16 𝐻2𝐶𝑂 mol/mol 2.10 2.10 2.10 2.10 10.55 7.48 8.05 6.70 𝑂2𝐹𝑢𝑒𝑙 mol/mol 1.00 1.00 1.00 1.00 1.50 1.50 1.50 2.00 

 

5.2. Evaluation of the heat integration in the integration concepts 

The indirect PBtL process variants developed by Dossow et al. are fully integrated with respect to the 
integration of the heat flows occurring within the process sequence [8]. The simulation results show that by 
using EFG, process heat is available at high temperature levels of over 1200 °C. In addition, the gasification, 
the WGS reaction as well as the FTS are exothermic process steps, whereby large heat flows are released. 



These cover the required heat demand of the biomass pretreatment as well as the flue gas cleaning section. 
Based on the previous investigations, detailed modelling of the heat integration is omitted in this work. The 
integration of the SOEL into the process heat utilization is estimated using a  �̇�-T diagram.  

For the PBtL case I), the �̇�-T diagram representative for the operating point I.3 from Table 3 is shown in 
Figure 7.a). The curves show that despite the integration of the SOEL, sufficient process heat is available to 
cover the heat demand of the endothermic process steps. Starting from the maximum temperature level at 
1293 °C, the heat is transferred between the occurring hot and cold heat flows. As can be seen from the 
graph, an excess heat flow of 116 MWth remains at the cold end of the  �̇�-T diagram. This cannot be used 
within the process chain and must therefore be dissipated via additional cooling power to be expended. 
Since part of the waste heat is generated at an almost constant temperature level of approx. 230 °C, it could 
be used to generate process steam. The remaining heat flow must be removed from the process. 

The  �̇�-T diagram of operating point II.4, which is shown in Figure 7.b), differs significantly from PBtL case I). 
Although the maximum temperature level of the waste heat present in the process is not exceeded, the 
curve of the cold heat flows plotted in blue is not completely below the red curve of the hot heat flows. As a 
result, assuming a minimum pinch point temperature difference of 10 K, additional process heat is required 
in the form of a cooling capacity of 112 MWth and a heating capacity of 18 MWth. The latter occurs at a very 
high temperature level of over 1235 °C and, with regard to the use of renewable energies, must be supplied 
with the aid of electricity or through the combustion of synthetic gases.  

One possible reason for the increased heat demand is due to the high internal recycle ratio 𝜁CO2,𝑟𝑐𝑦 = 0.9. As 
a result, the rWGS reaction, which is also endothermic, occurs in the SOEL in addition to the endothermic 
water electrolysis. To maintain the specified temperature difference across the SOEL of 0 K, the heat 
demand must be balanced by the enthalpy of the incoming oxygen gas stream. A large portion of the high-
temperature process heat is transferred to this stream and the SOEL is heated to the operating temperature 
specified in the assumptions. Aa lower CO2 recycle flow as well as the adjustment of the SOEL operating 
temperature can lead to a reduction of the high-temperature heat demand. 

 

Figure 7.   �̇�-T diagrams of operating points I.3 (a) and II.4 (b) as a result of heat integration. 

5.3. Discussion of the formation of carbon deposits 

The SOEL is operated at 800 °C as part of the integration concepts. The risk of carbon deposition is 
investigated with a ternary diagram. On the fuel side, the recycle stream of the gaseous by-products of the 
synthesis FTS REC enters the SOEL hierarchy block. Its composition is within the carbon deposition region. 
With additional water and the CO2 recycle stream defined by 𝜁CO2,𝑟𝑐𝑦  being introduced upstream of the 
electrolysis, the inlet composition at the SOEL is in a deposition free area. Despite FU = 0.9, the outlet 
composition is as well below the formation of carbon deposits. The integration into the FTS by-product 
stream requires a significantly higher H2/CO ratio in the SOEL product gas to set the required syngas inlet 
parameters at the FTS reactor. At this point, it should be noted that in the FTS by-product stream, in addition 
to the unreacted syngas, the CH4 and the short-chain hydrocarbons, long-chain, saturated and unsaturated 
hydrocarbons with more than four C atoms also occur in significant concentrations of several 100 ppm. 
These are not supported by the Cantera input file used in the simulation and are therefore considered inert in 
the rSOC Python model. In a real system, this is not the case. Here, the components are involved in the 
reactions taking place, and internal reforming of long-chain hydrocarbons is not possible. To prevent the 
rapid degeneration of SOEL, it is necessary to have an external pre-reforming step that converts the long-
chain impurities. 
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5.4. Comparison with the Reference Processes 

The influence of 𝐹𝑈 and 𝜁CO2,𝑟𝑐𝑦. on the overall process in terms of total electrical power demand, 𝑃𝑌, and 𝜂C 
for part of the operating points is shown in Figure 8. The electrical power requirement of the SOEL increases 
with fuel utilization. This determines the required electrical power in the overall process, with the additional 
auxiliary electrical power requirement ranging from 38.3 to 46.2 MWel. With an increase in 𝐹𝑈 and 𝜁CO2,𝑟𝑐𝑦, 𝑃𝑌  increases and reaches a maximum value between 36.0% and 55.7% at operating point II.4. By 
incorporating co-electrolysis into the BtL process, the syngas composition can be influenced, and 𝜂𝑐 can be 
more than doubles from 40.5% for the BtL process to 94.4% for the case II.4. Due to 𝜂C and 𝑃𝑌, operating 
points I.3 and II.4 are used for the comparison with the PBtL process variants according to [8]. 

 

Figure 8.  Overall process performance in terms of carbon efficiency, product yield and electrical power 
requirement for selected operating points of integration concepts I) and II) compared with the indircet (P)BtL 
process options according to Dossow et al. [8]. 

When comparing the different process options, it becomes clear how strongly the integration of electrolysis 
affects the electrical power requirement. While merely 18.7 MWel is required for the BtL process, the value 
increases depending on the PBtL process variant up to a maximum of 287.4 MWel for the indirect PBtL3 
concept. The direct comparison of the integration concepts I.3 and II.4 with the PBtL process variants shows 
that almost identical product mass flows occur as for the indirect PBtL concepts 2 and 3. However, the power 
demand of the overall process can be significantly reduced by integrating co-electrolysis. The relative 
difference is 13.1% and 29.2% for the simulatively investigated cases I) and II), respectively. 

Apart from the total electrical power 𝑃𝑒𝑙 large deviations can also be observed in the inlet flows. The co-
electrolysis concepts require more than three or four times the molar air flow than the indirect cases. The 
reason for this is the use of air as a purge gas for discharging the formed O2 at the oxygen electrode of the 
SOEL. This is not considered in the PBtL process variants in Dossow et al. [8], so that only the air flow for 
the pretreatment of the biomass enters the process chain. It can be concluded that O2 is produced in excess 
and cannot be further integrated into the process chain within the concepts presented here. When 
calculating the value, only the oxygen produced in the SOEL and consumed within the process chain is 
considered. The proportions in the purge gas used, if any, are not included. In addition to the air flow, the 
incoming hydrogen flow also increases in the integration concepts. This is due to an increased cooling 
demand in the quench section as well as the additional water flow to adjust the H2/CO ratio. The latter is 
highly dependent on the SOEL operating point and can be reduced by adjusting the operating temperature 
and pressure.  

It can be stated that by integrating co-electrolysis into the existing BtL process, large 𝑃𝑌 s as well as high 𝜂𝑐 
can be achieved, and the electrical power demand can be significantly reduced compared to the indirect 
PBtL process variants according to Dossow et al. [8]. A disadvantage is the high additional air and water flow 
required to operate the SOEL. To summarize to what extent 𝐸𝑌 and 𝑃𝑌 can be increased compared to the 
BtL concept, the relative deviations of both parameters with respect to the initial process are shown in 
Figure 9. While PY can be increased by up to 140% by incorporating electrolysis water or co-electrolysis, the 
increase in 𝐸𝑌 is lower at a maximum of 27%. However, this is strongly dependent on the respective process 
option, with values greater than 10% being achieved exclusively for the integration concepts developed in 
this work. 
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Figure 9.  Relative increase in product yield and energy yield compared to the BtL process for the integration 
of co-electrolysis and the indirect PBtL process variants according to Dossow et al. [8]. 

6. Conclusion and outlook 
To evaluate the suitability of the SOEL in co-electrolysis mode to enhance process efficiency of the BtL 
process, the newly developed 0D rSOC model is integrated into the existing simulation model. The SOEL 
replaces the WGS reactor and the additional feed of electrolysis hydrogen in the existing process chain. Two 
different process options are developed. In process option I, the SOEL is integrated into the syngas stream 
directly downstream of the ZnO bed, whereas in process option II the internally catalysed thermochemical 
reactions are used to reform the gaseous by-products of the FTS. In both cases, the SOEL is operated at 
800 °C and 1 bar and optimized to set the necessary H2/CO ratio for the synthesis. This is controlled by an 
additional water flow and the fuel utilization FU. In the integration concept II, the recirculation of the CO2 
stream separated in the EGR is also possible. 

The simulation results of the developed process variants are compared with the PBtL reference processes 
from Dossow et al. [8]. In a first step, the influence of the fuel utilization FU assumed to be variable, and the 
CO2 recycle ratio on the process parameters is investigated. The electrical power demand and 𝑃𝑌 increase 
with 𝐹𝑈 and CO2 recycle ratio. A possible occurrence of carbon deposits is excluded with the help of the 
ternary diagram plot and the additional heating and cooling demand, if any, is estimated by a Q-T-diagram. 
The comparison with the PBtL process variants according to Dossow et al. [8] shows that an almost equal 
raw 𝑃𝑌 and 𝜂𝑐 can be achieved in the integration concepts. The demand for electrical energy can be reduced 
by 27 MWel and 84 MWel, respectively, by integrating co-electrolysis for the simulative investigated operating 
points with an almost identical product flow. This corresponds to an increase in energy efficiency of up to 
eight percentage points, although the required air and water flow increases sharply. Nevertheless, the 
integration concepts developed in this work represent a promising alternative to the existing PBtL process 
variants due to the high product yields and the large potential savings in electrical power. 

Numerous simplifying assumptions are made both in the creation of the Python rSOC model and in the 
integration of the SOEL into the BtL process. There is often the possibility to further develop the existing 
models and to increase their level of detail. For the Python rSOC model, the primarily concerns are the 
consideration of CO2 electrolysis, which is neglected in the existing modelling approach, and the reduced 
accuracy at high fuel utilizations. Both issues can be addressed with an upgrade into a 1D model. 
Furthermore, the risk of carbon deposition for concept II is rather high, a more detailed investigation is 
required as well as the addition of a reformer prior to the SOEL. An investigation of the influence of the 
impurities at the SOEL to ensure a degradation free operation is required. 

In simulative investigations of the integration concepts, constant SOEL operating parameters are assumed. 
Since these have a major influence on the position of the equilibrium of the internally catalysed reactions and 
therefore affect the product composition, the identification of an optimal operating range is conceivable. This 
could reduce the water and heating requirements as well as the associated costs. For a comprehensive 
comparison with the process variants according to Dossow et al. [8], a comprehensive heat integration as 
well as techno-economic analysis of the integration concepts is also required. In addition, it must be clarified 
how the O2 rich purge gases can be further purified for use in the EFG. 
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Abstract:

Recent policies which promote climate-neutral energy systems and rising energy prices overburden the plan-
ners of energy supply systems. This leads to an increasing need for cost-effective, yet environmental-friendly,
solutions. One interest-arousing approach is utilizing hydrogen-based technologies within cross-sectoral, res-
idential energy systems. However, the economic and environmental potentials of this approach have not yet
been fully uncovered. Hence, the aim of this work is to investigate the impacts of considering hydrogen-based
technologies on the total costs and CO2 emissions when designing a residential energy system. For this
purpose, we developed a design optimization model using mixed-integer linear programming, whose main ob-
jective function is the minimization of total costs. The minimization of total CO2 emissions is implemented as
an epsilon constraint, where a Pareto front is created to represent optimal solutions under both objectives and
their trade-off. Consequently, the optimal sizing and operation plan of the considered technologies to fulfill the
energy demands of the residents are determined. Besides hydrogen-based fuel cells, electrolyzers, compres-
sors and storage systems, the model includes photovoltaics, batteries, gas-based combined heat and power
units, heat pumps, gas boilers and heat storage. For a case study of an exemplary German residential district,
we carried out the design optimization for three energy systems, where two involved typical sector-coupling
generation units and one included hydrogen technologies. Through the resulting Pareto fronts, we found that
the energy system with hydrogen had a comparable, yet limited performance in terms of emissions reduction.
However, the hydrogen system showed a poor economic competitiveness.
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1. Introduction

Nowadays, planning energy systems for residential districts is facing more challenges. Decision planners must
satisfy the rising energy demands while fulfilling other goals. Those goals include maintaining cost efficiency
with increasing energy prices, mitigating CO2 emissions to follow policies promoting climate-neutral energy
systems, and integrating renewable energy resources with fluctuating generation. Therefore, it is becoming
necessary to consider sector coupling, which describes connecting different energy sectors, such as electricity,
gas and heat, while they interact with each other. Solutions to unlock the potential of sector coupling have been
discussed in the literature, including electrification of heating, co-generation and power-to-gas [1±3].

Utilizing hydrogen as an energy carrier and involving it in cross-sectoral energy systems has recently attracted
researchers and energy systems planners. It has been viewed as an alternative to fossil fuels and a possible
storage medium for varying renewable energies. To produce and store hydrogen, electrolyzers and pressur-
ized tanks can be used. Additionally, hydrogen can be fed to a fuel cell, which exploits electrochemical and
thermodynamic hydrogen-oxygen reactions to simultaneously generate electricity and heat [4]. Solid oxide
fuel cells (SOFC) and proton exchange membrane fuel cells (PEMFC) are the most installed types in residen-
tial energy systems. Nonetheless, a major drawback of hydrogen systems is their high capital and operating
costs. Compared to other energy generation technologies, investing in fuel cells and electrolyzers is currently
not a cost-efficient solution [5]. Another disadvantage for own hydrogen production and utilization is the low
round-trip efficiency when converting electricity to hydrogen and then back to electricity [6]

Models to optimally size hydrogen-based technologies along with renewable and decentralized energy equip-
ment have been the focus of multiple publications. For example, the authors in [7] presented a multi-objective
design optimization model, using-mixed integer programming (MILP), for a multi-energy system in a neighbor-
hood. The model included PEMFC and SOFC. While the latter could only use natural gas, the PEMFC could
additionally consume hydrogen produced by a PEM electrolyzer and stored in high-pressure tanks. It has been
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found that gas-based fuel cells were not optimally selected. Another optimization model to design energy hubs
was introduced in [8]. It involved a fuel cell, an electrolyzer, a compressor and a refueling station. For the
conducted use cases, it was not economic to install fuel cells. Another study in [9] demonstrated a developed
model to optimize the sizing of an off-grid energy system for a village. The system contained a hydrogen sys-
tem besides photovoltaics and batteries. The design of a similar energy system was optimized in [10], where
the evolutionary algorithm and MILP were both implemented for the design and operation optimization.

We have observed that those studies focused on sizing hydrogen-based technologies as part of energy sys-
tems which also include typical generation and storage units. In most case studies, the hydrogen system was
not favorable to be installed. However, it is not clear how the hydrogen systems will perform in terms of cost
efficiency and emission reduction when comparing their optimal sizing and operation to typical cross-sectoral
energy systems. Therefore, we created three energy systems, where a PEMFC and a PEM electrolyzer are
essential elements in one of them. Using a multi-objective design optimization model, we compare the optimal
solutions of the three energy systems at different points of optimal costs and emissions.

In this paper, the methodology is described in Section 2., which starts with an overview of the optimization
model. Then, the objective function is presented in Section 2.2., followed by an explanation of the epsilon-
constraint method in Section 2.3. Next, the model constraints are demonstrated for energy generation and
storage in Section 2.4. and specifically for the hydrogen system in Section 2.5. In Section 3., the case study
is illustrated. The structure of the energy systems is first clarified in Section 3.1., followed by the description of
the input data in Section 3.2.. After that, the results are demonstrated in Section 3.3. and discussed in Section
3.4. Finally, Section 4. summarizes the presented work and suggests future studies as a conclusion.

2. Methodology

2.1. Overview and Implementation

To design residential energy systems under economic and environmental criteria, a multi-objective optimization
model, formulated as a MILP problem, has been developed. Its aim is to minimize the total annual costs and
total annual CO2-equivalent emissions. In order to minimize two contradictory objectives, the epsilon-constraint
method is utilized [11]. Simply put, the cost-minimization function is implemented as an objective function, while
the emission-minimization function is applied as a constraint.

The model has been implemented using the python-based optimization package pyomo and the energy model-
ing package oemof-solph [12]. It provides modules that enable the modeling of various elements of an energy
system. In the presented model, grids of electricity (EG) and gas (GG) are modeled by the source module,
while the sink module portrays the electricity or heat demands of residential buildings. To connect different ele-
ments and ensure an energy balance, the bus module is added accordingly. Nevertheless, additional modules
have been developed to model energy generation and storage units. In other words, decision variables and
constraints describing the operation and design limits of a unit are defined inside the respective module. Those
units include photovoltaics (PV), gas-based combined heat and power (G-CHP) units, battery storage (BATT),
heat pumps (HP), gas boilers (GB), heat storage (HS), hydrogen fuel cell combined heat and power (FC-CHP),
electrolyzers (EZ), hydrogen compressor (H2C), and hydrogen storage (H2S). This modular nature is advan-
tageous for flexibly designing energy systems. Figure 1 provides an overview of the optimization model. It also
demonstrates the inputs necessary to run the optimization model and the expected outcome of each run.

In the following subsections, a decision variable is denoted by a bold symbol, e.g., Punit
out,max, while a model

parameter is represented by an italic symbol, e.g., cunit
inv ,a.

2.2. Cost-minimization function

For an optimization run, the decision variables are optimized such that the total annual costs are minimized.
The objective function in (1) shows the components of the minimized costs.

min :
∑

unit

(

Cunit
inv,a + Cunit

op,a

)

+
∑

sto

(

Csto
inv,a + Csto

op,a

)

+
∑

grid

(

C
grid
imp,a

)

− Rtot,a (1)

For each unit, except for the EZ and H2C units, the annual investment cost Cunit
inv,a (Eur/a) is linearly dependent

on the maximum output power Punit
out,max (kW) as per (2). The slope of the linear function is the specific variable

investment cost cunit
inv ,var ,a (Eur/kW/a), while the intercept is the fixed investment cost Cunit

inv ,fix ,a (Eur/a). The latter

is multiplied by the binary variable yunit
inst , which value decides whether the unit is installed. Regarding the annual

operating cost Cunit
op,a (Eur/a), equation (3) includes a power-capacity-related operating cost, cunit

op,fix ,a (Eur), and

a variable operating cost, cunit
op,var ,a (Eur/kWh), which refers to the total output power Punit

out,t (kW) over all time
steps t . Regarding EZ and H2C units, the specific investment and operating costs refer to the input power
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Figure 1: Overview of the developed optimization model including inputs and outputs. The optimization con-
straints and the decision variables are implemented accordingly in the modules.

of the unit Punit
in,t (kW) or its maximum Punit

in,max (kW) as demonstrated in (4) and (5). Similar to (2) and (3), the
investment and operating costs for storage units (sto) are additionally considered in (6) and (7), respectively.
In this case, csto

inv ,var ,a (Eur/kWh/a) and csto
op,fix ,a (Eur/kWh/a) refer to the maximum usable energy capacity Esto

max

(kWh). Furthermore, the annual costs of importing electricity and gas from their respective grids are taken into
account according to (8), where cEG

imp,t and cGG
imp,t (Eur/kWh) are the prices of electricity and gas, respectively,

while PEG
imp,t and PGG

imp,t is the corresponding imported powers at a time step t .

Cunit
inv,a = cunit

inv ,var ,a · Punit
out,max + Cunit

inv ,fix ,a · yunit
inst for unit /∈ {EZ , H2C} (2)

Cunit
op,a = cunit

op,fix ,a · Punit
out,max + cunit

op,var ,a

∑

t

(

Punit
out,t ·∆t

)

for unit /∈ {EZ , H2C} (3)

Cunit
inv,a = cunit

inv ,var ,a · Punit
in,max + Cunit

inv ,fix ,a · yunit
inst for unit ∈ {EZ , H2C} (4)

Cunit
op,a = cunit

op,fix ,a · Punit
in,max + cunit

op,var ,a

∑

t

(

Punit
in,t ·∆t

)

for unit ∈ {EZ , H2C} (5)

Csto
inv,a = csto

inv ,var ,a · Esto
max + Csto

inv ,fix ,a · ysto
inst (6)

Csto
op,a = csto

op,fix ,a · Esto
max (7)

C
grid
imp,a =

∑

t

((

cEG
imp,t · PEG

imp,t + cGG
imp,t · PGG

imp,t

)

·∆t
)

(8)

Moreover, the energy system can generate annual revenues, Ra (Eur/a), by exporting excess electricity from
PV and CHP units, denoted by PPV

exp,t and PCHP
exp,t (kW), respectively. For this case, the feed-in tariffs rPV

exp,t and
rCHP
exp,t (Eur/kWh) are applied. Another source of revenues is the remuneration rCHP

rem (Eur/kWh) for consuming a

kWh of electricity from a CHP unit, symbolized by PCHP
dem,t (kW), according to the CHP Act in Germany [13]. The

total annual revenues are calculated as per (9).

Rtot,a =
∑

t

((

rPV
exp · PPV

exp,t + rCHP
exp · PCHP

exp,t + rCHP
rem · PCHP

dem,t

)

·∆t
)

(9)

In this paper, the optimization horizon is one year. In order to consider investment costs of units of different
lifetimes on an annual basis, they are discounted using the annuity factor as shown in (10). This factor depends
on the average weighted cost of capital, wacc, and the lifetime of the unit, LT (years).

cunit
inv ,a = cunit

inv ·
wacc · (1 + wacc)LT

(1 + wacc)LT − 1
(10)

2.3. Emission minimization using the epsilon-constraint method

In Fig. 2, the steps to implement the epsilon-constraint method for emission minimization are demonstrated.
The aim is to create a Pareto front that shows the trade-off between costs and emissions. In the first step, the
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optimization problem is created with the decision variables and the constraints of the energy system compo-
nents and the cost-minimization objective function as shown in Fig. 1. Next, the constraint in (11) is added
(Step 2), which implies that the total annual emissions at the first Pareto iteration, εtot ,a,1 (kg CO2-equivalent/a),
has no limit since it is unknown before carrying out any optimization.

0 ≤ εtot ,a,1 ≤ ∞ (11)

Figure 2: Process flow chart of the epsilon-constraint method.

After solving the optimization problem (Step 3), an if-statement checks whether a feasible solution has been
found. If it is true, the total annual emissions at the i th Pareto iteration, εtot ,a,i (kg CO2-equivalent/a), is cal-
culated as per (12) (Step 5). It involves the amount of CO2-equivalent emissions of the district caused by
importing electricity and gas, which is determined by the respective emission factors, εEG

kWh and εGG
kWh (kg CO2-

equivalent/kWh). However, the district can reduce these emissions by exporting PV and CHP electricity to the
grid, which is represented by a negative emission factor in (12), and, hence, lower the emissions in the grid.
For the following Pareto iteration, a new emission limit, εtot ,max ,a,i+1, is determined by deducting a percentage x

of εtot ,a,1 from εtot ,a,i as per (13) (Step 6). The new limit is then applied on the total annual emissions according
to (14) (Step 7). The optimization is carried out again and the loop continues until the problem has no feasible
solution; i.e., the emission-optimal solution has been found. Finally, the Pareto front is created to enable the
analysis of the optimal design at different points of optimal costs and emissions (Step 8).

εtot ,a,i =
∑

t

((

εEG
kWh · PEG

imp,i,t + εGG
kWh · PGG

imp,i,t − εEG
kWh ·

(

PPV
exp,i,t + P

grid
CHP,i,t

))

·∆t
)

(12)

εtot ,max ,a,i+1 = εtot ,a,i − x · εtot ,a,1 (13)

0 ≤ εtot ,a,i ≤ εtot ,max ,a,i (14)

2.4. Constraints for energy generation and storage units

Based on a unit’s input power, Punit
in,t (kW), and its conversion factor, CF unit , its output power Punit

out,t (kW) is

optimized as shown in (15). For instance, the conversion factors of a CHP unit are ηCHP
el and ηCHP

th , which
describe the electrical and thermal efficiencies of converting the input fuel to electricity and heat, respectively,
multiplied by the lower heating value of the input fuel. Another example of a conversion factor is a heat
pump’s coefficient of performance (COP). In this model, the COP is calculated for each time step based on the
source and flow temperatures. Furthermore, the output power cannot surpass Punit

out,max as per (16). In addition,

the constraint in (17) implies that Punit
out,max is limited between an upper bound, Punit

max ,upper , and a lower bound

Punit
max ,lower , but only if the installation of that unit is optimal; i.e., yunit

inst is selected to be 1.
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Punit
out,t = CF unit · Punit

in,t (15)

0 ≤ Punit
out,t ≤ Punit

out,max (16)

yunit
inst · Punit

out ,max ,lower ≤ Punit
out,max ≤ yunit

inst · Punit
out ,max ,upper (17)

For a PV unit, a time series of normalized output PPV
out ,norm,t (kW/kWp) is obtained using the solar irradiation and

weather data of the geographical location. Based on PPV
out ,norm,t and the peak power PPV

out,t (kWp), the PV output

PPV
out,t is determined in (18). Besides the constraint in (17), PPV

out,t is limited in (19) by the total available area APV
tot

(m2), where APV
kWp (m2/kWp) is the area of a kWp PV.

PPV
out,t = PPV

out ,norm,t · PPV
out,max (18)

APV
kWp · PPV

max ≤ APV
tot (19)

Regarding a storage unit, equation (20) ensures the energy balance between the stored energy Esto
t (kWh)

at the current and previous time steps, along with the charging and discharging powers Psto
ch,t and Psto

dis,t (kW),

and the respective charging efficiencies ηsto
in and ηsto

out . To represent self-discharging losses, the parameter σsto
self

represents the percentage of energy lost per hour. The constraints in (21) to (23) represent the bounds for
Esto

t , Psto
ch,t and Psto

dis,t. In order to prevent simultaneous charging and discharging, the binary variable ysto
ch,t is

utilized in (24) and (25). If it is 1, then the storage unit is being charged. Similar to (17), optimizing Esto
max is

limited between Esto
max ,upper and Esto

max ,lower (kWh) with the association of ysto
inst.

Esto
t = Esto

t−1 ·
(

1 − σsto
self

)

+
(

Psto
ch,t · η

sto
ch − Psto

dis,t/η
sto
dis

)

·∆t (20)

0 ≤ Esto
t ≤ Esu

max (21)

0 ≤ Psto
ch,t ≤ Psto

max (22)

0 ≤ Psto
dis,t ≤ Psto

max (23)

0 ≤ Psto
ch,t ≤ ysto

ch,t · Psto
max ,upper (24)

0 ≤ Psto
dis,t ≤

(

1 − ysto
ch,t

)

· Psto
max ,upper (25)

When connecting units, sources and sinks to each other, a bus component is included accordingly in the energy
system. Its addition is equivalent to considering (26), which guarantees that the sum of all inflows equals the
sum of all outflows at any time step. A special case of the bus component is the heat network (HN) module,
where the inflows are multiplied by an efficiency parameter, ηHN , to describe distribution losses as per (27).

∑

inflow
Pbus

inflow,t =
∑

outflow
Pbus

outflow,t (26)
∑

inflow
PHN

inflow,t · η
HN =

∑

outflow
PHN

outflow,t (27)

2.5. Constraints for hydrogen-based units

The presented constraints for hydrogen-based units are based on the work in [14], where an operation opti-
mization model for energy systems with EZ, H2C, H2S and FC-CHP has been developed. The first component
in a hydrogen system is the electrolyzer, which generates the hydrogen gas using electrical work. Equation
(28) shows how the output mass flow ṁEZ

out,t (kg/h) is dependent on the input power PEZ
in,t (kW), the standard

density of hydrogen ρh2
(kg/Nm3), and the specific energy consumption eEZ

h2
(kWh/Nm3). Moreover, PEZ

in,t is

limited below PEZ
max as formulated in (29). The latter is also confined in (30) by PEZ

in,max ,upper , PEZ
in,max ,lower and yEZ

inst.

ṁEZ
out,t = PEZ

in,t · ρh2
/eEZ

h2
(28)

0 ≤ PEZ
in,t ≤ PEZ

in,max (29)

yEZ
inst · PEZ

in,max ,lower ≤ PEZ
in,max ≤ yEZ

inst · PEZ
in,max ,upper (30)

The output of the EZ unit is then fed to an H2C unit to compress the hydrogen and enable its storage in high-
pressure tanks. A balance constraint, as shown in (31), is applied to the input and output mass flows. Based
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on the hydrogen flow, the necessary power for compression, PH2C
in,t , is found in (32) using the electric efficiency

ηH2C
el and the specific enthalpies at the compressor’s inlet and outlet, hH2C

in and hH2C
out (J/kg), respectively. Both

parameters depend on the pressure of the input, pH2C
in (bar), and the output, pH2C

out (bar), as well as the temper-
ature at the inlet, T H2C

in (K). The calculation is carried out using the python-based function PropsSI [15], which
finds the value of a thermophysical property for a selected fluid by inputting the values of two other properties.
Additionally, a factor of 3.6 · 10−6 is used in (32) to obtain the result in kW. Constraints similar to (29) and (30)
are applied to PH2C

in,t and PH2C
in,max with the corresponding parameters of the H2C unit.

ṁH2C
in,t = ṁH2C

out,t (31)

PH2C
in,t = 3.6 · 10−6 · ṁH2C

in,t ·
(

hH2C
out − hH2C

in

)

/ηH2C
el (32)

To identify the charging and discharging powers of the H2S unit, the average storage enthalpy hH2S
avg (J/kg) is

found using PropsSI by inputting the maximum and minimum storage pressures, pH2S
max and pH2S

min (bar), respec-
tively, and the storage temperature T H2S (K). The operating powers are then determined by (33) and (34).
Analogous to (20), the stored energy EH2S

t (kWh) is tracked at each time step as per (35). Further, the storage
constraints (21) to (25) are applied to the energy and power variables of the H2S unit. Finally, the operation
and design constraints of an FC-CHP unit are identical to the generation units’ constraints in (15) to (17).

PH2S
in,t = 3.6 · 10−6 · ṁH2S

in,t · hH2S
avg (33)

PH2S
out,t = 3.6 · 10−6 · ṁH2S

out,t · hH2S
avg (34)

EH2S
t = EH2S

t−1 +
(

PH2S
ch,t − PH2S

dis,t

)

·∆t (35)

3. Case Study

3.1. Structure of energy systems under investigation

To examine the hydrogen system economically and environmentally, a case study of an exemplary German
residential district is conducted, where three energy systems (ES) are created. Two systems, ES 1 and 2,
represent typical sector-coupling approaches. Figure 3 demonstrates the complete energy system, how the
units are interconnected and which units are included in each ES. In ES 1, the primary heat supplier is a
gas-CHP unit. It can also feed the electricity demand and export excess generation. In ES 2, a heat pump is
solely responsible for heat generation. Finally, an FC-CHP unit is taken into account in ES 3. In this energy
system, the electrolyzer produces hydrogen at 35 bar, which is then compressed to 300 bar to be stored in the
hydrogen storage. In ES 1 and 3, a gas boiler is additionally considered for peak heat demands. In all systems,
PV units can be installed to cover the electricity demand, supply the heat pump (in ES 2) or the electrolyzer
and the compressor (in ES 3), or export the surplus energy to the grid. Besides, all energy systems can include
batteries and heat storage units. The bus component heat network connects the central heat generation node
to the demand with 5% distribution losses.

3.2. Input data

The district under study includes 13 multi-family houses with electricity and heat demands. The demand
profiles were generated based on the guideline VDI 4655 [16] for one year, assuming that the total annual
demands amount to 244 MWh of electricity and 1030 MWh of heat. The peak loads of both demands are 48
kWel and 670 kWth. The majority of the input data used, including prices of energy carriers, remunerations,
surcharges and weather data, is based on the year 2020. To import electricity from the grid, a time-varying price
with a mean of 0.304 Eur/kWh is applied, which is based on day-ahead prices and additional network charges
and taxes [17,18]. For importing gas, a constant price of 0.076 Eur/kWh is inputted [19]. In the case of exporting
PV or CHP electricity, the energy system receives revenue of 0.065 Eur/kWh [20] and 0.087 Eur/kWh [13,21],
respectively. A remuneration of 0.0305 Eur/kWh is additionally awarded for the own consumption of CHP
electricity [13]. Concerning the costs of technologies, linear investment functions and operating costs have
been extracted from several studies and market data for PV [22], battery [9], gas CHP, gas boiler, heat pumps,
heat storage [23], FC-CHP [24], electrolyzer [25], hydrogen compressor [26] and hydrogen storage [8] units.
Furthermore, only emissions from importing electricity and gas from respective grids are taken into account
in this study. Hence, emission factors of 0.438 [27] and 0.228 kg CO2-equivalent [28] per kWh of imported
electricity ang gas, respectively, are inputted.

A flat roof area of 4000 m2 in total is available for the PV modules. These modules can be mounted with two
different configurations: a south orientation or an east-west orientation. The available area corresponds to
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Figure 3: Complete structure of the optimized residential energy systems. Categorization of the elements
follows the description in Section 2.1. The abbreviation ES implies in which energy system a unit is considered.
ES 1 has a G-CHP and GB, ES 2 has only an HP, and ES 3 has a GB and hydrogen-based units.

331.5 kWp of south-oriented PV or 796 kWp of east-west-oriented PV. The PV output for each configuration,
in addition to ambient temperature data, was obtained from PVGIS [29]. For the heat pump, the COP was
calculated based on the given data in [30] for a flow temperature of 65°C. The remaining technical specifications
of the units are based on [4,14,23]. Since the gas boiler is installed to only support the main heat generator in
ES 1 and 3, its sizing is limited to 400 kW.

3.3. Results

The following demonstrated results are obtained by solving the optimization problem with an hourly temporal
resolution for each energy system, for multiple iterations, using the solver Gurobi [31]. Following the method
presented in Section 2.3., the emission limit is reduced by x = 5% (Step 6 in Fig. 2) of the initial total annual
emissions, calculated at the first Pareto iteration. Figure 4 illustrates the Pareto fronts of each energy system.
Each point on the plotted curves corresponds to a solution with an optimal total annual cost for a set total
annual emission. For each curve, the point on the far right portrays the cost-minimum solution (first Pareto
iteration), while the far-left point represents the emission-minimum solution (last Pareto iteration). The curves
also depict the best solutions in terms of costs and emissions; i.e., there are no feasible solutions with better
cost-emission combinations below or to the left of the curve. For further investigation, the optimal unit sizing
in terms of maximum power and maximum storage capacity is plotted for each ES in Fig. 5, while costs and
emissions are demonstrated by respective categories in Fig. 6. In both figures, only selected Pareto iterations,
including the first and the last, are shown for improved readability.

Figure 4: Pareto front (total annual costs vs. total annual emissions) of each energy system.
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Figure 5: Optimal maximum power of generation units (a, c, e) and optimal storage capacity of storage units
(b, d, f) for ES 1 (a, b), ES 2 (c, d) and ES 3 (e, f) among selected Pareto iterations. The first and last iteration
corresponds to the cost optimum and the emission optimum, respectively.

3.4. Discussion

In Fig. 4, it is noticeable that the energy system with the hydrogen-based units is remarkably outperformed
by the other two in terms of cost efficiency among all the Pareto iterations. In Fig. 6(e), it is evident that ES
3 has notably increased investment and operating costs in comparison to ES 1 and 2. Another observation is
the comparable emission-saving performance of the hydrogen system with ES 1 and 2 for a limited number of
iterations. Nevertheless, ES 1 and 2 can reduce emissions by 108% and 113%, respectively, in comparison to
the first iteration. Exceeding 100% emission reduction implies that the district is producing negative emissions
and, consequently, contributing to the emission mitigation in the electricity grid. On the other hand, the hydro-
gen system can only achieve 68%. Moreover, ES 1 economically surpasses ES 2. The main justification is
that the installation of the heat pump leads to additional electricity consumption, which is more expensive than
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Figure 6: Optimal annual costs (a, c, e) and optimal annual emissions (b, d, f), categorized by source, for ES
1 (a, b), ES 2 (c, d) and ES 3 (e, f) among selected Pareto iterations. The first and last iteration corresponds to
the cost optimum and the emission optimum, respectively.

gas, and, hence, results in higher grid import costs as shown in Fig. 6(c).

By observing the trend of reducing emissions in Fig. 4 and the resulting optimal design in Fig. 5, it can be
inferred that installing additional PV peak power is the primary strategy for achieving low emission solutions for
all energy systems. While lowering the emissions limit to find the emission-optimal solution, the solver attempts
to first fully utilize the available area with south-oriented PV modules. After that, those modules are reduced
while more east-west-oriented PV modules are recommended, since they require less area to produce the
same amount of electricity as the south-oriented area, until the maximum possible peak power is reached.
The primary reason is that increasing PV installation can lead to exporting more electricity to the grid and,
consequently, increases the negative emissions.

Other strategies can be also noticed among the last Pareto iterations, especially after the first strategy is fully
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implemented. For instance, in Fig. 5(a), the maximum power of the gas CHP unit is expanded while the sizing
of the gas boiler and the heat storage is reduced in order to produce more electricity and export it to the grid.
Another strategy occurs for ES 2, which is noticeable through the last iteration in Fig. 5(a) and (b). The solver
recommends decreasing the heat pump’s maximum power and increasing the heat storage capacity. This
is accompanied by a decrease in emissions from electricity imports and fewer negative emissions from PV
exports according to Fig. 6(d). This implies a rising PV supply to feed the heat pump and generate excess
heat to be stored, which reduces the amount of imported electricity. However, this strategy causes comparably
higher investment costs than the other iterations.

Another remark is the absence of batteries in all energy systems. A possible explanation is that in this district,
exporting electricity is more economical than storing it in a battery, which requires an additional investment.

It is important to point out that the demonstrated results correspond exclusively to the input data presented
in Section 3.2. Nevertheless, the drawn conclusions agree with recent literature, such as the remarks in [5]
regarding the economic disadvantages of hydrogen technologies. In addition, the presented methodology with
the multi-objective optimization model can be applied to other residential districts where input data are available
as per described in Section 2. and illustrated in Fig. 1. Furthermore, other scenarios can lead to distinctive
outcomes. For example, considering an electricity mix with a high share of renewable energy, i.e., a lower
emission factor, can result in different Pareto fronts than in Fig. 4.

4. Conclusion

In this paper, we investigated the economic and environmental effects of considering hydrogen-based units on
the design optimization of residential energy systems, where sector coupling could be implemented. First, a
multi-objective optimization model has been developed to find the cost- and emission-optimal design and oper-
ation of different generation and storage technologies in a district, including technologies to produce and utilize
hydrogen. The emission minimization has been accomplished by means of the epsilon-constraint method.

To assess the impacts of the hydrogen system, three energy systems for an exemplary district in Germany
have been created. The first two involved sector coupling by gas-based co-generation and electrification
through a heat pump, while the third included the hydrogen system. By comparing the respective Pareto front,
it has been concluded that using hydrogen in a cross-sectoral energy system was unfavorable to obtaining
competitive designs in terms of costs and emissions in comparison to typical sector-coupling approaches. It
has been also determined that utilizing PV systems was a major factor in mitigating emissions.

Using the developed model, further examinations can be carried out for different energy systems structures.
Another possible future work is to conduct sensitivity or scenario analysis to evaluate the performance of
hydrogen systems while varying different model inputs. Moreover, further assessment criteria such as degree
of self-sufficiency or self-consumption can be investigated for hydrogen systems.
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Nomenclature

Letter Symbols

C cost, Eur

c specific cost, Eur/kW or Eur/kWh

E energy, kWh

h enthalpy, J/kg

LT life time of a unit, years

A area, m2

P power, kW

p pressure, bar

R revenue, Eur

r specific revenue, Eur/kWh

T temperature, ◦C or K

wacc weighted average cost of capital

x reduction in emissions limit

y binary variable

Greek symbols

∆ difference

ε emissions, kgCO2-equiv.

η efficiency

ρ density, kg/m3

σ self-discharging losses, h−1
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Subscripts and superscripts

a annual

avg average

BATT battery

ch charging

CHP combined heat and power

dis discharging

EG electricity grid

el electric

exp export to a grid

EZ electrolyzer

FC fuel cell

GG gas grid

grid grid of an energy-carrier

H2C hydrogen compressor

H2S hydrogen storage

HN heat network

HS heat storage

i Pareto iteration

imp import from a grid

in input

inst installation

inv investment

max maximum

norm normalized

op operating

out output

PV photovoltaics

sto storage unit

t time step

th thermal

tot total

unit generation or storage unit
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Abstract: 
Water electrolysis performed by renewables allows to produce green Hydrogen: this process can boost the 
penetration of clean energy sources into electric grids. This work presents a model developed in Aspen 
HYSYS® aiming at evaluating the performance of a low-temperature alkaline (ALK) electrolyzer while varying 
the main operating conditions (e.g., power supply, temperature, and pressure). A Semi-empirical model 
published in the scientific literature, which describes the physic-chemical processes at the system level, has 
been implemented in Aspen HYSYS® and used for resembling the operational behaviour of an ALK 
electrolyzer. The model consists of common system-level blocks with a customized spreadsheet: semi-
empirical correlations, which have been calibrated via multiple non-linear regression fittings of experimental 
data from the scientific literature, allowed to implement the main electro- and thermochemical-equations of the 
electrolysis process. Simulated results showed a good agreement with respect to the experimental ones for all 
the studied operating conditions in terms of Normal Root Mean Square Error (NRMSE). Regarding the 
Hydrogen flow rate, the comparison between the model and the experimental results showed NRMSE values 
ranging between 4.208e-05 and 6.415e-05, where the former is the lowest threshold value obtained in this 
analysis. On the other hand, as far as the Hydrogen-to-Oxygen (HTO) is concerned, NRSME values vary 
between 2.486e-04 and 5.519e-04, where the latter is the highest threshold value obtained in this analysis. 
Finally, this model can be considered a good starting point for creating a Hydrogen-integrated system through 
the connection of the electrolyzer with a Hydrogen storage system and a fuel cell. 

 

Keywords: 

Alkaline electrolyzer, Aspen HYSYS®, Green Hydrogen, Water Electrolysis. 

 

1. Introduction 

Nowadays, the need to reduce greenhouse gas emissions, which are the main cause of climate change, is 
urgently needed as well as having energy systems capable of responding fastly to the increasing energy 
demands [1]. Current research on the energy sector is focused on the development of technologies capable 
of exploiting renewable sources in different ways (e.g., direct and indirect) to drastically reduce polluting 
emissions in the upcoming years. 

In such a scenario, Hydrogen seems to be a valid option for easing the ecologic transition; in particular, Water 
electrolysis through the electricity produced by renewables (green Hydrogen) can provide flexibility to the 
electric grid, thus increasing the penetration of renewables [2]. Water electrolysis was performed for the first 
time in 1789 [3] and it consists of three components: the anode, the electrolyte, and the cathode. During the 
oxidation phase of Hydrogen at the anode, cations reach the cathode via the electrolyte and free electrons 
flow to the external circuit. Cations and electrons reduce Oxygen to Water at the cathode [4]. Hydrogen 
produced by Water electrolysis has been thought to be the best energy carrier to counteract the variable nature 
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of renewables and operate as a middle/long-term energy storage solution in different energy applications [5]. 
Furthermore, Hydrogen is a non-pollutant molecule since it produces only Water when it undergoes a 
combustion reaction, thus being considered the cleanest, most efficient, and sustainable fossil fuel alternative 
[6]. 

The most known and well-established electrolyzers are alkaline (ALK) and Polymer Exchange Membrane 
(PEM) ones [7], although the ALK electrolysis is the most reliable in terms of cost and ease of use [8]. The 
modeling of these electrolyzers is fundamental for simulating and properly resembling the behaviour of 
Hydrogen-generating systems. Realistic modeling of the overall electrolyzer is important when it is coupled to 
renewables since it has to correctly face the variable power source; furthermore, it also allows to properly 
analyse, control, size, manage, and optimize this kind of technology. Besides the technologies previously 
mentioned regarding the ALK and PEM electrolyzers, this technology is also differentiated by low- and high-
temperature operating conditions. Typically, ALK electrolyzers operate at a current density of about 400 
mA/cm2, at moderate temperatures of 70-90 °C, with a cell voltage in the range of 1.85-2.2 V, and conversion 
efficiencies in the range of 50-70%. ALK electrolyzers do not depend upon a noble metal catalyst for Hydrogen 
production, and they are easily handled due to the low-temperature operation. The PEM electrolyzer can 
operate at a current density of 2000 mA/cm2 at 90 °C and with 2.1 V. The kinetics of Hydrogen and Oxygen 
production reaction is faster than in ALK electrolyzers due to the acidic nature of the electrolyte and the metal 
surface of the electrodes. PEM electrolyzers do not use caustic electrolytes as in ALK ones, which might be 
highly toxic for human beings if a failure occurs. In addition, PEM electrolyzers offer the possibility to use high 
pressure on the cathode side, while the anode can be operated at atmospheric pressure. When dealing with 
high-temperature electrolysis, it means that the operating temperature range is above 100°C and Water is in 
vapor form. This operating condition increases considerably the electrolysis efficiency, but it leads to more 
complex management of the electrolyzer as well as higher costs due to the use of specific materials. However, 
technologies like Solid Oxide (SO) electrolyzers are still in development and not yet ready for being 
commercialized [9]. As for the high-temperature electrolysis, Motazedi et al. [10] examined Hydrogen 
production from both environmental and economic points of view using Aspen HYSYS® models. Along the 
same line, JaeHwa et al. [11] developed a SO electrolyzer model in Aspen HYSYS® to perform a sensitivity 
analysis by varying different operating conditions (e.g., current density, temperature, and pressure). 

Moving to ALK electrolyzers, Sánchez et al. [12] have developed a model in Aspen Plus® to resemble the 
behaviour of the ALK electrolyzer. Nevertheless, to the authors’ knowledge, in the scientific literature there are 
no user-friendly models developed in Aspen HYSYS® related to the ALK Water electrolyzers. The novelty of 
the present work consists of the development of a user-friendly model related to a low-temperature Water ALK 
electrolysis stack in the Aspen HYSYS® environment, which is capable of providing the main performance 
parameters (e.g., electric potential and Hydrogen-to-Oxygen (HTO)) according to different input conditions 
(e.g., pressure, temperature, current density). As previously said, besides being easily used by end-users, this 
model can be tailored according to the main specific characteristics of the ALK electrolyzer to be resembled. 

The model has been calibrated through regression fitting of semi-empirical process relations and validation 
with respect to experimental data obtained by [12, 13]. In order to model the stack of the ALK electrolyzer and 
to carry out the regression of experimental data, the authors based the model development on the analysis 
carried out by Sánchez et al [13] where a semi-empirical model of the electrochemical behavior of a 15 kW 
ALK electrolyzer has been proposed. In addition, the work performed by Amores et al. [14] has been used as 
well because they provided a paradigm for modeling the behaviour of an ALK electrolyzer, modifying the 
Ulleberg equation [15] with the aim of considering the influence of both temperature and pressure, the 
electrode/diaphragm distance, and the electrolyte concentration. 

The paper is structured as follows: Section 2 presents the methodology used to model the ALK electrolyzer 
analytically, as well as providing an overview of the Aspen HYSYS® model. Section 3 is devoted to the results 
obtained by the simulations at different operating conditions in terms of both pressure and temperature, which 
have been then compared to the experimental results available in the scientific literature by making Normal 
Root Mean Square Error (NRMSE) comparison. Finally, Section 4 reports the conclusions of the work. 

 

2. Methodology 

The models that describe the behaviour of a low-temperature ALK electrolyzer stack with different operating 
conditions (e.g., current density, temperature, and pressure) typically include the simulation of the following 
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quantities: i) electric potential, ii) Faraday efficiency, iii) HTO, iv) flow rate of produced Hydrogen, v) electric 
power absorbed by the stack, vi) thermal power generated by the stack, vii) stack efficiency, and viii) specific 
consumption. The trend of the last five items is obtained by the first two. In the scientific literature, there are 
multiple mathematical correlations that describe the same physical phenomenon occurring within the stack. 
Based on the experimental data obtained by [13], a semi-empirical modeling approach has been chosen and 
used in this work. The mathematical model used for the stack electric potential is the one proposed by Sánchez 
et al. [12, 13], which is an improvement of the equation proposed by Ulleberg [15] as reported by Eq. (1). 𝑈 = 𝑈(𝑇, 𝑃, 𝑖) = 𝑈𝑟𝑒𝑣 + [(𝑟1 + 𝑞1) + 𝑟2𝑇 + 𝑞2𝑃] ∙ 𝑖 + 𝑠 ∙ log10 [(𝑡1 + 𝑡2𝑇 + 𝑡3𝑇2) ∙ 𝑖 + 1]   (1) 

 
where U is the cell electric potential, T is the temperature in [°C], P is the pressure in [bar], i is the current 
density [A/cm2], and ri, qi, and ti are experimental constants. The total potential U is the sum of the reversible 
potential Urev, which is given by thermodynamics, the activation, and the ohmic overpotentials related to the 
kinetic losses of the electrolysis process. It is worth noting that the polarization curve is not investigated in the 
field of concentration overpotential since it would require a more complex model and experimental data at 
higher current densities.  
The cell reversible potential Urev is a purely thermodynamic quantity and depends on the Gibbs free energy 
variation ΔG between products and reactants as a function of the operating temperature and pressure as 
reported by Eq. (2). 
 𝑈𝑟𝑒𝑣  (𝑇, 𝑃)  = ∆𝐺𝑧𝐹 = Δ𝐺𝐻2(𝑇,𝑃)+12Δ𝐺𝑂2(𝑇,𝑃)−Δ𝐺𝐻2𝑂(𝑇,𝑃)𝑧𝐹         (2) 

 

Regarding Water electrolysis, the reversible cell potential 𝑈𝑟𝑒𝑣0  under standard conditions (P0 =1bar, T0=25°C) 
is equal to 1.229 V. The value of the reversible voltage is a function of temperature and pressure, thus 
assuming different values from the standard one as expressed by Eq. (3) that is the Nernst’s equation [16]:  𝑈𝑟𝑒𝑣  = 𝑈𝑟𝑒𝑣0 + 𝑅∙𝑇𝐾𝑧∙𝐹 ∙ ln (𝑝𝐻2∙ √𝑝𝑂2𝑎𝐻2𝑂 )                     (3)                              

 

where TK is the temperature in [K], R is the universal constant of gases (8.314 J/K mol), z is the number of 
electrons transferred in the electrolysis reaction (2 mole-/molH2), F is the Faraday constant (96,485 C/mol), aH2O 
is the coefficient of activity of Water, pO2 and pH2 are the partial pressure expressed in [bar] of Oxygen and 
produced Hydrogen, respectively. Assuming that the membrane is subjected to the mechanical equilibrium, 
the partial pressures of Hydrogen are the same as the Oxygen ones (pO2=pH2=ptot) and, assuming that the 
coefficient of activity of the Water is approximately equal to 1 [17], Eq. (3) can be written as follows: 

𝑈𝑟𝑒𝑣  = 𝑈𝑟𝑒𝑣0 + 𝑅∙𝑇𝑧∙𝐹 ∙ ln (𝑃𝑡𝑜𝑡32 )                      (4) 

 

The reversible cell potential 𝑈𝑟𝑒𝑣0  can be also calculated considering isobaric conditions (at standard pressure 
P0 equal to 1 bar) and thus reducing its dependency only on the temperature [17]. In the scientific literature, 
there are different empirical relationships such as the one proposed by Hammoudi et al. [18] as reported by 
Eq. (5). 𝑈𝑟𝑒𝑣0 (𝑇, 𝑃0)  = 1.50342 − 9.956 ∙ 10−4𝑇𝐾 + 2.5 ∙ 10−7𝑇𝐾2      (5) 

 
 
Finally, the reversible potential is calculated by the set of Eq.s (4) and (5). The electrolyzer under investigation 
consists of 12 cells installed in series; thus, the stack voltage is obtained by multiplying the cell voltage by the 
number of cells. 
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 𝑈𝑠𝑡𝑎𝑐𝑘 = 𝑁𝑐𝑒𝑙𝑙 ∙ 𝑈                                                                                                                               (6) 

 

where 𝑁𝑐𝑒𝑙𝑙 is the number of cells installed in series.  

The Hydrogen production rate �̇�𝐻2 [mol/s] is strictly related by the stoichiometry of the reaction and to the 
applied current I [A], which is the same for all the cells connected in series. The Hydrogen production rate is 
equal to the current density i times cell area Acell as reported in Eq. (7) that is the Faraday’s equation. As far 

as the Faraday efficiency 𝜂𝐹𝑎𝑟  is concerned, Sánchez et al. [12, 13] introduced a modification to the 𝜂𝐹𝑎𝑟 
Ulleberg’s relation [15] with the use of experimental parameters fij to include also the effect of the temperature 
as reported by Eq. (8). �̇�𝐻2 = 𝜂𝐹𝑎𝑟 𝐼𝑧𝐹              (7) 

 𝜂𝐹𝑎𝑟 = 𝑖2∙(𝑓21+𝑓22𝑇)(𝑓11+𝑓12𝑇)+𝑖2             (8) 

 

As for the HTO, the equation proposed by Hug et al. [19], which describes the HTO dependence on both 
current density and temperature, has been used by Sánchez et al. [12, 13] and modified by introducing the 
dependence of pressure as reported by Eq. (9). 𝐻𝑇𝑂 = 𝐶1 + 𝐶2𝑇 + 𝐶3𝑇2 + (𝐶4 + 𝐶5𝑇 + 𝐶6𝑇2) ∙ exp (𝐶7+𝐶8𝑇+𝐶9𝑇2𝑖 ) + 𝐸1 + 𝐸2𝑃 + 𝐸3𝑃2 + (𝐸4 +𝐸5𝑃 + 𝐸6𝑃2) ∙ exp (𝐸7+𝐸8𝑃+𝐸9𝑃2𝑖 )          (9) 

 

where C1 to C9 are constants that represent the influence of the temperature in the HTO, and from E1 to E9 
there are constants that represent the relations between the gas purity and the pressure.  

The electrical power absorbed by the stack �̇�𝑒𝑙 allows to evaluate the specific electrical consumption and the 
stack efficiency as well, as described by Eq. (10).  

 �̇�𝑒𝑙 =  𝑈 ∙ 𝑁𝑐𝑒𝑙𝑙 ∙ 𝑖 ∙ 𝐴𝑐𝑒𝑙𝑙                                                                                                              (10) 

 

 

Regarding the specific consumption 𝑐𝑠𝑝, it can be expressed as the ratio between electric power �̇�𝑒𝑙, which is 

expressed in [kW], and the mass flow rate of the produced Hydrogen �̇�𝐻2 expressed in [kg/h]. 

 𝑐𝑠𝑝  = �̇�𝑒𝑙�̇�𝐻2 = 𝑈(𝑖,𝑇,𝑃)∙2𝐹103∙𝜂𝐹(𝑖,𝑇)∙7.257168                     (11) 

 

 

where 7.257168 is a conversion factor in [s•kg/h•mol] that allows to express the molar flow rate of Hydrogen 
in [kg/h] knowing its value in [mol/s]. 

Stack electrical efficiency, 𝜂𝑠𝑡𝑎𝑐𝑘  , is defined as the ratio between the chemical energy contained in the 
produced hydrogen and the electrical power needed for its production, as shown by Eq. (12). 

 𝜂𝑠𝑡𝑎𝑐𝑘 = �̇�𝐻2∙𝐿𝐻𝑉�̇�𝑒𝑙                                                                                                                                     (12) 

 

where LHV stands for the Lower Heating Value of hydrogen that is equal to 241.82 kJ/mol.  
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The thermal power �̇�𝑡ℎ involved in the electrolysis process, which must be removed to maintain the isothermal 
condition, is calculated as: �̇�𝑡ℎ = 𝑖 ∙ 𝐴𝑐𝑒𝑙𝑙 ∙ (𝑈(𝑖, 𝑇, 𝑃) − 𝑈𝑡𝑛(𝑇, 𝑃))         (13) 

 

where 𝑈𝑡𝑛 is the thermoneutral potential of the stack, which is a function of both temperature and pressure. 

As previously described, the electrochemical process model is integrated into the Aspen HYSYS® environment 
using a spreadsheet since the software does not present pre-build blocks for modeling electrochemical 
components. The rest of the electrolyzer stack (e.g., inlet and outlet fluid management, temperature and 
pressure settings, etc.) is represented by the common tools made available by the software. Steady-state 
operations have been considered and the fluid thermodynamic conditions (e.g., pressure and temperature) 
are set (e.g., isothermal and isobaric conditions are considered for the whole process). The selected Fluid 
Package is the "Peng-Robinson". The Water dissociation reaction is defined as a conversion reaction occurring 
in the "Electrolysis reactor", which represents the set of electrodes. Based on the thermodynamic operating 
conditions (e.g., temperature, pressure) and load current, the reactor sources the main electro- and thermo-
chemical equations from the spreadsheet defining the reaction products and the electric power required. Urev 
is calculated from the thermodynamic fluid property databases, which are embedded in the software, using 
Eq. (2). The reactor has two material flows at the output: "Reaction Gas" and "Liquid Product", where the latter 
is always null since the molar flow rate of the Water entering the model is equal to the molar flow rate of the 
Hydrogen that is calculated in the spreadsheet using the Faraday equation. The mixture of Hydrogen and 
Oxygen “Reaction gas” is sent to the second component that is the "Component splitter" called "Electrode 
separator": through this component it is possible to separate the oxidation and the reduction semi-reactions in 
the anode and in the cathodic chambers of each cell, respectively. The separator is set up so that the flows 
are chemically pure at the outputs (no crossover phenomena). The current output flows are corrected with the 
HTO that is calculated in the spreadsheet: indeed, the amount of Hydrogen separated from the anode flow by 
the “Flow splitter”, here called “Crossover_Tee”, is subsequently mixed to the Oxygen in the anode. 

 

Figure. 1. Model of the low-temperature alkaline electrolyzer developed in Aspen HYSYS®. 

 

In order to obtain comparable simulation results, the electrolyzer that has been modeled is the same one that 
has been characterized experimentally by Sánchez et al. [12, 13]. It is a small-sized, laboratory scale 
electrolyzer and its main characteristics are listed in Table 1. To obtain the experimental parameters previously 
described, the available experimental data have been fitted by using the Matlab® “Curve Fitting Tool”. The 
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regressions are non-linear and multiple, namely two in the case of the Faraday efficiency and three in the case 
of electric voltage and HTO. 

 

Table 1. Characteristics of the alkaline electrolyzer analysed by Sánchez et al. [12, 13]. 

Main characteristics Numerical value Units of measurement 

Hydrogen production flow rate 2.5 m3/h 

Maximum operating pressure 30 bar 

Electric potential range 

Electric current range 

Maximum power 

The active area of the electrodes 

Number of cells 

0-120 

0-500 

15 

1,000 

12 

V 

A 

kW 

cm2 

- 

Electrolyte concentration  30-40 wt% KOH 

 

3. Results and comments 

The simulations results, in terms of electrolyzer performance, are evaluated as a function of the current density 
(between 0-0.5 A/cm2 with steps of 0.005 A/cm2) and the parametrization of both pressure and temperature 
(between 55-85°C with steps of 5°C, and between 1-29 bar with steps of 4 bar). Aspen HYSYS® allows to 
perform parametric "case studies" and investigate how each variable affects the results while keeping the 
remained parameters fixed. Figure 2 shows the results related to the stack potential at different values of 
temperature and pressure. It is worth noting that the trends of the other quantities such as Hydrogen flow rate, 
etc. have not been here reported. 

 

Figure. 2. (a) Stack voltage trend as a function of current density and temperature (pressure equal to 7 bar), 
and (b) of current density and pressure (temperature equal to 75°C). 

 

In particular, the voltage decreases while the system temperature increases because part of the electric energy 
required for the electrolysis process is replaced by the associated thermal energy developed during the 
reaction (see Figure 2). The increase in temperature also improves the reaction kinetics by reducing the 
activation overpotentials as well as impacting the Urev through the Nernst potential. Furthermore, the electric 
potential rises when the pressure increases due to the Nernst potential and the one related to the ohmic 
overpotential. 

T 

P 
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Figure. 3. Faraday efficiency trend as a function of current density and temperature (pressure equal to 7 
bar). 

 

Figure 3 shows the trend of the Faraday efficiency as a function of current density and temperature according 
to Eq. (8). The Faraday efficiency quickly reaches values close to 1 when current density values higher than 
0.4 A/cm2 are used. Conversely, Faraday efficiency decreases when current density values lower than 0.17 
A/cm2 and the increase of temperature leads to lower Faraday efficiency values. 

 

 

Figure. 4. (a) HTO trend as a function of current density and temperature (pressure equal to 7 bar), and (b) 
of current density and pressure (temperature equal to 75°C). 

T 

T 

T 
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Figure 4a shows that the HTO increases when the current density decreases and tends to increase with the 
increasing temperatures. For this reason, operations with very low values of current density are undesirable 
because it would be preferable to avoid a HTO beyond the flammability limit of a H2/O2 mixture that could lead 
to combustion or explosion [20]. The higher amount of Hydrogen in the Oxygen stream at higher temperatures 
is caused by the higher diffusion velocity at elevated temperatures [17]. Figure 4b still shows an increase of 
the HTO as the current density decreases and as the operating pressure increases. For increasingly small 
current density values, the HTO model shows an asymptotic behaviour with anomalous variations due to lack 
of experimental data for very low currents: this means that the model is only valid for the range of density 
current values for which HTO measurements are available. 

 

 

Figure. 5. (a) Specific consumption trend as a function of current density and temperature (pressure equal to 
7 bar), and (b) of current density and pressure (temperature equal to 75°C). 

 

Figure 5 shows a non-linear dependence of the specific consumption on the current density. In [13], no 
experimental data are available for the specific consumption, but these were obtained with data on Faraday 
efficiency and stack electric potential through Eq. (11). The specific consumption function reaches its minimum 
value at 0.2 A/cm2, and it decreases with increasing temperature (see Figure 5a) due to the decrease of the 
electric potential and increases with the increasing pressure (see Figure 5b) due to the increase of the electric 
potential. The increase of the specific consumption, when the current density decreases below the threshold 
of 0.2 A/cm2, is due to a decrease of the Faraday efficiency that is faster than the electric potential as expressed 
by Eq. (11). The Faraday efficiency and the electric potential increase with the current density, resulting in an 
increasing curve for current densities greater than 0.2 A/cm2. The specific consumption is always between 53 
and 63 kWh/kgH2. 

T 

P 
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Figure. 6. (a) Thermal power trend as a function of current density and temperature (pressure equal to 7bar), 
and (b) of current density and pressure (temperature equal to 75°C). 

 

As for the thermal power, Figure 6 shows how it increases with increasing current density and how this trend 
tends to decrease as the operating temperature increases and to increase as the operating pressure increases. 
This behaviour can be explained by the influence of both temperature and pressure exert on the stack potential: 
as the temperature increases the stack potential decreases, while as the pressure increases the potential 
increases. However, the thermoneutral potential can be considered approximately constant in every case. 
There are not experimental data for the thermal power. To evaluate the results from the developed model, the 
Normal Root Mean Square Error (NRMSE) has been calculated with respect to the literature experimental 
values in the same operating conditions reported in [13] (see Table 2). 

 

Table 2. NRMSE values: comparison between model and experimental results. 

 7 bar, 55°C 7 bar, 65°C 7 bar, 75°C 5 bar, 75°C 9 bar, 75°C 

Electric potential 4.066e-04 3.990e-04 4.095e-04 4.317e-04 - 

Faraday Efficiency 8.253e-05 - 4.871e-05 - - 

HTO 

Specific consumption 

Stack efficiency 

Electric power 

Hydrogen flow rate 

5.519e-04 

4.859e-04 

4.452e-04 

4.153e-04 

6.415e-05 

2.486e-04 

- 

- 

3.295e-04 

- 

3.932e-04 

4.155e-04 

3.903e-04 

3.865e-04 

4.208e-05 

4.115e-04 

- 

- 

2.078e-05 

- 

3.213e-04 

- 

- 

- 

- 
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The regression in Matlab of the cell potential from experimental data was conducted by using the set of Eq.s 
(4) and (5) where the reversible cell potential 𝑈𝑟𝑒𝑣0  is only a function of the temperature (considering isobaric 
conditions (at standard pressure P0 equal to 1 bar) according to [18], while In Aspen HYSYS the reversible cell 
potential is calculated automatically by implementing Eq. (2). The result is that the numerical value of the 
reversible cell potential calculated in Aspen HYSYS® is on average greater than the one calculated with the 
combination of Eq.s. (4) and (5) by 0.0395 V: this is mainly due to the fluid package selected that evaluates 
the trend of the state function of the components in the system. As a result, an average overestimation of 0.474 
V of the electric stack potential of the model developed in Aspen HYSYS® is obtained compared to the 
experimental data; therefore, also other results are overestimated (e.g., specific consumption and electric 
power consumed). Conversely, the stack efficiency is underestimated compared to the experimental data. A 
possible way to increase the accuracy of the model is to perform regressions of the experimental data by firstly 
calculating the reversible potential according to Eq. (2), and then determining the experimental coefficients 
from the equation given by the combination of Eq.s. (1) and (2). 

 

4. Conclusions 
 

This work presents and discusses the development of a semi-empirical simulation model developed with 
Aspen HYSYS® related to a low-temperature Water alkaline electrolysis stack. The main performance 
parameters (e.g., electric power required and stack efficiency) are evaluated according to different input 
conditions (e.g., current density, pressure, temperature, etc.). 

The trend of the electric potential has been obtained as the sum of the reversible potential and the 
overpotentials obtained through non-linear multiple regressions performed in Matlab® with the “Curve Fitting 
Tool” of several empirical parameters. 

Results show a good agreement with the data made available by the scientific literature (experimental data) 
for all the analysed quantities within the selected range of operation parameters. Slight differences have been 
found due to the overestimation of the cell/stack potential related to the electrochemical model: indeed, the 
comparison between the model and experimental results showed NMRSE values ranging between 3.990e-04 
and 4.317e-04. Moving to the Faraday efficiency, values ranging between 4.871e-05 and 8.253e-05 have been 
obtained. Then, the specific consumption values varied between 4.155e-04 and 4.859e-04, the electric power 
variation goes from 2.078e-05 to 4.145e-04, and the Hydrogen flow rate from 4.208e-05 to 6.415e-05 where the 
former is the lowest threshold value obtained in this analysis. On the other hand, as far as the HTO is 
concerned, NRSME values vary between 2.486e-04 and 5.519e-04, where the latter is the highest threshold 
value obtained in this analysis. It is worth noting that these results denote that a simple thermodynamic model 
with the addition of few semi-empirical corrections can represent quite well the operation of the electrolyzer 
stack without requiring excessive simulation efforts in terms of both kinetic and dynamic behaviours.  

The present model will be subsequently implemented in a wider system resembling the behaviour of an 
integrated Hydrogen system composed by, besides the electrolyzer, a metal hydrides Hydrogen storage and 
a fuel cell. Furthermore, the future complete model will also take into account both Water recirculation and gas 
purification processes, which are fundamental in the electrolysis process. 
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Abstract: 
Water electrolysis performed by renewables allows to produce green Hydrogen: this process can boost the 
penetration of clean energy sources into electric grids. This work presents a model developed in Aspen 
HYSYS® aiming at evaluating the performance of a low-temperature alkaline (ALK) electrolyzer while varying 
the main operating conditions (e.g., power supply, temperature, and pressure). A Semi-empirical model 
published in the scientific literature, which describes the physic-chemical processes at the system level, has 
been implemented in Aspen HYSYS® and used for resembling the operational behaviour of an ALK 
electrolyzer. The model consists of common system-level blocks with a customized spreadsheet: semi-
empirical correlations, which have been calibrated via multiple non-linear regression fittings of experimental 
data from the scientific literature, allowed to implement the main electro- and thermochemical-equations of the 
electrolysis process. Simulated results showed a good agreement with respect to the experimental ones for all 
the studied operating conditions in terms of Normal Root Mean Square Error (NRMSE). Regarding the 
Hydrogen flow rate, the comparison between the model and the experimental results showed NRMSE values 
ranging between 4.208e-05 and 6.415e-05, where the former is the lowest threshold value obtained in this 
analysis. On the other hand, as far as the Hydrogen-to-Oxygen (HTO) is concerned, NRSME values vary 
between 2.486e-04 and 5.519e-04, where the latter is the highest threshold value obtained in this analysis. 
Finally, this model can be considered a good starting point for creating a Hydrogen-integrated system through 
the connection of the electrolyzer with a Hydrogen storage system and a fuel cell. 

 

Keywords: 

Alkaline electrolyzer, Aspen HYSYS®, Green Hydrogen, Water Electrolysis. 

 

1. Introduction 

Nowadays, the need to reduce greenhouse gas emissions, which are the main cause of climate change, is 
urgently needed as well as having energy systems capable of responding fastly to the increasing energy 
demands [1]. Current research on the energy sector is focused on the development of technologies capable 
of exploiting renewable sources in different ways (e.g., direct and indirect) to drastically reduce polluting 
emissions in the upcoming years. 

In such a scenario, Hydrogen seems to be a valid option for easing the ecologic transition; in particular, Water 
electrolysis through the electricity produced by renewables (green Hydrogen) can provide flexibility to the 
electric grid, thus increasing the penetration of renewables [2]. Water electrolysis was performed for the first 
time in 1789 [3] and it consists of three components: the anode, the electrolyte, and the cathode. During the 
oxidation phase of Hydrogen at the anode, cations reach the cathode via the electrolyte and free electrons 
flow to the external circuit. Cations and electrons reduce Oxygen to Water at the cathode [4]. Hydrogen 
produced by Water electrolysis has been thought to be the best energy carrier to counteract the variable nature 
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of renewables and operate as a middle/long-term energy storage solution in different energy applications [5]. 
Furthermore, Hydrogen is a non-pollutant molecule since it produces only Water when it undergoes a 
combustion reaction, thus being considered the cleanest, most efficient, and sustainable fossil fuel alternative 
[6]. 

The most known and well-established electrolyzers are alkaline (ALK) and Polymer Exchange Membrane 
(PEM) ones [7], although the ALK electrolysis is the most reliable in terms of cost and ease of use [8]. The 
modeling of these electrolyzers is fundamental for simulating and properly resembling the behaviour of 
Hydrogen-generating systems. Realistic modeling of the overall electrolyzer is important when it is coupled to 
renewables since it has to correctly face the variable power source; furthermore, it also allows to properly 
analyse, control, size, manage, and optimize this kind of technology. Besides the technologies previously 
mentioned regarding the ALK and PEM electrolyzers, this technology is also differentiated by low- and high-
temperature operating conditions. Typically, ALK electrolyzers operate at a current density of about 400 
mA/cm2, at moderate temperatures of 70-90 °C, with a cell voltage in the range of 1.85-2.2 V, and conversion 
efficiencies in the range of 50-70%. ALK electrolyzers do not depend upon a noble metal catalyst for Hydrogen 
production, and they are easily handled due to the low-temperature operation. The PEM electrolyzer can 
operate at a current density of 2000 mA/cm2 at 90 °C and with 2.1 V. The kinetics of Hydrogen and Oxygen 
production reaction is faster than in ALK electrolyzers due to the acidic nature of the electrolyte and the metal 
surface of the electrodes. PEM electrolyzers do not use caustic electrolytes as in ALK ones, which might be 
highly toxic for human beings if a failure occurs. In addition, PEM electrolyzers offer the possibility to use high 
pressure on the cathode side, while the anode can be operated at atmospheric pressure. When dealing with 
high-temperature electrolysis, it means that the operating temperature range is above 100°C and Water is in 
vapor form. This operating condition increases considerably the electrolysis efficiency, but it leads to more 
complex management of the electrolyzer as well as higher costs due to the use of specific materials. However, 
technologies like Solid Oxide (SO) electrolyzers are still in development and not yet ready for being 
commercialized [9]. As for the high-temperature electrolysis, Motazedi et al. [10] examined Hydrogen 
production from both environmental and economic points of view using Aspen HYSYS® models. Along the 
same line, JaeHwa et al. [11] developed a SO electrolyzer model in Aspen HYSYS® to perform a sensitivity 
analysis by varying different operating conditions (e.g., current density, temperature, and pressure). 

Moving to ALK electrolyzers, Sánchez et al. [12] have developed a model in Aspen Plus® to resemble the 
behaviour of the ALK electrolyzer. Nevertheless, to the authors’ knowledge, in the scientific literature there are 
no user-friendly models developed in Aspen HYSYS® related to the ALK Water electrolyzers. The novelty of 
the present work consists of the development of a user-friendly model related to a low-temperature Water ALK 
electrolysis stack in the Aspen HYSYS® environment, which is capable of providing the main performance 
parameters (e.g., electric potential and Hydrogen-to-Oxygen (HTO)) according to different input conditions 
(e.g., pressure, temperature, current density). As previously said, besides being easily used by end-users, this 
model can be tailored according to the main specific characteristics of the ALK electrolyzer to be resembled. 

The model has been calibrated through regression fitting of semi-empirical process relations and validation 
with respect to experimental data obtained by [12, 13]. In order to model the stack of the ALK electrolyzer and 
to carry out the regression of experimental data, the authors based the model development on the analysis 
carried out by Sánchez et al [13] where a semi-empirical model of the electrochemical behavior of a 15 kW 
ALK electrolyzer has been proposed. In addition, the work performed by Amores et al. [14] has been used as 
well because they provided a paradigm for modeling the behaviour of an ALK electrolyzer, modifying the 
Ulleberg equation [15] with the aim of considering the influence of both temperature and pressure, the 
electrode/diaphragm distance, and the electrolyte concentration. 

The paper is structured as follows: Section 2 presents the methodology used to model the ALK electrolyzer 
analytically, as well as providing an overview of the Aspen HYSYS® model. Section 3 is devoted to the results 
obtained by the simulations at different operating conditions in terms of both pressure and temperature, which 
have been then compared to the experimental results available in the scientific literature by making Normal 
Root Mean Square Error (NRMSE) comparison. Finally, Section 4 reports the conclusions of the work. 

 

2. Methodology 

The models that describe the behaviour of a low-temperature ALK electrolyzer stack with different operating 
conditions (e.g., current density, temperature, and pressure) typically include the simulation of the following 
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quantities: i) electric potential, ii) Faraday efficiency, iii) HTO, iv) flow rate of produced Hydrogen, v) electric 
power absorbed by the stack, vi) thermal power generated by the stack, vii) stack efficiency, and viii) specific 
consumption. The trend of the last five items is obtained by the first two. In the scientific literature, there are 
multiple mathematical correlations that describe the same physical phenomenon occurring within the stack. 
Based on the experimental data obtained by [13], a semi-empirical modeling approach has been chosen and 
used in this work. The mathematical model used for the stack electric potential is the one proposed by Sánchez 
et al. [12, 13], which is an improvement of the equation proposed by Ulleberg [15] as reported by Eq. (1). 𝑈 = 𝑈(𝑇, 𝑃, 𝑖) = 𝑈𝑟𝑒𝑣 + [(𝑟1 + 𝑞1) + 𝑟2𝑇 + 𝑞2𝑃] ∙ 𝑖 + 𝑠 ∙ log10 [(𝑡1 + 𝑡2𝑇 + 𝑡3𝑇2) ∙ 𝑖 + 1]   (1) 

 
where U is the cell electric potential, T is the temperature in [°C], P is the pressure in [bar], i is the current 
density [A/cm2], and ri, qi, and ti are experimental constants. The total potential U is the sum of the reversible 
potential Urev, which is given by thermodynamics, the activation, and the ohmic overpotentials related to the 
kinetic losses of the electrolysis process. It is worth noting that the polarization curve is not investigated in the 
field of concentration overpotential since it would require a more complex model and experimental data at 
higher current densities.  
The cell reversible potential Urev is a purely thermodynamic quantity and depends on the Gibbs free energy 
variation ΔG between products and reactants as a function of the operating temperature and pressure as 
reported by Eq. (2). 
 𝑈𝑟𝑒𝑣  (𝑇, 𝑃)  = ∆𝐺𝑧𝐹 = Δ𝐺𝐻2(𝑇,𝑃)+12Δ𝐺𝑂2(𝑇,𝑃)−Δ𝐺𝐻2𝑂(𝑇,𝑃)𝑧𝐹         (2) 

 

Regarding Water electrolysis, the reversible cell potential 𝑈𝑟𝑒𝑣0  under standard conditions (P0 =1bar, T0=25°C) 
is equal to 1.229 V. The value of the reversible voltage is a function of temperature and pressure, thus 
assuming different values from the standard one as expressed by Eq. (3) that is the Nernst’s equation [16]:  𝑈𝑟𝑒𝑣  = 𝑈𝑟𝑒𝑣0 + 𝑅∙𝑇𝐾𝑧∙𝐹 ∙ ln (𝑝𝐻2∙ √𝑝𝑂2𝑎𝐻2𝑂 )                     (3)                              

 

where TK is the temperature in [K], R is the universal constant of gases (8.314 J/K mol), z is the number of 
electrons transferred in the electrolysis reaction (2 mole-/molH2), F is the Faraday constant (96,485 C/mol), aH2O 
is the coefficient of activity of Water, pO2 and pH2 are the partial pressure expressed in [bar] of Oxygen and 
produced Hydrogen, respectively. Assuming that the membrane is subjected to the mechanical equilibrium, 
the partial pressures of Hydrogen are the same as the Oxygen ones (pO2=pH2=ptot) and, assuming that the 
coefficient of activity of the Water is approximately equal to 1 [17], Eq. (3) can be written as follows: 

𝑈𝑟𝑒𝑣  = 𝑈𝑟𝑒𝑣0 + 𝑅∙𝑇𝑧∙𝐹 ∙ ln (𝑃𝑡𝑜𝑡32 )                      (4) 

 

The reversible cell potential 𝑈𝑟𝑒𝑣0  can be also calculated considering isobaric conditions (at standard pressure 
P0 equal to 1 bar) and thus reducing its dependency only on the temperature [17]. In the scientific literature, 
there are different empirical relationships such as the one proposed by Hammoudi et al. [18] as reported by 
Eq. (5). 𝑈𝑟𝑒𝑣0 (𝑇, 𝑃0)  = 1.50342 − 9.956 ∙ 10−4𝑇𝐾 + 2.5 ∙ 10−7𝑇𝐾2      (5) 

 
 
Finally, the reversible potential is calculated by the set of Eq.s (4) and (5). The electrolyzer under investigation 
consists of 12 cells installed in series; thus, the stack voltage is obtained by multiplying the cell voltage by the 
number of cells. 
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 𝑈𝑠𝑡𝑎𝑐𝑘 = 𝑁𝑐𝑒𝑙𝑙 ∙ 𝑈                                                                                                                               (6) 

 

where 𝑁𝑐𝑒𝑙𝑙 is the number of cells installed in series.  

The Hydrogen production rate �̇�𝐻2 [mol/s] is strictly related by the stoichiometry of the reaction and to the 
applied current I [A], which is the same for all the cells connected in series. The Hydrogen production rate is 
equal to the current density i times cell area Acell as reported in Eq. (7) that is the Faraday’s equation. As far 

as the Faraday efficiency 𝜂𝐹𝑎𝑟  is concerned, Sánchez et al. [12, 13] introduced a modification to the 𝜂𝐹𝑎𝑟 
Ulleberg’s relation [15] with the use of experimental parameters fij to include also the effect of the temperature 
as reported by Eq. (8). �̇�𝐻2 = 𝜂𝐹𝑎𝑟 𝐼𝑧𝐹              (7) 

 𝜂𝐹𝑎𝑟 = 𝑖2∙(𝑓21+𝑓22𝑇)(𝑓11+𝑓12𝑇)+𝑖2             (8) 

 

As for the HTO, the equation proposed by Hug et al. [19], which describes the HTO dependence on both 
current density and temperature, has been used by Sánchez et al. [12, 13] and modified by introducing the 
dependence of pressure as reported by Eq. (9). 𝐻𝑇𝑂 = 𝐶1 + 𝐶2𝑇 + 𝐶3𝑇2 + (𝐶4 + 𝐶5𝑇 + 𝐶6𝑇2) ∙ exp (𝐶7+𝐶8𝑇+𝐶9𝑇2𝑖 ) + 𝐸1 + 𝐸2𝑃 + 𝐸3𝑃2 + (𝐸4 +𝐸5𝑃 + 𝐸6𝑃2) ∙ exp (𝐸7+𝐸8𝑃+𝐸9𝑃2𝑖 )          (9) 

 

where C1 to C9 are constants that represent the influence of the temperature in the HTO, and from E1 to E9 
there are constants that represent the relations between the gas purity and the pressure.  

The electrical power absorbed by the stack �̇�𝑒𝑙 allows to evaluate the specific electrical consumption and the 
stack efficiency as well, as described by Eq. (10).  

 �̇�𝑒𝑙 =  𝑈 ∙ 𝑁𝑐𝑒𝑙𝑙 ∙ 𝑖 ∙ 𝐴𝑐𝑒𝑙𝑙                                                                                                              (10) 

 

 

Regarding the specific consumption 𝑐𝑠𝑝, it can be expressed as the ratio between electric power �̇�𝑒𝑙, which is 

expressed in [kW], and the mass flow rate of the produced Hydrogen �̇�𝐻2 expressed in [kg/h]. 

 𝑐𝑠𝑝  = �̇�𝑒𝑙�̇�𝐻2 = 𝑈(𝑖,𝑇,𝑃)∙2𝐹103∙𝜂𝐹(𝑖,𝑇)∙7.257168                     (11) 

 

 

where 7.257168 is a conversion factor in [s•kg/h•mol] that allows to express the molar flow rate of Hydrogen 
in [kg/h] knowing its value in [mol/s]. 

Stack electrical efficiency, 𝜂𝑠𝑡𝑎𝑐𝑘  , is defined as the ratio between the chemical energy contained in the 
produced hydrogen and the electrical power needed for its production, as shown by Eq. (12). 

 𝜂𝑠𝑡𝑎𝑐𝑘 = �̇�𝐻2∙𝐿𝐻𝑉�̇�𝑒𝑙                                                                                                                                     (12) 

 

where LHV stands for the Lower Heating Value of hydrogen that is equal to 241.82 kJ/mol.  
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The thermal power �̇�𝑡ℎ involved in the electrolysis process, which must be removed to maintain the isothermal 
condition, is calculated as: �̇�𝑡ℎ = 𝑖 ∙ 𝐴𝑐𝑒𝑙𝑙 ∙ (𝑈(𝑖, 𝑇, 𝑃) − 𝑈𝑡𝑛(𝑇, 𝑃))         (13) 

 

where 𝑈𝑡𝑛 is the thermoneutral potential of the stack, which is a function of both temperature and pressure. 

As previously described, the electrochemical process model is integrated into the Aspen HYSYS® environment 
using a spreadsheet since the software does not present pre-build blocks for modeling electrochemical 
components. The rest of the electrolyzer stack (e.g., inlet and outlet fluid management, temperature and 
pressure settings, etc.) is represented by the common tools made available by the software. Steady-state 
operations have been considered and the fluid thermodynamic conditions (e.g., pressure and temperature) 
are set (e.g., isothermal and isobaric conditions are considered for the whole process). The selected Fluid 
Package is the "Peng-Robinson". The Water dissociation reaction is defined as a conversion reaction occurring 
in the "Electrolysis reactor", which represents the set of electrodes. Based on the thermodynamic operating 
conditions (e.g., temperature, pressure) and load current, the reactor sources the main electro- and thermo-
chemical equations from the spreadsheet defining the reaction products and the electric power required. Urev 
is calculated from the thermodynamic fluid property databases, which are embedded in the software, using 
Eq. (2). The reactor has two material flows at the output: "Reaction Gas" and "Liquid Product", where the latter 
is always null since the molar flow rate of the Water entering the model is equal to the molar flow rate of the 
Hydrogen that is calculated in the spreadsheet using the Faraday equation. The mixture of Hydrogen and 
Oxygen “Reaction gas” is sent to the second component that is the "Component splitter" called "Electrode 
separator": through this component it is possible to separate the oxidation and the reduction semi-reactions in 
the anode and in the cathodic chambers of each cell, respectively. The separator is set up so that the flows 
are chemically pure at the outputs (no crossover phenomena). The current output flows are corrected with the 
HTO that is calculated in the spreadsheet: indeed, the amount of Hydrogen separated from the anode flow by 
the “Flow splitter”, here called “Crossover_Tee”, is subsequently mixed to the Oxygen in the anode. 

 

Figure. 1. Model of the low-temperature alkaline electrolyzer developed in Aspen HYSYS®. 

 

In order to obtain comparable simulation results, the electrolyzer that has been modeled is the same one that 
has been characterized experimentally by Sánchez et al. [12, 13]. It is a small-sized, laboratory scale 
electrolyzer and its main characteristics are listed in Table 1. To obtain the experimental parameters previously 
described, the available experimental data have been fitted by using the Matlab® “Curve Fitting Tool”. The 
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regressions are non-linear and multiple, namely two in the case of the Faraday efficiency and three in the case 
of electric voltage and HTO. 

 

Table 1. Characteristics of the alkaline electrolyzer analysed by Sánchez et al. [12, 13]. 

Main characteristics Numerical value Units of measurement 

Hydrogen production flow rate 2.5 m3/h 

Maximum operating pressure 30 bar 

Electric potential range 

Electric current range 

Maximum power 

The active area of the electrodes 

Number of cells 

0-120 

0-500 

15 

1,000 

12 

V 

A 

kW 

cm2 

- 

Electrolyte concentration  30-40 wt% KOH 

 

3. Results and comments 

The simulations results, in terms of electrolyzer performance, are evaluated as a function of the current density 
(between 0-0.5 A/cm2 with steps of 0.005 A/cm2) and the parametrization of both pressure and temperature 
(between 55-85°C with steps of 5°C, and between 1-29 bar with steps of 4 bar). Aspen HYSYS® allows to 
perform parametric "case studies" and investigate how each variable affects the results while keeping the 
remained parameters fixed. Figure 2 shows the results related to the stack potential at different values of 
temperature and pressure. It is worth noting that the trends of the other quantities such as Hydrogen flow rate, 
etc. have not been here reported. 

 

Figure. 2. (a) Stack voltage trend as a function of current density and temperature (pressure equal to 7 bar), 
and (b) of current density and pressure (temperature equal to 75°C). 

 

In particular, the voltage decreases while the system temperature increases because part of the electric energy 
required for the electrolysis process is replaced by the associated thermal energy developed during the 
reaction (see Figure 2). The increase in temperature also improves the reaction kinetics by reducing the 
activation overpotentials as well as impacting the Urev through the Nernst potential. Furthermore, the electric 
potential rises when the pressure increases due to the Nernst potential and the one related to the ohmic 
overpotential. 

T 

P 
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Figure. 3. Faraday efficiency trend as a function of current density and temperature (pressure equal to 7 
bar). 

 

Figure 3 shows the trend of the Faraday efficiency as a function of current density and temperature according 
to Eq. (8). The Faraday efficiency quickly reaches values close to 1 when current density values higher than 
0.4 A/cm2 are used. Conversely, Faraday efficiency decreases when current density values lower than 0.17 
A/cm2 and the increase of temperature leads to lower Faraday efficiency values. 

 

 

Figure. 4. (a) HTO trend as a function of current density and temperature (pressure equal to 7 bar), and (b) 
of current density and pressure (temperature equal to 75°C). 
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Figure 4a shows that the HTO increases when the current density decreases and tends to increase with the 
increasing temperatures. For this reason, operations with very low values of current density are undesirable 
because it would be preferable to avoid a HTO beyond the flammability limit of a H2/O2 mixture that could lead 
to combustion or explosion [20]. The higher amount of Hydrogen in the Oxygen stream at higher temperatures 
is caused by the higher diffusion velocity at elevated temperatures [17]. Figure 4b still shows an increase of 
the HTO as the current density decreases and as the operating pressure increases. For increasingly small 
current density values, the HTO model shows an asymptotic behaviour with anomalous variations due to lack 
of experimental data for very low currents: this means that the model is only valid for the range of density 
current values for which HTO measurements are available. 

 

 

Figure. 5. (a) Specific consumption trend as a function of current density and temperature (pressure equal to 
7 bar), and (b) of current density and pressure (temperature equal to 75°C). 

 

Figure 5 shows a non-linear dependence of the specific consumption on the current density. In [13], no 
experimental data are available for the specific consumption, but these were obtained with data on Faraday 
efficiency and stack electric potential through Eq. (11). The specific consumption function reaches its minimum 
value at 0.2 A/cm2, and it decreases with increasing temperature (see Figure 5a) due to the decrease of the 
electric potential and increases with the increasing pressure (see Figure 5b) due to the increase of the electric 
potential. The increase of the specific consumption, when the current density decreases below the threshold 
of 0.2 A/cm2, is due to a decrease of the Faraday efficiency that is faster than the electric potential as expressed 
by Eq. (11). The Faraday efficiency and the electric potential increase with the current density, resulting in an 
increasing curve for current densities greater than 0.2 A/cm2. The specific consumption is always between 53 
and 63 kWh/kgH2. 
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Figure. 6. (a) Thermal power trend as a function of current density and temperature (pressure equal to 7bar), 
and (b) of current density and pressure (temperature equal to 75°C). 

 

As for the thermal power, Figure 6 shows how it increases with increasing current density and how this trend 
tends to decrease as the operating temperature increases and to increase as the operating pressure increases. 
This behaviour can be explained by the influence of both temperature and pressure exert on the stack potential: 
as the temperature increases the stack potential decreases, while as the pressure increases the potential 
increases. However, the thermoneutral potential can be considered approximately constant in every case. 
There are not experimental data for the thermal power. To evaluate the results from the developed model, the 
Normal Root Mean Square Error (NRMSE) has been calculated with respect to the literature experimental 
values in the same operating conditions reported in [13] (see Table 2). 

 

Table 2. NRMSE values: comparison between model and experimental results. 

 7 bar, 55°C 7 bar, 65°C 7 bar, 75°C 5 bar, 75°C 9 bar, 75°C 

Electric potential 4.066e-04 3.990e-04 4.095e-04 4.317e-04 - 

Faraday Efficiency 8.253e-05 - 4.871e-05 - - 

HTO 

Specific consumption 

Stack efficiency 

Electric power 

Hydrogen flow rate 

5.519e-04 

4.859e-04 

4.452e-04 

4.153e-04 

6.415e-05 

2.486e-04 

- 

- 

3.295e-04 

- 

3.932e-04 

4.155e-04 

3.903e-04 

3.865e-04 

4.208e-05 

4.115e-04 

- 

- 

2.078e-05 

- 

3.213e-04 

- 

- 

- 

- 
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The regression in Matlab of the cell potential from experimental data was conducted by using the set of Eq.s 
(4) and (5) where the reversible cell potential 𝑈𝑟𝑒𝑣0  is only a function of the temperature (considering isobaric 
conditions (at standard pressure P0 equal to 1 bar) according to [18], while In Aspen HYSYS the reversible cell 
potential is calculated automatically by implementing Eq. (2). The result is that the numerical value of the 
reversible cell potential calculated in Aspen HYSYS® is on average greater than the one calculated with the 
combination of Eq.s. (4) and (5) by 0.0395 V: this is mainly due to the fluid package selected that evaluates 
the trend of the state function of the components in the system. As a result, an average overestimation of 0.474 
V of the electric stack potential of the model developed in Aspen HYSYS® is obtained compared to the 
experimental data; therefore, also other results are overestimated (e.g., specific consumption and electric 
power consumed). Conversely, the stack efficiency is underestimated compared to the experimental data. A 
possible way to increase the accuracy of the model is to perform regressions of the experimental data by firstly 
calculating the reversible potential according to Eq. (2), and then determining the experimental coefficients 
from the equation given by the combination of Eq.s. (1) and (2). 

 

4. Conclusions 
 

This work presents and discusses the development of a semi-empirical simulation model developed with 
Aspen HYSYS® related to a low-temperature Water alkaline electrolysis stack. The main performance 
parameters (e.g., electric power required and stack efficiency) are evaluated according to different input 
conditions (e.g., current density, pressure, temperature, etc.). 

The trend of the electric potential has been obtained as the sum of the reversible potential and the 
overpotentials obtained through non-linear multiple regressions performed in Matlab® with the “Curve Fitting 
Tool” of several empirical parameters. 

Results show a good agreement with the data made available by the scientific literature (experimental data) 
for all the analysed quantities within the selected range of operation parameters. Slight differences have been 
found due to the overestimation of the cell/stack potential related to the electrochemical model: indeed, the 
comparison between the model and experimental results showed NMRSE values ranging between 3.990e-04 
and 4.317e-04. Moving to the Faraday efficiency, values ranging between 4.871e-05 and 8.253e-05 have been 
obtained. Then, the specific consumption values varied between 4.155e-04 and 4.859e-04, the electric power 
variation goes from 2.078e-05 to 4.145e-04, and the Hydrogen flow rate from 4.208e-05 to 6.415e-05 where the 
former is the lowest threshold value obtained in this analysis. On the other hand, as far as the HTO is 
concerned, NRSME values vary between 2.486e-04 and 5.519e-04, where the latter is the highest threshold 
value obtained in this analysis. It is worth noting that these results denote that a simple thermodynamic model 
with the addition of few semi-empirical corrections can represent quite well the operation of the electrolyzer 
stack without requiring excessive simulation efforts in terms of both kinetic and dynamic behaviours.  

The present model will be subsequently implemented in a wider system resembling the behaviour of an 
integrated Hydrogen system composed by, besides the electrolyzer, a metal hydrides Hydrogen storage and 
a fuel cell. Furthermore, the future complete model will also take into account both Water recirculation and gas 
purification processes, which are fundamental in the electrolysis process. 
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Abstract: 

In current times, climate change due to greenhouse gas (GHG) emissions and rising fossil fuel prices create 
the need to focus more on renewable energy to become energy independent. The combustion of solid fuels 
such as biomass is a reliable option for thermal energy production and for combined heat and power 
production. This work focuses on the quality analysis of carbon-rich solid fuel produced by Hydrothermal 
Carbonization (HTC) of green waste (such as leaves, small branches, and grass). The combustion and 
emission performances of the HTC pellets are compared to those of conventional softwood pellets. 
Thermogravimetric analysis, kinetics assessment, and final use tests on a fixed bed boiler were carried out for 
both fuels. Combustion efficiency, boiler efficiency, and emissions factors were experimentally determined, 
computed and compared. Thermogravimetric analyses of the fuels show some qualitative and quantitative 
differences, in particular a third peak of burning rate corresponding to the oxidation of solid carbon, with a high 
activation energy. For similar parameters of boiler operation with HTC pellets, a 7% increase in combustion 
efficiency and a 7% increase in boiler efficiency were observed. However, higher particulate matter and CO 
emissions were observed. Results suggest that the air/fuel ratio can be further optimized for the use of HTC 
pellets for this type of boiler. This makes HTC pellets a promising fuel to help tackle climate change. 

Keywords: 

HTC pellets; softwood pellets; thermogravimetric analysis; boiler efficiency; PM; gaseous emissions. 

1. Introduction 
In the last few decades, biomass as an energy resource has been considered an attractive alternative to fossil 
fuels in reaching the European target to reduce carbon dioxide emissions [1]. Nevertheless, others 
transformation routes of biomass into more valorized goods can be considered, such as biochemical products 
and raw materials for other industries. This could transform the perspective of biomass as an energy resource, 
especially woody biomass [2]. Biomass resources from agriculture wastes, grass, leaves, sludge from 
anaerobic digestion, and urban green wastes have great potential as energy resources. However, such 
resources with low energy density, high moisture, and high alkali content are still challenging to direct 
combustion in conventional boilers, especially in issues related to ash formation [3]. Therefore, biomass 
resource pre-treatments and raw biomasses upgrade into better-quality biofuels have a substantial potential 
to increase the feasibility of their use for heat and power generation [4, 5].  

Hydrothermal carbonization (HTC) has been considered an efficient alternative for upgrading raw combustible 
material [6], especially for organic feedstock with high moisture contents [7]. Nevertheless, the final use of 
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such solid fuel, as well as biomass fuels, brings some attention to the emissions issues, especially particulate 
matter emissions [8, 9]. Therefore, the present study aims to carry out a thermal and emission characterization 
of HTC pellets through a kinetics description of the fuel, as well as a final use combustion experiment in a 40 
kW pellets boiler for efficiency and emission assessment. 

2. Material and methods 
HTC pellets produced via HTC treatment of green waste were tested and compared to softwood pellets as a 
reference. The kinetics description was developed by employing Thermogravimetric Analysis (TGA) in a 
Mettler Toledo TGA/DSC 3+ STARe System. The TGA experiments were conducted under an air atmosphere 
of 60.0 mL/min, for both softwood pellets and HTC pellets. 

The thermal and environmental efficiency of HTC pellets combustion was assessed at the Vrije Universiteit 
Brussel biomass laboratory on a 40 kW laboratory boiler manufactured by HS TARM (USA). It has a gas-in-
tube heat exchanger with helical rods. The boiler is designed for fuels in the form of pellets and chips. It is 
connected to the thermal network equipped with a PLC control system from Siemens (Desigo CC Compact). 
It is equipped with various sensors to control and measure the flow rate and temperatures along the network 
and on the exhaust gas. Two combustion tests were carried out, the first using a high-quality fuel as wood 
pellets, which was taken as a reference for the second test using HTC pellets. In both tests, the exhaust gas 
composition was measured with a portable emission analyzer HORIBA PG-250. The particulate matter was 
measured using an ELPI+ (Electrostatic Low-Pressure Impactor). Additionally, the flue gas temperature and 
circulation water temperatures were measured. Also, the fuel hopper was continuously weighted to account 
for the fuel consumption rate. 

2.1. Experimental setup for emissions assessment 

Figure 1 shows a scheme of the measurement equipment used for conducting the softwood pellets and HTC 
pellets tests. 

 

Figure. 1.  Scheme of equipment for measuring particulate and gaseous emissions. Source: taken from [10] 
and modified by the authors. 

While performing the particulate matter (PM) measurement with the ELPI+, the flue gases were first diluted in 
a dilution system to control parameters like temperature, humidity, and particulate concentration according to 
the specifications of the measuring device. This configuration increases the instrument’s life and minimizes 
the probability of modifications in the PM distribution due to aerosol chemistry during the measurement 
process. In this particular setup, a two-stage dilution system manufactured by Venacontra has been used, as 
shown in [11]. 

2.2. Indexes for combustion characterization and kinetics 

The ignition and burnout characteristics of a fuel are commonly related to the ignition temperature (𝑇i) and the 
burnout temperatures (𝑇𝑏). Ignition temperatures are estimated graphically (Tangent Method), and the first 
peak point of the TG first-derivate (DTA) is used as an intersection point with the TG curve, as it is described 
in [12, 13]. 

The fuel thermal degradation is expressed as Eq. (1) shows, with 𝑊𝑖 being the initial mass fraction of the 
sample, 𝑊 the remaining mass fraction of the sample, and 𝑊f the final mass fraction of the sample 



𝛼 = 𝑊𝑖−𝑊𝑊𝑖−𝑊𝑓.  (1) 

The burnout temperature can be estimated via the “Conversion Method”, suggested by [14]. The method uses 
a simple criterion for selecting the burnout temperature, which considers 𝑇𝑏 at the point where the fuel reaches 
99% of thermal degradation (𝛼 = 0.99). Also, the tangent method can be used. Nevertheless, authors such as 
Liu et al. suggest that in cases where the air is used as a carrier gas during TGA two distinct peaks appeared; 
then the tangent method should be used for the estimation of burnout temperature by using the second DTG 
peak as intersection point instead of the first DTG peak [12].  

Combustion characteristics of biomass fuels can be assessed by the index S [15], Eq. (2) shows the formula 
to compute a comprehensive combustion index 𝑆 = (d𝑋 d𝑡⁄ )max∙(d𝑋 d𝑡⁄ )mean𝑇i2∙𝑇b .  (2) 

The index considers the maximum fuel conversion rate [(d𝑋 d𝑡⁄ )max] and the average value [(𝑑𝑋 𝑑𝑡⁄ )mean]. 
According to [16], a higher comprehensive combustion index represents a higher fuel reactivity and thus a 
better combustion performance of the fuel. In a biomass combustion process, pyrolysis is one of the most 
difficult stages to accurately account for. Nevertheless, some general conversion routes can be assumed, of 
the form: biomass → char + volatiles + gases. Depending on the pyrolysis regime, the amount of products can 
vary [17, 18]. In this work, the combustion reaction kinetics of softwood pellets and HTC pellets are studied by 
using data obtained from TGA experiments. There are several methods available in the literature for modelling 
the combustion reaction kinetics, such as the Kissinger-Akahira-Sunose (KAS) method [19, 20], Ozawa-Flynn-
Wall method (OSF) [21, 22] or Coats – Redfern method [23]. The present study selected the Coats – Redfern 
method, considering the simplicity of the method and the possibility to estimate the activation energy as well 
as the pre-exponential factor. 

2.3. Efficiency and emission factor calculation 

Besides the theoretical study of the combustion reaction kinetics of the HTC pellets, the final use application 
of this HTC fuel was also assessed experimentally. In the present study, the boiler and combustion efficiencies 
are calculated from the parameters measured during the experiments, in this case using a more practical 
approach. Equation (3) shows the efficiency calculation of a boiler using the direct method 𝜂𝐵 = �̇�𝐿�̇�F.  (3) �̇�𝐿 represents the thermal power transferred from the fuel to the feeding water of the boiler. As the water vapour 
in the exhaust gases is not condensed, the LHV is used to compute the thermal power from the fuel �̇�𝐹. The 
indirect method for computing the efficiency in the boiler is a more interesting option, considering the possibility 
to identify the critical point related to all the effects that cause a reduction in boiler efficiency. However, a boiler 
and combustion efficiency calculation by the indirect method require a representative sampling of bottom and 
fly ashes in the boiler. In a small fixed-bed boiler, at least 24 hours of operation will be necessary to get an 
expected amount of bottom ash, completing one cycle of ash out of bed. Nevertheless, Good and Nussbaumer 
have proposed and simplified method for computing the combustion efficiency of biomass boilers [24, 25]. The 
method has been successfully applied if CO ≤ 0.5 vol%, CO2 ≥ 5 vol% and for exhaust gas temperatures below 
400°C [26]. 𝜂𝐶 = 100 − 𝐿Th − 𝐿Ch,  (4) 

Equation (4) relates the combustion efficiency to two parameters: the thermal (𝐿Th) and chemical losses (𝐿Ch). 𝐿Th = (𝑇fg−𝑇A){1.39+ 122CO2+CO+0.02∙𝑢}LHV100 −0.2442∙u ,  (5) 𝐿Ch = COCO2+CO 11800LHV100 −0.2442∙𝑢. (6) 

𝑇fg  and 𝑇A  stand for the temperature of the exhaust gases and atmosphere . CO  and CO2  are the carbon 
monoxide and carbon dioxide volume fractions of the dry flue gases. u represents the fuel moisture expressed 
in percentage. 

Additionally, expressing the energy balance on the boiler, some approximation of the losses regarding 
unburned carbon on bottom and fly ash can be made. Equation (7) represents the energy balance for a steady-
state operation of the boiler �̇�in = �̇�out.  (7) 



Then, identifying all energy flows involved in the process, as Eq. (8) shows, an estimation of energy losses 
regarding unburned fuel (�̇�UBF) can be computed as �̇�F = �̇�L + �̇�FG + �̇�UBF + �̇�RC.  (8) 

The values of the thermal load and thermal power from the fuel are known values from the direct method 
mentioned earlier. The losses by radiation and convection (�̇�RC) of the boiler can be neglected. However, 
Lyubov et al. found that for industrial hot-water boilers, the losses by convection and radiation to the 
environment are less than 0.5% of the thermal power supplied by the fuel to the boiler furnace [27]. Then, with 
the value of losses by unburned fuel, Eq. 9 can be used to compute the combustion efficiency, which is based 
on the total power from the fuel and the power not used by unburned fuel. 𝜂C = (1 − �̇�UBF�̇�F ),  (9) 

The emission factors (EF) are computed on an energy density basis, allowing to compare emissions factors 

from different combustion tests without considering differences in oxygen concentrations.  

 𝐸𝐹e = �̇�i/∆𝑡(�̇�f/∆𝑡)∙LHV.  (10) 

In Eq. (10), 𝑚i represent the mass of each pollutant emitted during the considered time window (∆𝑡). The 
emissions factors for particle number of PM2.5 and PM10 are computed according to Eq. 9-10. 𝑛PM = yn ∙ DR2 ∙ �̇�fg,dil,dry,  (11) EFPMx = nPM/∆𝑡(ṁf/∆𝑡)∙LHV.  (12) 

In Eq. (11), 𝑦n represents the particle number, 𝐷𝑅2 stands for dilution ratio at dilution stage two and �̇�fg,dil,dry 
represent the volumetric flow of diluted exhaust gases at dry conditions. 

3. Results and discussions  

3.1. Characterization of fuel combustion 

Table 1 summarizes the significant properties of physicochemical characterization of the fuels burned during 
the TGA experiments and the combustion tests. It can be noticed that HTC pellets have a higher Lower Heating 
Value (LHV) than softwood pellets, about 18% higher. The higher LHV of the HTC pellet is reflected in the 
higher fixed carbon content, which is expected in a highly carbonized product obtained from the HTC process. 
From elemental composition, chlorine compound is present in the tested HTC pellets, in low amounts but still 
the potential source of corrosion issues. 

Table 1.  Physicochemical characterization of the analyzed fuels. Source: data adapted from [10, 28, 29]. 

Property Units Softwood pellets HTC pellets 
Bulk density  kg/m3 ≥630 696 
Lower Heating Value MJ/kg_db  ≥18.8a 23.12 
Higher Heating Value MJ/kg_db  ≥20.2a 24.36 
Moisture content wt%, ar <8 5.8 
Volatile matter wt%, ar (77.7) 69.1 
Fixed carbon wt%, ar (22.3 30.9 
Ash content wt%, ar (0.3) 11.0 
Carbon (C) wt%, db (52.2) 57.9 
Hydrogen (H) wt%, db (5.9) 5.7 
Nitrogen (N) wt%, db ≤0.3 1.26 
Oxygen (O) wt%, db (39.1) 23.3 
Sulfur (S) wt%, db ≤0.04 0.137 
wt%: percentage on weight basis; ar: as received; db: dry basis; daf: dry basis and ash free. The values in brackets are the median of 
similar softwood pellets taken for the original author [10] from the public Phyllis2 database. aThe heating values were computed by the 
original author [10] using the Boie model [30]. 

In general, during TGA experiments of lignocellulose-biomass under oxidative conditions, an initial drying step 
can be observed (of free water, crystal water and absorbed water) which extends from room temperature up 
to about 170°C (A). The second step is when volatilization and combustion of volatiles start, which could extend 
from about 120°C up to about 420°C (B). Then, a third step of char oxidation starts from a range temperature 



of about 310°C up to about 520°C (C). Finally, the burnout step appears, when all remaining char is depleted, 
starting at about 480°C (D) [31, 32]. The temperature range of each step of biomass combustion shown by the 
TGA experiments varies with the type of biomass and is also affected by the heating rate. However, the values 
showed could be taken as reference values for other biomass samples, considering that the mentioned author 
analysed 12 different biomass resources with heating rates of 10 ℃ min⁄  and 20 ℃ min⁄ . 

Figure 2(b) shows the TGA of softwood pellets and Fig. 2(a) shows the derivative thermogravimetric curve 
(DTG) of softwood pellets. The drying step extends from 25°C up to 95°C. It is followed by an almost flat zone, 
where a nearly constant weight loss rate (of about 0.42%) is observed, over a temperature range of about 
100°C. The more active drying range and the almost constant weight loss rate were grouped into step A. Step 
B corresponds to the release and combustion of volatiles, coming from the hemicellulose at the beginning of 
the step and cellulose at the end of the step. It is where the highest weight loss is observed, between 197°C 
and 357°C. Step C is in a range of about 357°C to 500°C, where the char coming from the lignin is oxidized, 
however, some authors point out that some char could appear at the end of step B as well [17, 33, 34]. The 
burnout step starts from 500°C, where char is completely oxidised. For the purpose of the present analysis, 
two zones were further studied, zone I (197°C - 357°C) and zone II (357°C - 500°C). 

 

Figure. 2.  Thermal degradation of softwood pellets, a) the derivative of thermogravimetry (DTG) analysis 
and b) thermogravimetry analysis (TGA). 

Figure 3(b) shows the TGA of HTC pellets and Figure. 3(a) shows the derivative thermogravimetric curve 
(DTG) of HTC pellets. As for the softwood pellets, four steps can be identified (A to D), but there are some 
important differences in these combustion steps. Step A extends in the temperature range of about 15°C more 
for HTC pellets than for softwood pellets. Additionally, two distinct peaks can be appreciated. The first one is 
from 25°C to 117°C, which is assumed to correspond to the evaporation of free water in the fuel and the second 
from 117°C to 212°C, corresponding to the evaporation of the crystal water and absorbed water, contained in 
the ashes which in this case is about 36 times higher than for softwood pellets. Step B extends from 212°C to 
322°C. The temperature span for this step is 50°C less for HTC pellets than for softwood pellets, which 
suggests a smaller quantity of volatiles released for the HTC pellets case, as confirmed by the volatile contents 
given in Table 1.  



 
Figure. 3.  Thermal degradation of HTC pellets, a) the derivative of thermogravimetry (DTG) analysis and b) 
thermogravimetry analysis (TGA). 

Step C, from Figure 3a, shows a quite different shape for HTC pellets than for softwood pellets.  The peak 
corresponding to the zone of maximum burning rate for step C is similar to the peak observed in step B. Also, 
the burning rate is quantitatively similar, however, step C starts at 322°C and ends at about 477°C. For the 
softwood pellets the higher part of the fuel mass is released in step B: 59.3% versus 34.9% during step C. The 
opposite trend is observed for HTC pellets, 34.5% of the mass is released in step B, versus 45.4% in step C. 
Another peculiarity of step C is that there is a second peak, after a big peak there is a trend in the TGA (Figure 
3b) where the mass burned remains almost constant from 477°C to 622°C, with a weight loss of only 1.8%. 
But after 622 °C, the weight loss starts to increase making a second peak in step C. It can be noticed in a 
clearer way from DTG curve (Figure 3a) from 622°C up to 687°C The peaks shown in the DTG curve of HTC 
pellets were defined as three zones of kinetics interest for further analysis, as pointed out in Figure 3a. In 
general, the smaller difference in the burning rate of the two peaks showed by the HTC pellets, compared to 
the bigger difference between the two peaks of step B and C of softwood pellets, strongly suggest a less 
chaotic burning rate and better combustion stability for the HTC pellet.  

Table 2.  Characteristic combustion parameters for softwood pellets and HTC pellets. 

Biomass 
sample 

Ignition  
Temperature (°C) 

Burnout  
Temperature (°C) 

Temperature at maximum 
burning rate (% min⁄ ) 

Index S (min−2 ∙ K−3) 
Softwood pellets 257 474 (500)a 293 1.45∙10-10  

(1.23∙10-10)b 
HTC pellets 259 392 (687)a 301 1.450∙10-9 

(2.57∙10-10)b 
a The value in brackets represents the estimated burnout temperature using conversion methods. b The value in brackets corresponds to 
the recomputed comprehensive combustion index, based on the new burnout temperature. 

Table 2 shows the comprehensive combustion index S, where it clearly can be seen that the index is bigger 
by about one order of magnitude for HTC pellets than for softwood pellets. Some authors claim that a higher 



S index indicates a higher fuel reactivity and a better fuel combustion performance. The ignition temperature 
of both fuels is quite similar, which means that HTC pellets are as easy to ignite as softwood pellets. 

Nevertheless, the burnout temperature obtained from the tangent method is smaller for HTC than for softwood 
pellets but considering Figures 2 to 3, it can be noticed that the tangent method showed a poor physical 
meaning regarding burnout temperature. Then, using the conversion method, as it is suggested by Lu and 
Chen [14], HTC pellets and softwood pellets burnout temperature can be estimated again, which leads to 
500°C and 687°C for softwood pellets and HTC pellets, respectively. The new burnout temperature allows 
recomputing a comprehensive combustion index, which in this case is for both cases in the same order but 
slightly better for HTC pellets.  

Char oxidation is a multi-phase phenomenon and between 477°C and 722°C the inorganic compounds from 
the ashes form the bigger part of the remaining fuel mass. It can be that some small amount of char is trapped 
in the ashes, and as a consequence, a higher temperature and longer time could be required for the diffusion 
of oxygen to reach the char and be completely depleted. This can be the reason for higher burnout 
temperatures; in some way, a higher temperature will enhance the porosity of the remaining particles and as 
result, oxygen diffusion to the char can be enhanced. 

 

Figure. 4.  Fitting curve for thermal reaction stages of softwood pellets. 

 

Figure. 5. Fitting curve for reaction stages of HTC pellets. 

Figure 4 to 5 show the fitting curves of softwood pellets and HTC pellets for different combustion reaction 
stages, by means of multiple first-order reactions. The TGA DTG curves for softwood pellets were divided into 
two main reaction stages or reaction zones, in the temperature range of 197°C to 357°C (zone I in Figure (2a)) 
and from 357°C to 500°C (zone II in Figure (2a)). In both reaction zones, the correlation coefficients are higher 
than 0.91, which suggests that the assumption of a first-order reaction might be sufficient for first-order 



modelling of the pyrolysis and char oxidation processes. The first reaction zone considers the volatilization and 
combustion of volatiles and the second is the volatilization and combustion of char. The time of both reaction 
zones is quite the same, but zone II occurs at a lower burning rate than zone I, about 2.2 times lower than 
zone I. Table 3 shows the kinetic parameters for tall reaction zones, outlined in Figure 4 to 5. The required 
activation energy is bigger for zone I than for zone II, suggesting a slower reaction rate for such zones. 

Table 3.  Kinetic parameters in different temperature ranges. 

Biomass 
sample 

Temperature range 
(°C) 

Activation energy (kJ/mol)  
Pre-exponential factor (min−1) 

Softwood pellets 197-357 46.32 1.61∙106 
 357-500 42.32 3.98∙106 
HTC pellets 212-322 41.50 3.92∙106 
 322-477 24.27 4.77∙107 
 622-687 62.61 1.88∙106 
 

The TGA DTG curves for HTC pellets were divided into three main reaction zones, showing correlation 
coefficients above 0.90. The first reaction zone represents the volatilization and combustion of volatile and the 
second is the volatilization and combustion of the major part of char. In this case, as a highly carbonized fuel 
obtained by means of the HTC process, the fixed carbon is in a higher quantity than conventional lignocellulosic 
biomass and therefore burning rate peaks are quite similar. However, the activation energy of the reaction in 
zone II is 1.7 times smaller than the activation energy in reaction zone I. The combustion zone III can be 
assumed as an extension of the char volatilization of zone II, which requires the highest activation energy of 
all zones considered in HTC pellets. The analysis of zone II and III together or even the analysis of zone III 
alone, suggests that there is a small amount of char that is the reaction rate limiting, which kinetically speaking 
is the critical route of HTC pellets combustion. 

3.2. Characterization of the final use of HTC pellets 

Figure 6 shows the difference in boiler efficiencies between the tests performed with softwood pellets and HTC 
pellets, which is around 6% higher for HTC pellets. 

 

Figure. 6.  Boiler efficiency (direct method) and combustion efficiency calculated from indirect method and 
using the empirical method. 

The indirect method for the calculation of the boiler efficiency showed that flue gas losses accounted for about 
18% for HTC pellets and 22% for softwood pellets. The losses regarding the unburnt fuel (�̇�UBF term in Eq. 
(8)) of HTC pellets and softwood pellets were about 8% and 15%, respectively. Visual observation at the end 
of the tests confirmed the values obtained for losses by unburned fuel. Figure 7 shows the bottom ash collected 
at the end of each test. The highly unburnt charcoal in the bottom ash of softwood pellets could suggest the 
need for more extended boiler operation (more than 3 hours) in steady-state operation for bottom ash 
sampling. A complete cycle of ash out boiler bed could be necessary. Nevertheless, for the HTC pellets test 
without complete bottom ash out of the boiler bed, the picture of Figure 7a shows a higher charcoal burnout. 



 
Figure. 7.  State of bottom ash at the end of the tests, a): HTC pellets and b): softwood pellets. 

The temperature difference between exhaust gases and the environment for both fuel tests is nearly the same, 
with only two degrees Celsius difference between each test. Still, the difference in a loss regarding hot gases 
is mostly by the mass flow rate. Both fuels are burned with similar air-fuel ratios (AFR): 29.3 kgair kgfuel⁄  for 
softwood pellets and 29.5 kgair kgfuel⁄  for HTC pellets. Despite AFR for HTC pellets being slightly higher than 
for softwood pellets, the low energy density of softwood pellets makes it necessary to supply more fuel mass 
into the combustion chamber than for the other fuel. As a result, more air is needed, and more exhaust gases 
are obtained, leading to more heat losses to the atmosphere. Figure 3 shows that the combustion efficiency 
of HTC pellets is higher than the combustion efficiency of softwood pellets. Despite the quantitative differences 
shown by the methods, consistent results are obtained, as both methods tend to show that HTC pellets are 
more efficiently burned. 

 
Figure. 8.  Emission factor for softwood and HTC pellets. 

Figure 8 shows the emission factor (EF) for the measured gaseous emissions, where it can be seen that the 
softwood pellets emit more carbon dioxide per unit of fuel energy (7 g/MJ). This slightly higher EF for carbon 
dioxide could mean that softwood pellets tend to convert more carbon during the pyrolysis and gasification 
phases, see zone II as illustrated in Figure 4a. Indeed, the peak of the char gasification for softwood pellets 
occurs at a higher temperature than for HTC pellets (416°C for Softwood pellets and 336°C for HTC pellets). 
The volatiles released during this stage therefore find better kinetics conditions for the complete oxidation of 
gaseous combustible material. As expected, carbon monoxide EF is bigger for HTC pellets than for softwood 
pellets, which is related to the slow reaction rate of the kinetics in reaction zone III, shown in Figure 3a. On the 
other hand, the HTC pellets have a higher fixed-carbon content with 8.6% more fixed carbon than the softwood 
pellets. In general, the lower combustion efficiency showed by the softwood pellets is related to the amount of 
unburned char found in the bottom ash. The lower density and lower LHV of softwood pellets than HTC pellets 
lead to a higher mass flow rate of pellets in the fixed bed of the boiler, making it more difficult for the conditions, 
in terms of combustion aerodynamics and heat transfer, to reach complete char gasification and consequently 
oxidation. 

The NOx emissions in the boiler come from two main sources, i.e., thermal NOx and fuel NOx. The thermal NOx 
formation route is the NOx source attributed to the high temperature in the furnaces. The second one is 
associated with nitrogen content in the fuel. The first sources could be minimaxed by managing the boiler's air 



supply and reducing the furnace's average temperature. However, regardless of how the fuel is burned, about 
a third of the nitrogen in solid biofuel is converted to nitrogen monoxide [35]. EF-NOx of HTC pellets shows a 
considerably higher value than softwood pellets, which was expected considering that elemental analysis (see 
Table 1), nitrogen in the fuel is more than four times higher for HTC pellets than softwood pellets. But, 
considering the higher energy density of HTC pellets, thermal NOx formation could play an essential role in the 
NOx emission behaviour shown during the test. 

 

Figure. 9.  Emissions factor of softwood and HTC pellets for PM2.5. 

The particulate matter measurements show that more than 99% of the particle’s emissions were concentrated 
up to 2  μm. Then, the emission factor for particulate emission was computed only for PM2.5 (see Figure 9). 
The EF-PM2.5 for HTC pellets was more than two times higher than for softwood pellets. Figure 9 shows that 
for particles diameter between 0.0091 to 0.0248 μm, PM emission for softwood pellets was higher than for 
HTC pellets. Still, for particle diameter from 0.0406 to 3.0169 μm HTC pellets, PM2.5 emission was far higher 
than for softwood pellets. It can be realized that more than 99% of particles’ emissions up to 2  μm  are 
concentrated between particle diameters from 0.0091 μm to 0.43 μm. 

 
Figure. 10.  Particle number distribution and distribution of cumulative particle diameter. 

Figure 11 clearly shows how the PM emission of softwood pellets is higher in the zone of smaller particle 
diameter and higher particle diameter than HTC pellets particles emission. Nevertheless, the total particle 
number emission was higher for HTC pellets than for softwood pellets. 
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Figure. 11.  Particle-number size distribution (PNSD) versus average particle’s diameter in logarithm 

coordinate. 

4. Conclusions 
In this paper, a comparative study has been carried out on the combustion kinetics, efficiencies and emissions 
of HTC pellets and softwood pellets.  

The kinetics study of softwood pellets showed two characteristic peaks in combustion zone I and II, as 
expected and the activation energies were found to be quite similar in both reaction zones. However, HTC 
pellets showed a presumed small amount of char to be gasified in reaction zone III, which takes quite a higher 
activation energy to start its conversion and therefore gives rise to a very slow reaction rate.  

The combustion tests of softwood pellets and HTC pellets have shown that HTC pellets outperform softwood 
pellets in terms of boiler efficiency and combustion efficiency. However, HTC pellets showed a higher emission 
factor for carbon monoxide and NOx compared to softwood pellets. For both emission factors, it seems that 
some optimization in terms of the air-fuel ratio can be performed to reduce the average temperature in the 
combustion chamber and to increase the mixing of the air and the fuel. Both effects are highly desired to 
minimize thermal NOx and CO emissions, respectively. Nevertheless, the particulate emission showed a high 
number of particles in the combustion of HTC pellets. Therefore, special attention is required for the correct 
setting of the air-fuel ratio during the combustion of HTC pellet fuel. 
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Abstract: 

For a future fossil-free energy system, solutions for hard-to-abate sectors like maritime transport need to be 
found. Dimethyl ether (DME) produced from sustainable biomass, like wheat straw, is a promising fuel for 
substituting fossil Diesel fuels in marine engines. In this work, biorefineries based on wheat straw gasification 
were designed and analysed. The biorefineries produced DME via two-stage synthesis, where syngas was 
first synthesized to methanol, before methanol was dehydrated to DME in a second step. In addition, bio-ash 
was produced, which acts as a soil amendment and carbon sink, when returned to the fields. The biorefineries 
included alkaline electrolysers for producing hydrogen to increase the carbon and energy efficiency of the 
plants. In this work, the addition of hydrogen at different process locations was investigated: 1) at high 
temperatures, enabling the conversion of CO2 to CO via the reverse water gas shift reaction or 2) at low 
temperatures. In addition, the amount of hydrogen added through the electrolysers and the amount of gas 
(containing mainly H2, CO and CO2) purged after the methanol reactor were varied. By increasing the amount 
of hydrogen in the system, carbon efficiencies >98 % were achieved, independent of the location of the 
hydrogen addition and purge ratios used. Reducing the purge ratio enabled to produce more DME at the same 
amount of hydrogen added, leading to higher energy efficiencies. Hydrogen addition at low temperature 
achieved higher energy efficiencies compared to hydrogen addition at high temperatures, because it enabled 
the operation of the electrolysers at high pressures of 30 bar and reducing the electricity consumption in the 
compressors. In general, any measures of increasing the energy and carbon efficiency led to an increase in 
the size of the methanol reactor, leading to a trade-off between investment and operational costs. 

Keywords: 

Biofuel, Biomass gasification, Dimethyl ether (DME), Hydrogen quench, Power-to-liquid, Wheat straw 

1. Introduction 
A transition from the fossil fuel based energy system we live in today to an energy system based on renewable 
energy sources is necessary for reducing climate change. In many sectors this can be achieved by 
implementing electricity production from renewables, like wind and solar, and electrifying processes. However, 
there are hard-to-abate sectors like the maritime transport and the aviation sector, where electrification is not 
possible. Lund et al. [1] show that sustainable use of biomass for producing fuels for these sectors is important 
for achieving the decarbonization goals. For Denmark, wheat straw has been identified as an important 
feedstock for a sustainable production of fuels for the maritime transport sector via gasification and similar 
processes [1], [2]. 

The use of wheat straw in gasification is challenging due to a high ash content and its low melting temperature. 
The low-temperature circulating fluidized bed (LT-CFB) gasifier is designed for enabling the efficient 
conversion of difficult residual biomasses, like straw and manure [3]. In addition to the efficient conversion, the 
LT-CFB gasifier enables also the production of bio-ash or bio-char, which acts as a carbon sink and improves 
soil properties, when returned to the fields [4]. The produced gas from the LT-CFB gasifier contains a high tar 
content, making it unsuitable for downstream fuel synthesis without further treatment. 

In our previous works, fuel production plants based on the LT-CFB gasifier were designed and analysed based 
on their carbon efficiency [5] and exergy efficiency [6]. The carbon efficiency describes, how much of the 
carbon in the feedstock (i.e. wheat straw) is ending up in the produced fuels and bio-ash. This value is an 
important measure, because plants with a high carbon efficiency enable to replace a larger part of the fossil-
based fuels with the same amount of limited biomass resources. In the studies, the tars are catalytically 
deoxygenated and then condensed, yielding a high-quality bio-oil. The remaining tar-free gas is used to 
produce electricity, synthetic natural gas (SNG) or dimethyl ether (DME). In the SNG and the DME production 



plant, electrolytic hydrogen is produced and used for increasing the amount of produced fuel. The results show 
that the SNG production plant reaches the highest carbon and exergy efficiencies, followed by the DME and 
the electricity production plant. The results show that the DME production plant suffers from an inefficient 
conversion of tar-free gas to DME, due to the hydrocarbons remaining in the gas after the bio-oil condensation. 

The DME production plant was further investigated, because of the promising properties of DME as a substitute 
for fossil fuels in marine diesel engines [7]. In [8], we showed that the carbon efficiency of a DME production 
plant based on the LT-CFB gasifier can be increased significantly by changing the plant layout. The carbon 
efficiency can be improved by using a partial oxidation step after or instead of the tar deoxygenation and 
condensation. This enables the reforming and cracking of the hydrocarbons (and tars, in the cases without 
bio-oil condensation) and making the carbon available for DME synthesis. The use of two-stage DME synthesis 
instead of one-stage synthesis further increases the carbon efficiency. In the two-stage synthesis, methanol is 
first synthesized from the tar-free gas. The methanol is then dehydrated to DME and water in a second reactor. 
In the one-stage synthesis, both reactions are taking place in the same reactor, leading to the production of 
CO2 as a by-product, reducing the carbon efficiency of the plants. Lastly, a hydrogen quench, where hydrogen 
is added at high temperatures directly after the partial oxidation step, can further increase the carbon efficiency. 
The analysis of 14 different plants showed that in most of the cases, an increase of the carbon efficiency also 
leads to an increase in energy efficiency. Higher efficiencies also mean that more hydrogen and hence more 
electricity is needed in the plants. While the study showed how the carbon efficiency can be increased by 
changing the plant layout, the influence of different design parameters was not investigated, due to the 
complexity of the study, caused by the number of plants included. 

 

Figure 1.  General flowsheet of the investigated plants. Note: The difference between the 

investigated plants lays in the block “Gas Conditioning, Electrolysis & Compression” as shown in 

Figure 3 
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In this work, two of the most promising plants were used for investigating the influence of two important design 
parameters, the amount of hydrogen addition and the purge ratio in the methanol synthesis loop, on the carbon 
efficiency and the energy efficiency. In addition, the influence of these parameters on the size of the methanol 
reactor, a key component in the synthesis part, was evaluated by analysing the change in mole flow rate to 
the reactor. The two investigated plants as well as the design parameter variation are explained in detail in the 
following section. 

2. Methods 

2.1. System layout 

In this work, two different plant layouts for the production of DME and bio-ashes from wheat straw were 
investigated. Figure 1 shows the general plant design of the two different plant layouts. Wheat straw (stream 
S1) was gasified in the LT-CFB gasifier, using oxygen (61) from an alkaline electrolyser, producing a tar-laden 
gas (1) and bio-ash (S2). The tar-laden gas was then cooled from 660 °C to 500 °C before any remaining 
particles were removed in a ceramic filter. After that, the gas (3) entered a block, where the tars and 
hydrocarbons in the gas were cracked and reformed, before adding electrolytic hydrogen and compressing 
the gas to the required synthesis pressure. The pressurized gas (10) was then mixed with the recycling stream 
(19) and preheated before entering the methanol reactor (12). 

The mixture of methanol, water and other light fractions out of the methanol reactor was then cooled down 
(streams 13-16) before entering a vapor-liquid (VL) separator. The vapor exiting the top (17) was split, with the 
major part (18) being recycled to the methanol reactor and a smaller purge stream (20) being sent to a gas 
engine in order to avoid the accumulation of inerts in the system. Liquid at the bottom (22) was sent to the 
block for DME synthesis and distillation columns. The detailed layout of the block is shown in Figure 2. The 
DME synthesis block yielded a DME stream (36) with a purity of 99.99 %, an offgas from the topping column 
(26), which is sent to the gas engine and a water stream (43) from the methanol column. The purge gas (21) 
and the offgas (26) were burned in a turbo charged gas engine, producing electricity and district heating, using 
air (A1) as oxidant. The exhaust gas (48) from the gas engine was cooled, providing district heating and 
process heat. 

 

Figure 2.  Detailed flowsheet of the DME synthesis and distillation columns section. 

Figure 3 depicts the two different layouts for the gas conditioning block. In both cases, the tar-laden gas (stream 
3) was first preheated to 𝑇𝑇POX,preheat = 600 °C before entering the partial oxidation (POX) reactor. Pure oxygen 

(52-57) from the electrolyser was used for the POX. The oxygen was also preheated to 𝑇𝑇POX,preheat = 600 °C 

and mass flow rate was controlled to reach an outlet temperature of 𝑇𝑇POX = 1200 °C.  

The differences between the two investigated layouts lay in the location of hydrogen addition. In the first layout 
(without hydrogen quench), hydrogen was produced in an alkaline electrolyser and added at low temperatures 
(51). This enabled to operate the electrolyser at a pressure of 30 bar and mixing the hydrogen with the tar-free 
gas after cooling and compressing the gas in a 4-stage compression with intercooling. The gas and hydrogen 
mixture (9) was then compressed to a pressure of 85.1 bar in the final compression stage. The high-pressure 
electrolysis also enabled the expansion of preheated oxygen (53) using turbines, recovering some electricity. 
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Figure 3.  Flowsheet of the gas conditioning block of the two different plant layouts. Left: Plant 

without hydrogen quench (hydrogen addition at low temperature). Right: Plant with hydrogen 

quench (hydrogen addition at high temperature directly after POX). 

In the second layout (with hydrogen quench), hydrogen was preheated to 600 °C and injected directly after the 
POX in a hydrogen quench reactor (stream 52). At temperatures above 900 °C, the reverse water gas shift 
(rWGS) reaction is promoted [9], leading to the conversion of CO2 to CO, as shown in eq. (1). This process is 
referred to as hydrogen quench. Due to the addition of hydrogen after the POX at low pressures, the alkaline 
electrolysis was operated at low pressures as well.  𝐶𝐶𝐶𝐶2 + 𝐺𝐺2 ↔ CO + H2𝐶𝐶   41 kJ/mol (1) 

2.2. Modelling and assumptions 

The plants were modelled and simulated using the software Aspen Plus V11 [10]. The components were 
modelled in a zero-dimensional approach [11]. The property method RK-SOAVE (Redlich-Kwong-Soave) [12] 
was used for the LT-CFB gasifier, gas conditioning and gas engine, including the heat exchangers used before 
and after these components. SR-POLAR (Schwartzentruber and Renon) [13] was used for the remaining 
components. Vapor-liquid equilibrium (VLE) was assumed for all streams, except of those, where DME, 
methanol and water were present. In those streams vapor-liquid-liquid equilibrium (VLLE) was calculated. The 
solid streams and more complex liquids, namely straw, char, bio-ash, and tars were handled as so-called non-
conventional streams. Non-conventional streams are only characterized by a constant heat capacity and a 
higher heating value (HHV) and are not considered in the chemical equilibrium. The HHV for the non-
conventional compounds was estimated using eq. (2) [14], as implemented in Aspen Plus.  

HHV = [146.58 C + 568.78 H + 29.4 S− 6.58 A − 51.53( O +  N)] ⋅ 102  [
Btu𝑙𝑙𝑙𝑙 = 2.326

kJ

kg
] (2) 

In eq. (2), C, H, S, O, N and A denote the carbon, hydrogen, sulphur, oxygen, nitrogen and ash content in 
wt.-%, respectively. 

For the plants, a wheat straw input of 50 MWth based on the lower heating value (LHV) was used. That 
corresponded to a mass flow rate of �̇�𝑚𝑆𝑆𝑛𝑛𝑠𝑠𝑠𝑠𝑆𝑆 = 3.41 𝑘𝑘𝑘𝑘/𝑠𝑠 with the composition shown in Table 1. The LT-CFB 
gasifier was modelled for operating temperature of 660 °C and 700 °C in the pyrolysis and char reactor, 
respectively. The pyrolysis model was based on experimental data [15], while chemical equilibrium was 
assumed for the char reactor. The resulting gas composition was validated against the experimental results. 
A detailed description of modelling of the pyrolysis reactor can be found in the supplementary material of our 
previous work [5]. 

Table 1.  Proximate and ultimate analysis of wheat straw pellets used as feedstock for experiments 

which the model was calibrated to [15]. 

Proximate Analysis (wt.%, as received) Ultimate analysis (wt.%, dry and ash free) 

Moisture 8.5 % N 0.8 % 
Volatiles 46.2 % C 46.2 % 
Ash 6.6% H 6.6 % 
Fixed carbon 17.9 % O 46.4 % 
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Oxygen for the LT-CFB gasifier, coming from the electrolyser was preheated to 560 °C. For heat exchangers 
used for preheating and cooling streams, as well as provision of process heat and district heating, Δ𝑇𝑇𝐺𝐺𝑠𝑠𝑠𝑠/𝑊𝑊𝑠𝑠𝑛𝑛𝑛𝑛𝑠𝑠 = 10 𝐾𝐾  and Δ𝑇𝑇𝐺𝐺𝑠𝑠𝑠𝑠/𝐺𝐺𝑠𝑠𝑠𝑠 = 30 𝐾𝐾  were used if no other information are given. Process heat was 

defined as provision of saturated steam at 200 °C. For district heating, water was heated from 40 °C to 75 °C. 

The electrolysers were operated at 30 bar and 1.63 bar, for the system with hydrogen addition at low and high 
temperatures, respectively. The pressure was set by pumping water to the respective pressure. For pumps, 
compressors and turbines, isentropic efficiencies of 𝜂𝜂𝑖𝑖𝑠𝑠 = 0.8 and mechanical efficiencies of 𝜂𝜂𝑚𝑚𝑛𝑛𝑠𝑠ℎ = 0.94 were 
used. For the electrolysers, an LHV-efficiency of 70 % was used. The electrolysers were operated at 90 °C, 
enabling the provision of district heating, by cooling the electrolysis stacks. 

For the POX, all streams entering the POX were preheated to 600 °C. The outlet temperature was set to 
1200 °C by varying the oxygen supply to the POX. The hydrogen for the hydrogen quench was preheated to 𝑇𝑇H2,preheat = 600 °C. The outlet temperature from the hydrogen quench depended on the amount of hydrogen 

added. However, in all investigated cases the outlet temperature was higher than 880 °C, and hence high 
enough for achieving the spontaneous, non-catalytic rWGS reaction [9]. The resulting tar-free gas was then 
cooled and compressed to 85.1 bar in a 5-stage compression with intercooling. 

A boiling-water reactor was used for the methanol synthesis. The outlet temperature was set to 𝑇𝑇MeOH reactor =

240 °𝐶𝐶. Chemical equilibrium with temperature approach was assumed for the occurring reactions shown in 
eq. (3) and (4). 

4 H2 + 2 𝐶𝐶𝐶𝐶 ↔  2 𝐶𝐶𝐺𝐺3𝐶𝐶𝐺𝐺  -182 kJ/mol Δ𝑇𝑇𝑠𝑠𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ = 15 𝐾𝐾 (3) 

CO + H2𝐶𝐶 ↔ 𝐶𝐶𝐶𝐶2 + 𝐺𝐺2   -41 kJ/mol  Δ𝑇𝑇𝑠𝑠𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ = 15 𝐾𝐾 (4) 

The gas stream flowing to the methanol reactor was preheated to 𝑇𝑇preheat = 210 °C. After the reactor, the 

stream was cooled in several heat exchangers to 25 °C before entering the vapor-liquid separator. The vapor 
part was then split. The biggest part was recycled to the methanol reactor, while a smaller purge stream was 
sent to the gas engine to avoid the accumulation of inerts in the synthesis loop. The remaining CO2 in the liquid 
stream from the VL-separator was removed in a topping column after throttling, before the methanol/water 
mixture was pumped to a pressure of 46.1 bar and preheated to 210 °C for the DME reactor. An adiabatic 
reactor was used for the DME synthesis. For the methanol dehydration (eq. (5)), chemical equilibrium with 
temperature approach was assumed. The produced DME was purified in the DME column after cooling and 
throttling the stream. The bottom stream was sent to the methanol column, where methanol was separated 
and returned to the DME reactor while the water was disposed. 

2 𝐶𝐶𝐺𝐺3𝐶𝐶𝐺𝐺 ↔ 𝐶𝐶𝐺𝐺3𝐶𝐶𝐶𝐶𝐺𝐺3 + 𝐺𝐺2𝐶𝐶   -23 kJ/mol Δ𝑇𝑇𝑠𝑠𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ = 100 𝐾𝐾 (5) 

The gas engine was turbo charged to 2 bar. The air mass flow rate to the engine was set to achieve an excess 
air ratio of 𝜆𝜆 = 2, assuming complete combustion. The gas engine was cooled using district heating water. The 
exhaust gas at 400 °C was cooled to 80 °C providing both process heat and district heating. 

A more detailed description of the modelling approach for the different components and the assumptions used 
can be found in our previous work [8]. The plant layouts investigated in this work correspond to the plants 
LP_POX-2st and LP_POX-H2_QNCH-2st from [8] for the system with hydrogen addition at low and high 
temperatures, respectively. 

2.3. Parameter variations 

In this work, the influence of two key parameters in the plants were investigated: a) the amount of hydrogen 
added to the system; b) the amount of gas being purged from the methanol synthesis loop. 

The amount of hydrogen in the system was varied by increasing the water mass flow rate of stream W3 going 
to the electrolyser (see Figure 3). The water mass flow rate was gradually increased from the values used in 
[8] (1.68 kg/s for hydrogen addition at low temperatures and 2.08 kg/s for hydrogen addition at high 
temperatures) to 5 kg/s. This corresponds to a variation of the hydrogen flow rate of 0.19 – 0.56 kg/s and 0.23 
– 0.56 kg/s for the plant with hydrogen addition at low and high temperatures, respectively. The amount of 
water added to the electrolysers in [8] was determined in order to achieve an H2/CO ratio of two at the inlet of 
the methanol reactor (stream 12 in Figure 1). 

The amount of purged gas after the vapour-liquid separator in the methanol synthesis loop was varied by 
varying the purge ratio between 5 %, as used in [8], and 1 %, in steps of 1 %. The purge ratio 𝑃𝑃𝑃𝑃 is defined 
according to eq. (6), where the stream numbers in the subscripts reference to the stream numbers shown in 
Figure 1. 



PR =
�̇�𝑚20�̇�𝑚17 (6) 

Both variations were conducted simultaneously, meaning that for each value of purge ratio, the amount of 
hydrogen in the system was varied. The performance of the two plants at different hydrogen mass flows and 
purge ratios was evaluated by using the energy efficiency ηmain  and the carbon efficiency γtot, as defined in 
eq. (7) and eq. (8), respectively. ηmain  =

�̇�𝑚𝐷𝐷𝐷𝐷𝐸𝐸 ⋅ 𝐿𝐿𝐺𝐺𝑉𝑉𝐷𝐷𝐷𝐷𝐸𝐸�̇�𝑚𝑆𝑆𝑛𝑛𝑠𝑠𝑠𝑠𝑆𝑆 ⋅ 𝐿𝐿𝐺𝐺𝑉𝑉𝑆𝑆𝑛𝑛𝑠𝑠𝑠𝑠𝑆𝑆 + ��̇�𝑊𝑛𝑛𝑛𝑛𝑛𝑛� (7) 

γtot  =
�̇�𝑚𝑅𝑅,𝐷𝐷𝐷𝐷𝐸𝐸 + �̇�𝑚𝑅𝑅,𝐵𝐵𝑖𝑖𝑠𝑠−𝑠𝑠𝑠𝑠ℎ�̇�𝑚𝑅𝑅,𝑆𝑆𝑛𝑛𝑠𝑠𝑠𝑠𝑆𝑆  (8) 

In addition to the efficiencies, the influence of the variations on the investment cost and the operational cost 
was estimated. For the investment cost, the biggest variation within each plant was expected to be experienced 
in a change in methanol reactor size. The size of the reactor was assumed to be proportional to the inlet 
volume flow rate of the reactor. Since the inlet temperature and pressure were equal for all investigated plants, 
the volume flow rate was proportional to the inlet mole flow rate to the reactor. In order to estimate the change 
in reactor size for the different simulations, the relative increase 𝜀𝜀Reactor was calculated according to eq. (9), 

where �̇�𝑖12 denotes the inlet mole flow rate to the methanol reactor for the investigated plant and �̇�𝑖12,ref denotes 

the inlet mole flow rate to the methanol reactor for the reference plant. The plant with hydrogen addition at high 
temperatures (with quench) from [8], corresponding to the plant with hydrogen quench and a purge ratio of 
5 % was used as reference case. εReactor =

�̇�𝑖12 − �̇�𝑖12,ref�̇�𝑖12,ref  (9) 

For the operational cost, the variation in the net electricity consumption was used as a measure, because the 
biomass used was kept constant for the investigated plants. The variation was estimated by looking at the 

increase in net electricity consumption 𝜀𝜀EL , as calculated in eq. (10). �̇�𝑊net  denotes the net electricity 

consumption of the investigated plant and �̇�𝑊net,ref denotes the net electricity consumption of the reference 

plant. ε𝐸𝐸𝐸𝐸 =
�̇�𝑊net − �̇�𝑊net,ref�̇�𝑊net,ref  (10) 

3. Results 

 

Figure 4.  Mass flow rate for produced DME over hydrogen mass flow rate added by the 

electrolyser for the two different plants at different purge ratios (PR). Note: the grey, filled symbols 

denote the plant with hydrogen addition at low temperature (without quench), while the black, 

empty symbols denote the addition at high temperature (with quench). 



In this section, the results of the conducted parameter variations are shown. Figure 4 shows the mass flow 
rate of produced DME for different hydrogen mass flows from the electrolyser. The grey, filled symbols show 
the results for the plant with hydrogen addition at low temperatures (without quench) and the black, empty 
symbols show the results for hydrogen addition at high temperatures (with quench). The different symbols 
denote the different purge rates (PR) used in the methanol synthesis loop. 

The amount of produced DME increased with increasing hydrogen addition. The trend of the increase was 
similar for all the investigated plants and purge ratios with a strong increase in DME production up to a 
hydrogen addition of around 0.35 kg/s to 0.4 kg/s before flattening towards a maximum achievable DME flow 
rate. The results show that a decrease in the purge ratio increases the amount of DME produced at constant 
hydrogen flow rate added as well as the maximum achievable DME mass flow. It can also be seen that in the 
plants with hydrogen addition at high temperatures (with quench), more DME was produced when adding the 
same amount of hydrogen, compared to the plants without quench. The difference was more distinct with 
higher purge ratios, while the difference was almost negligible for a purge ratio of 1 %. 

As it can be seen in eq. (8), an increase in DME production led to an increase in carbon efficiency, since the 
other two carbon flows in the system were kept constant for all plants, i.e. the carbon flows in wheat straw and 
bio-ash. Hence, an increase in hydrogen addition through the electrolyser led to an increase in carbon 
efficiency, and a reduction in purge rate led to a higher carbon efficiency at constant hydrogen addition. 

Figure 5 shows the energy efficiency of the plants over the carbon efficiency. Based on the results from Figure 
4, we know that moving from left to right, i.e. from lower to higher carbon efficiencies, was equivalent to adding 
more hydrogen to the system. In Figure 5, it can be seen that by reducing the purge rate, higher energy 
efficiencies were reached for achieving the same carbon efficiency. This was connected to requiring less 
hydrogen in the system for yielding the same DME production, leading to a reduction in electricity used for the 
electrolysers and hence a lower net electricity consumption (see also Figure 6). Additionally, the diagonal lines 
visible in Figure 5 show that reducing PR at constant hydrogen addition led to an increase in both energy and 
carbon efficiency. That shows that using low purge ratios is very beneficial for improving the performance of 
the plants. 

With increasing carbon efficiencies, the energy efficiency slowly increased until reaching a maximum at 
different locations for different plants and purge ratios and started decreasing slowly until it reaches a rapid fall 
at high carbon efficiencies. For a purge ratio of 1 %, the energy efficiency was almost constant for both plants 
up to a carbon efficiency close to 98 % before rapidly falling at higher carbon efficiencies. This introduced the 
possibility to yield almost all of the carbon in the straw to end up in DME and bio-ash. For higher purge ratios, 
the decrease in energy efficiency started earlier. The strongest decrease was seen for a purge ratio of 5 %, 
where a significant reduction was already seen around a carbon efficiency of 90 %. 

At very high carbon efficiencies, a rapid decrease in energy efficiency with little to no increase in carbon 
efficiency can be observed. This area corresponded to the part of Figure 4, where no additional DME was 
produced by adding more hydrogen to the system. With purge ratios of 4 % and 5 %, the rapid decrease in 
energy efficiency occurred earlier, and it was not possible to achieve carbon efficiency of 99 %, no matter how 
much hydrogen was added to the system. 

 

Figure 5.  Energy efficiency over carbon efficiency the two different plants at different purge ratios 

(PR). Note: the grey, filled symbols denote the plant with hydrogen addition at low temperature 



(without quench), while the black, empty symbols denote the addition at high temperature (with 

quench). 

Figure 6 shows the electricity consumption in the two different plant layouts for purge ratios of 5 % and 1 %, 
respectively, for achieving a carbon efficiency of 95 %. It can first be seen that at higher purge ratios (Figure 
6, left), more hydrogen was needed for producing the same amount of DME than for lower purge ratios (Figure 
6,right), shown by the higher electricity consumption of the electrolyser. The higher amount of hydrogen in the 
system led also to a higher electricity consumption of the turbomachinery for the plant with hydrogen quench 
(6.1 vs. 5.7 MW), because more hydrogen needed to be compressed from ambient pressure to the high 
pressure of 85 bar for methanol synthesis. 

 

Figure 6.  Electricity consumption and production of the different components in plants with a 

carbon efficiency of 𝛾𝛾𝑛𝑛𝑠𝑠𝑛𝑛 = 95 %. 

This effect was not seen for the plant without hydrogen quench, where the electricity consumption of the 
turbomachinery remained constant, due to two factors. Firstly, the electrolyser was operated at 30 bar, 
reducing the influence of the hydrogen on the overall electricity consumption in the turbomachinery. Secondly, 
the operation at 30 bar introduced the use of turbines for expanding the oxygen produced in the electrolyser, 
which reduced the electricity consumption with increasing hydrogen production. Additionally, for a purge rate 
of 5 % the electricity production in the gas engine was higher than at lower purge rate. The higher production 
derived from significantly more hydrogen and unconverted CO being purged and combusted in the gas engine, 
leading to both lower energy efficiency and carbon efficiency. 

In general, higher energy efficiencies were achieved in the plants with hydrogen addition at low temperatures 
(without quench), as seen in Figure 5. At first, this may seem surprising, since there was more or equal as 
much hydrogen required to yield the same amount of DME, as seen in Figure 4. However, in Figure 6 it can 
be seen that for all purge rates, the higher electricity consumption for electrolysis in the plants without hydrogen 
quench was compensated by a lower electricity consumption in the turbomachinery, leading to a lower net 
electricity consumption for the same DME production. The increased electricity consumption for the plants with 
hydrogen quench derived from the necessity of operating the electrolysers at ambient pressure, leading to 
compression of hydrogen from ambient pressure to 85.1 bar (instead of 30 bar to 85.1 bar for the plants without 
hydrogen quench) and not having any electricity generation from expanding the produced oxygen in turbines. 
The electricity consumption in the 5-stage compression train was increased from 3.81 MW for the plant without 
hydrogen quench to 6.03 MW for the plant with hydrogen quench at 𝑃𝑃𝑃𝑃 = 5 % and from 3.70 MW to 5.71 MW 
for 𝑃𝑃𝑃𝑃 = 1%. The electricity production in the oxygen turbines for the plant without hydrogen quench was 

1.09 MW for 𝑃𝑃𝑃𝑃 = 5 %  and 0.94 MW for 𝑃𝑃𝑃𝑃 = 1 % . The electricity consumption of the remaining 
turbomachinery, i.e. pumps and recycling compressor, was significantly smaller than the aforementioned 
consumption and production and their influence on the variation of the net electricity was negligible. 

Lastly, we looked at the influence on the mole flow rate into the methanol reactor for three different carbon 
efficiencies, i.e. 82 %, 90 % and 95 % (Figure 7). The increases are shown as relative increases compared to 
a reference case as defined in eqs.(9) and (10). The reference case was the plant with hydrogen addition at 
high temperatures (with quench) from [8]. It had a purge ratio of 5 % and a carbon efficiency of 82 %. 
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Figure 7.  Increase in mole flow rate into the methanol reactor as an indicator for the reactor size 

over increase in net electricity consumption as an indicator for the operational cost for the different 

plants at varied purge ratios (PR) for three different carbon efficiencies 𝛾𝛾𝑛𝑛𝑠𝑠𝑛𝑛. Note: the grey, filled 

symbols denote the plant with hydrogen addition at low temperature (without quench), while the 

black, empty symbols denote the addition at high temperature (with quench). 

In general, it can be seen that a reduction in purge ratio led to a lower electricity consumption, while the inlet 
mole flow rate to the methanol reactor increased. The reduction in electricity consumption was already 
explained above. The increase in mole flow rate to the reactor at lower purge ratios derived mainly from 
increased recycling the inert nitrogen, but also from a higher CO and CO2 mole flow rate through the higher 
recycling. For a carbon efficiency of 95 % a change in the general trend for the mole flow into the reactor was 
observed, where the inlet mole flow rate initially decreases when reducing the purge ratio from 5 % before 
starting to increase again for lower purge ratios. The behaviour derived from requiring significantly more 
hydrogen to achieve a carbon efficiency of 95 % at higher purge ratios, leading to higher mole flow rates into 
the methanol reactor, despite recycling less nitrogen, CO and CO2. 

Looking at the results for the plants with a carbon efficiency of 82 %, for the plant with hydrogen quench, the 
mole flow rate into the methanol reactor was increased by 50 % by reducing the purge ratio from 5 % to 1 %, 
while the electricity consumption was reduced by 2.6 %. When not including a hydrogen quench, the electricity 
consumption was reduced by 3.2 % and the reactor inlet mole flow rate was increased by 20 % for 𝑃𝑃𝑃𝑃 = 5 %, 
while for 𝑃𝑃𝑃𝑃 = 1 %, a reduction in 7.6 % at a mole flow rate increase of 47 % was achieved. It was observed 
that all plants without hydrogen quench consumed less electricity than any of the plants with hydrogen quench, 
while the reactor size was larger at purge ratios between 2 % and 5 %. 

For the plants with a carbon efficiency of 90 %, the electricity consumption was higher than for the reference 
case, as expected, due to the higher hydrogen demand for achieving higher carbon efficiencies. The trends 
for the two plants looked similar to those for the lower carbon efficiency, but the differences in reactor size 
were smaller, as seen by the flatter curves. For the plant with hydrogen quench, the electricity consumption 
was increased by 25 % and 19 % for the plants with 𝑃𝑃𝑃𝑃 = 5 % and 𝑃𝑃𝑃𝑃 = 1 %, respectively, while the molar 
flow rate into the methanol reactor was increased by 27 % and 46 % compared to the reference case, 
respectively. For the plant without hydrogen quench, the increases in electricity consumption were 21 % and 
14 % and for the mole flow rate 52 % and 71 %, respectively. 

The highest electricity consumption and reactor size were found for the plants with a carbon efficiency of 
95 %, due to the amount of hydrogen needed. The increase in electricity consumption was 45 % and 34 % 
for the plant with hydrogen quench at 𝑃𝑃𝑃𝑃 = 5 % and 𝑃𝑃𝑃𝑃 = 1 %, respectively, and 41 % and 25 % for the plant 
without hydrogen quench. The mole flow rate to the methanol reactor was increased by 70 % and 79 % for 
the plants with hydrogen quench and by 105 % and 106 % without hydrogen quench. 
 

4. Discussion 



The results showed that higher energy efficiencies were achieved for plants without hydrogen quench 
compared to the plants with hydrogen quench (see Figure 5). This derived from avoiding the compression of 
hydrogen from ambient pressures up to a methanol synthesis pressure of 85 bar. Instead, the hydrogen could 
be added at 30 bar, enabling pressurized operation of the alkaline electrolyser, reducing the electricity 
consumption by pumping water to 30 bar instead. Reducing the purge ratio from 5 % increased the energy 
efficiency of the plants, by better utilizing the hydrogen in the system, leading to a lower hydrogen demand 
and hence lower electricity consumption. The highest energy efficiency of the investigated plants with 𝜂𝜂main =

59.1 % was achieved with the plant without hydrogen quench and purge ratio of 1 %. This energy efficiency 
was reached when adding between 0.28 kg/s and 0.32 kg/s of hydrogen to the system, yielding carbon 
efficiencies of around 𝛾𝛾𝑛𝑛𝑠𝑠𝑛𝑛 = 90 … 95 %. The energy efficiency was almost constant and always larger than 𝜂𝜂main ≥ 58.3 % in the range of carbon efficiencies of 𝛾𝛾𝑛𝑛𝑠𝑠𝑛𝑛 = 77 … 98 %. For carbon efficiencies higher than 
98 %, the energy efficiency dropped rapidly. 

For the plant with hydrogen quench and a purge ratio of 1 %, the energy efficiency was as high as 𝜂𝜂main =

57.7 % in the range of carbon efficiencies 𝛾𝛾𝑛𝑛𝑠𝑠𝑛𝑛 = 88 … 94 %. The energy efficiency was always higher than 𝜂𝜂main ≥ 57 %  in the range of 𝛾𝛾𝑛𝑛𝑠𝑠𝑛𝑛 = 82 … 98 % . Pressurized operation of the LT-CFB gasifier and the 
downstream POX would reduce the difference in energy efficiency between the plants with and without 
hydrogen quench, because this would enable to use pressurized electrolysis also for the plant with hydrogen 
quench. If the gasifier is pressurised to 30 bar, it is expected that the plants with quench would achieve higher 
energy efficiency than the plants without quench. Pressurization of the LT-CFB gasifier could be economically 
feasible for large-scale plants, because it would reduce the size of the component. However, challenges with 
the biomass feeding may arise. Additionally, it could perhaps impact the tar formation mechanisms in the 
pyrolysis reactor and increase the risk of tar condensation and subsequent damage of components. 

The evaluation of the size of the methanol reactor, described by the mole flow rate into the reactor, showed 
that for carbon efficiencies of 90 % and lower, a higher energy efficiency (i.e. lower electricity consumption) 
required a larger methanol reactor. This denotes that there is a trade-off between the investment cost (reactor 
size) and the operational cost (electricity consumption) of the plants. An economic analysis of the plans would 
be necessary in order to quantify, which of the factors has a larger influence on the overall plant economics. 
At higher carbon efficiencies (e.g. 95 %) a different trend was observed, where higher purge ratios led to both 
higher electricity consumption and larger methanol reactor. There it was clearly beneficial to choose a small 
purge ratio. 

The same trade-off was observed in the comparison between plants with and without hydrogen quench. In 
order to achieve the same carbon efficiency, the plants with hydrogen quench required more electricity, while 
the methanol reactor was smaller. It should however be considered, that for the plants with hydrogen quench 
additional investment would be required for the hydrogen quench. This would consist of either increasing the 
size of the POX reactor and adding a hydrogen injection or adding an additional reactor for the hydrogen 
quench after the POX. An economic comparison between the system is necessary for making a clear 
conclusion. 

Lastly, it should be noted that using the mole flow rate into the methanol reactor as a measure for the size of 
the reactor gives a first estimate of the required investment of the methanol reactor. However, comparing inlet 
mole flows to the reactor enables only to compare the cross-sectional area of the reactor, i.e. the diameter of 
or the number of tubes in the reactor, since it is proportional to the volume flow rate into the reactor. The shown 
results could not be used for making any suggestions on required changes in the length of the reactor, because 
the length depends strongly on the kinetics of the methanol synthesis reactions. Since the inlet composition to 
the reactor varied strongly between the different plants, due to the variations in purge ratio, amount of hydrogen 
addition and the use of hydrogen quench, the use of a kinetic model for estimating the length of the reactor 
could give further insides into the influence of these parameters on the economic performance of the different 
plants. 

5. Conclusion 
In this work we investigated the influence of the amount of electrolytic hydrogen and the purge ratio of the gas 
after the vapour-liquid separator in the methanol system in two different DME production plants. Both plants 
produced DME from wheat straw gasification using two-stage DME synthesis, where methanol was 
synthesized in a first step, and then dehydrated to DME and water in a second step. The plants used a partial 
oxidation (POX) step after the gasifier for reforming and cracking the tar and hydrocarbons in the produced 
gas. The difference between the plants was the location of hydrogen addition. In the plants without hydrogen 
quench, the hydrogen was added after the gas from the POX was cooled and compressed to 30 bar. The gas 
hydrogen mixture was then compressed to 85 bar. In the plant with hydrogen quench, the hydrogen was added 
at high temperatures directly after the POX, leading to a spontaneous reverse water gas shift reaction, 
converting CO2 and H2 to CO and H2O. 

The analysis showed that increasing the amount of hydrogen in the system led to a higher DME production 
and hence a higher carbon efficiency. Carbon efficiencies higher than 98 % were achieved for all plants and 



purge ratios. By reducing the purge ratio, the carbon efficiency was increased at constant hydrogen addition, 
Because the hydrogen in the system was used more efficiently. At the same time, it also increased the energy 
efficiency of the plants. The plants with hydrogen quench produced more DME then the plants without 
hydrogen quench, when using the same amount of hydrogen and purge ratio. Despite the lower hydrogen 
demand, the electricity consumption was higher for the plants with hydrogen quench, due to increased 
compression work. The compression work was lower for the plants without hydrogen quench, due to adding 
the hydrogen at 30 bar, enabling to pump water to the electrolyser instead of compressing the hydrogen. 

Additionally, the changes in the required size of the methanol synthesis reactor were estimated by comparing 
the mole flow rate at the inlet of the methanol reactor. The analysis showed that for most of the cases, 
measures leading to an increase in energy and/or carbon efficiency led also to an increase in reactor size, 
highlighting a trade-off between investment cost (larger reactor) and operational cost (lower electricity 
consumption/higher DME production). A detailed economic analysis is proposed to be conducted for further 
insights into the economic performance of the plants. 
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7. Nomenclature 𝐴𝐴  Ash content, wt.-% 𝐶𝐶  Carbon content, wt.-% 𝐺𝐺  Hydrogen content, wt.-% 𝐺𝐺𝐺𝐺𝑉𝑉  Higher heating value, Btu/lb 𝐿𝐿𝐺𝐺𝑉𝑉  Lower heating value, MJ/kg �̇�𝑚  Mass flow rate, kg/s �̇�𝑖  Mole flow rate, mole/s 

𝑁𝑁  Nitrogen content, wt.-% 𝐶𝐶  Oxygen content, wt.-% 𝑃𝑃𝑃𝑃  Purge ratio, % 𝑆𝑆  Sulphur content, wt.-% 𝑇𝑇  Temperature, °C �̇�𝑊  Electric power, kW 

Greek symbols 𝛾𝛾  Carbon efficiency, % 𝜀𝜀  Relative increase, % 

 𝜂𝜂  Energy efficiency, % 𝜆𝜆  Excess air ratio, - 

Subscripts and superscripts  

EL  Electricity consumption 

is  Isentropic 

main  Main products 

mech Mechanical 

Reactor Methanol reactor 

tot  Total system 

Abbreviations 

DH  District heating 

DME Dimethyl ether 

HHV  Higher heating value  

LHV  Lower heating value 

LT-CFB Low temperature circulating  
  fluidized bed 

MeOH Methanol 

PH  Process heat 

POX  Partial oxidation 

PR  Purge ratio 

rWGS Reverse water gas shift 

SNG  Synthetic natural gas 

VL  Vapor-liquid 

VLE  Vapor-liquid equilibrium 

VLLE Vapor-liquid-liquid equilibrium 
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Abstract: 
A research community to encompass efforts towards the development of the whole value chain of hydrogen 
and fuel cells related technologies has been set up at UPM. Such community has as main goal to unite the 
multidisciplinary expertise of the different engineering schools and faculties of UPM (more than 17 in several 
technological disciplines) to provide research and innovation services to face the challenge of developing 
medium and high scale hydrogen-related technologies deployment. Such critical mass of knowledge will be 
needed to highlight the contribution of high education institutions to the technological development for the 
energy transition. In this communication, we will show a portfolio of research infrastructures at UPM covering 
the whole value chain of the hydrogen economy: from production to utilization. The knowledge of available 
infrastructures is a first step to boost collaboration with other institutions. 

 
Keywords: 

Hydrogen; Infrastructures; fuel cells; hydrogen storage; hydrogen transport; hydrogen production. 

1. Introduction 
The climate crisis, that the anthropogenic activity catalyses, is boosting a systemic transformation towards a 
more sustainable energy system. The main challenge for such transformation is the deep reduction of 
greenhouse gases emissions, as to avoid expected catastrophic consequences by limiting global warming of 
the atmosphere below 2 ºC. In such decarbonization process, that should reach every sector, hydrogen is 
being considered [1] as one of the relevant technologies contributing in the future to comply with emission 
reduction targets. The deployment of the hydrogen economy needs the development at high scale of its whole 
value chain, from high capacity production facilities to their consumption at every sector of the society (industry, 
services, transport, mobility, residential, ...)., Such value chain includes transport/storage infrastructures, 
market regulation, and sector coupling. To achieve such targets, a paramount funding support has been 
activated at the highest level [2] as a clear bet for hydrogen to comply with United Nation Sustainable 
Development Goals [3,4].  

The billion-size funding, that will be allocated at national and international level to develop as fast as possible 
the hydrogen economy, demands a huge coordination effort between different stakeholders to address 
efficiently such task. A dialogue between several public research funding agencies (including the EU Research 
& Innovation Framework Programs), industry, research, academic, professional association, technological 
platforms and social institutions is required. An example of such dialogue is the Clean Hydrogen Partnership 
[5], that support the European Commission to organise many of the hydrogen related activities in the 
framework of the EU Green Deal [2]. 

A significant contribution of a high education institution, as UPM, implies the adaptation to a research and 
innovation scheme that goes far beyond the classical submission and execution of low Technological 
Readiness Projects (TRL) for basic research, demanding a modest amount of economic and material 
resources. The hydrogen economy needs to successfully implement large projects to produce a high impact 
into the socio-economic structure of the society. In many projections, hydrogen is expected to manage a very 
significant amount of the worldwide energy demand. For instance,  according to some serious prospections, 
hydrogen is predicted to manage 5% of the energy demand in 2050 in the order of 240 Mton H2 [6]. 

At UPM we have created a research community financed by own resources to tackle the challenge to transfer 
to our socio-economic environment the added value to contribute to the development of the hydrogen related 
technologies. One of our commitments is to build the human expertise, that is one of the bottlenecks [7] of the 
fast development of the hydrogen economy. For such purpose, we have designed a master program as one 
of our activities. We plan to increase our expertise by a close collaboration with the private sector to support 
their developments with our contribution to project consortia at national and international level, offering the 
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access and utilization of the experimental infrastructures that are available at UPM. Another relevant action to 
keep our education standards to comply the needs of the productive sector is to be able to contribute to high 
scale projects. 

The first task in relation within UPM was to create an inventory of our current capacities, that has been created 
by different groups and institutes, to provide a map of infrastructures. Infrastructures has been classified versus 
the different stages of the hydrogen value chain. Such classification provides a picture of our capabilities at 
first sight, and allows to identify weaknesses and strengths in our organization at that respect. The 
classification of our infrastructure has been done attending to the following position into the hydrogen value 
chain: 

▪ Hydrogen production 

▪ Storage 

▪ Transport 

▪ End uses 

▪ Skills 

The current infrastructures for hydrogen research at UPM are the result of our previous research activity in 
cooperation with industry and research funding agencies. Our commitment is to upgrade such infrastructures 
to face the challenges of the new projects to come in the field, in which TRL is expected to be much higher. 
That means that this portfolio of facilities that will be introduced is being updated depending on the 
requirements of the current and future projects, and the available funding, mostly in the framework of large-
scale projects to develop. 

 

2. Hydrogen production 
 

We are working on several methods for production to extract hydrogen from water or hydrocarbons. Regarding 
the development of electrolysis, we are working at experimental size to test the sensitivity of electrodes with 
different water composition, not only to test electrodes, but some biological waste treatment. Such activities 
are in the first stages of development. Additionally, at UPM we are working testing electrodes and membrane 
configuration to electrolyse seawater (Figure 1) as well as testing of direct methanol fuel cells and electrolysers 
(Figure 2) at School of Naval Arquitecture and Marine Engineering (ETSIN).    

 

 

 

Figure 1: Thermostatic 3d printed alkaline electrolysis cell. Temperature up to 70 °C. Cell used for tests with 

desalinated seawater as feed 
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Figure 2: Test bench for direct methanol fuel cell and methanol electrolyser 

 

Regarding Hydrogen integration, it has been installed a demonstration installation in the roof of the School of 
Engineering and Industrial Design (ETSIDI) consisting of a 260 W PEM electrolyser to produce hydrogen from 
FV panels located in the roof. In addition, a hydrogen storage system based on metallic hydrides with a 
capacity of 3 Nm3 at 6-12 bar is used to manage energy production in combination with a Li-ion battery with a 
capacity of 2 kWh. 

Other capabilities are under development at the School of Industrial Engineering (ETSII), as laboratories for 
instrumentation testing, or for surface coating that may be applied to the development of materials and 
temperature or pressure sensors to be integrated in hydrogen production facilities. As an example, we have 
available sputtering equipment for manufacturing nano-structures for the surface coating of material layers to 
be used for new electrodes or membranes. A high temperature reactor for methane pyrolysis based on liquid 
metal technology is also under development, that will constitute a facility for hydrogen production from thermal 
processes in the future with a capacity of some kW.  

   

 

Figure 3: Nano-coating sputtering equipment.  
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3. Hydrogen storage 
 

Hydrogen storage is one of the critical technologies for the development of the hydrogen economy. In particular 
the availability of high capacity hydrogen tanks and reservoirs is of paramount importance for the viability of 
hydrogen as energy vector. Hydrogen as reserve storage, even for seasonal storage, depends on the 
possibility to accumulate large volumes and quantities of hydrogen, for instance, into caverns, what is one of 
the most recognised expertise at the School of Mines and Energy Engineering (ETSIME). For such purpose, 
we have specific equipment for rock physical analysis to measure rock density (Accupyc II 1340), porous 
material envelope (Geopyc 1360), gas permeability (Gasperm), currently used in the UNDERGY project. An 
example of other equipment for measurement of physical rock properties are presented in Figure 4. 

 

 

Figure 4: Simple Compressive Strength Measuring Equipment 

 

 

 

4. Hydrogen transport 
 

The transport of huge amounts of hydrogen trough dedicated networks, as the existing for oil and natural gas, 
is on the agenda of many stakeholders related to the hydrogen development and energy supply chain in the 
European Union and beyond. Research and development in the field of materials, and the effect of high 
pressure hydrogen in transport ducts are of paramount importance for the technical viability of many projects 
that are ongoing, The hydrogen corridor proposed [8] by Spain, Portugal and France are the clear example of 
infrastructure that will need some support in terms of technological development to be safely implemented. At 
UPM, at the CIME (Centro de de Investigación en Materiales Estructurales/Center for Structural Materials 
Research) of the School of Civil Engineering (ETSICCP) is available a chamber for high pressure test (up to 
100 bar) of structural materials in hydrogen atmospheres, what will be a key information for the choice of 
structural materials for ducts. 
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Figure 5: High pressure hydrogen chamber for material testing.  

 

 

5. Hydrogen end uses 
 

The end use of hydrogen is one of the final steps on its value chain. There are many challenges in this area. 
One of those challenges is the implementation of hydrogen as energy sources in mobility. That includes, for 
instance, a test bench for fuel cells operating in hybrid mode for terrestrial vehicle power trains, including Heavy 
Duty ones. The Test Bench installed at the University Institute of Automobile Research of the UPM (INSIA) 
can prove Powertrains up to 200 kW and 9600 N.m on each wheel (Figure 6). 

 

 

Figure 6: Test bench for hybrid power trains. 

 

One of our most important groups, with decades of activity in relation with the development of fuel cells, is 
PiCOHIMA, of that is currently working in the development of a fuel cell test bench up to a few hundreds of kW 
(Figure 7), that is expected to be operative at the end of the GreenH2-CM project supported by the Madrid 
regional government and the Spanish Government trough the “Plan de Recuperación, Transformación y 
Resiliencia” (PRTR). We have some equipment for evaluating the combustion of gas mixtures, including 
fraction of H2, CO2 and CH4, that are useful for the characterization of biomass to hydrogen [9,10] conversion 
and the heating value of the products (Figure 8). Such facility is available at TECMINERGY, a centre depending 
of the School of Mines and Energy Engineering. 
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Figure 7: Sketch of the fuel cell test bench under design. 

 

 

 

Figure 8: Combustion chamber CO2 lung (combustion tests of the ternary mixture CH4/CO2/H2). 

 

6. Skills 
Technology is implemented by people, and the impressive challenge of put into practice the huge projects that 
are planned to transform the expectations of the hydrogen economy into a reality, demands thousands of 
skilled people. So many hands will come from fresh young graduates as well as by reskilling of many workers 
already in related industries. For such purpose, our role as university is to provide tools to allow the access of 
the Society to the knowledge in order to feed such demand. We have designed a master program [11] of 60 
ECTS for the specialization of post-graduated individuals in the whole value chain of the hydrogen economy, 
from generation to utilization, including regulation and normative as a basic stone for the hydrogen sector.  

 

Conclusion 
The hydrogen research and development ecosystem have the societal need to transfer, as fast as possible, 
knowledge that has been produced for decades into one of the pillars of the energy and productive system. 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 
High education institutions must contribute to the development of high TRL projects in cooperation with industry 
to transfer such knowledge, as well as for the training of skilled manpower that is needed for such purpose. At 
UPM we have initiated a process to respond to the needs of a fast implementation of the hydrogen economy 
in the Society. One of those needs is to gain critical mass and capacity to support large size projects. We have 
elaborated a first inventory of the existing laboratory infrastructures at UPM to evaluate our own capacity to 
face such projects. The variety of engineering disciplines at UPM is a strength of the institution to participate 
in multidisciplinary projects, as required for large scale hydrogen implementation. The expertise at UPM covers 
the whole value chain of the hydrogen economy. From this first infrastructure inventory, we are trying to 
upgrade and improve our facilities to face the enormous challenge and contribute to the implementation of a 
more sustainable society.    
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Abstract: 

Nowadays, Hydrogen is considered an important energy vector through which the decarbonization process 
can be carried out if it is produced by Water electrolysis using renewables. Then, Hydrogen is stored for 
performing medium- and long-term storage, which is suggested for those sources that face considerable 
electricity production variability throughout the days/months like renewables, and sent to Fuel Cells (FCs) for 
producing again electricity. The coupling of the electrolyzer, storage, and FC constitutes an integrated 
Hydrogen system. This work presents a model of a 5 kW-Proton Exchange Membrane Fuel Cell (PEMFC), 
which has been developed in Aspen HYSYS®, to evaluate its performance by varying its operating conditions 
(e.g., current density, temperature, and pressure). The simulation is based on the determination of a semi-
empirical mathematical model of the electric potential related to a single 25 cm2 cell through the regression of 
experimental data taken from the scientific literature. Normal Root Mean Square Errors (NRMSEs) were 
obtained by the comparison between the results of the electric potential model of the single cell and the 
experimental ones, showing a good agreement. The model developed in Aspen HYSYS® allows to predict the 
behaviour of the PEMFC by identifying the optimal conditions in terms of temperature and pressure. Results 
showed that the PEMFC performance improves by increasing the temperature up to 80°C, while it is not 
suggested to operate at pressure values higher than 3 atm due to a lower net electric power and overall system 
electric efficiency. 

 

Keywords: 

Aspen HYSYS®, Fuel cell modeling, Green Hydrogen, Proton Exchange Membrane Fuel Cell. 

 

1. Introduction 
In recent years, the issue of environmental sustainability has become increasingly important. Problems related 
to both pollution and global warming led the international community to pay more attention to the research of 
new technologies for energy production through the exploitation of renewable sources. In the context of the 
ecological transition, Hydrogen can play a fundamental role; indeed, governments and companies have 
focused on this type of chemical element to further contribute to the decarbonization process. Hydrogen is an 
energy carrier, and it has a higher energy density than fossil fuels. Because of its properties, it represents a 
valid solution for energy storage and production; in the latter case, Fuel Cells (FCs) use Hydrogen to produce 
electricity without pollutant emissions. 

Nowadays, FCs have considerable attention as they constitute the key technology for further deploying this 
type of energy carrier [1]. Among the different types, Proton Exchange Membrane Fuel Cells (PEMFCs) are 



PROCEEDINGS OF ECOS 2022 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

mostly applied in automotive and small stationary applications due to their high electric efficiency, power 
density, and reliability. In a PEMFC, the fuel is Hydrogen that reacts with the Oxygen contained in the air to 
generate electricity, Water, and heat. Electrochemical reactions as well as the transport of ions, electrons, 
energy, and species in gas and liquid phases across a heterogeneous media are involved. However, this 
technology is currently developing to further increase its efficiency and applicability ranges, especially when 
dealing with cogeneration purposes in both residential and industrial sectors [2-4]. 

To better understand the phenomena behind the operation of FCs, several experiments have been carried out 
so far and interesting results have been already reported in the scientific literature; however, numerical models 
aiming to resemble the behaviour of FCs, according to their typology, would fasten and further contribute to 
the development of this technology, being less time consuming and less economically demanding as well. 
Among the most known simulation environments, Aspen Technology® is one of the most used since it allows 
to easily design, manage, and integrate several parts of a system in one macro-system as well as provide 
preliminary data of how it would run. In this regard, Beheshti et al. [5] developed an Aspen Plus® model to 
simulate the behavior of an integrated gasification system with a PEMFC stack by coupling the Aspen Plus® 
software with dedicated FORTRAN subroutines. Effects of critical parameters (e.g., current density, feed gas 
humidity, equivalence ratio, steam/biomass ratio, and biomass moisture content) on the cell potential and 
gasification efficiency have been discussed. Results showed that a higher feed humidity at the cathode side is 
more favorable for the improvement of the voltage output, while the biomass moisture content has a negative 
impact on the cell potential. Barelli et al. [6] studied a micro-cogeneration Combined Heat and Power (μCHP) 
energy system based on a PEMFC to evaluate both the performance and energy/economic feasibility of the 
system to fulfil the thermal and electrical demands of apartments. A zero-dimensional model of the PEMFC 
has been developed in Aspen Plus® and simulations at different operating conditions have been carried out. 
Subsequently, optimal operating conditions of the PEMFC have been identified; in particular, these operating 
conditions have been obtained by fixing constraints to the electricity production/supply as well as to the return 
temperature and pressure of hot Water at 105 °C and 2 atm, respectively. Zuliani et al. [7] carried out a 
performance analysis of a 1 kW-High Temperature PEM Fuel Cell (HT-PEMFC). The performance of this FC 
has been predicted through a zero-dimensional, semi-empirical model implemented in FORTRAN and 
subsequently integrated into Aspen Plus®. The aim of the work was to perform an energy analysis to investigate 
how the system operates at partial load operating conditions and assess the difference with Low-Temperature 
PEM Fuel Cell-based (LT-PEMFC) systems. Results showed that a more reliable balance of plant is obtained 
with HT-PEMFCs than LT-PEMFCs, while the system efficiency is unchanged. 

To the authors’ knowledge, as also previously discussed, there are several models of FCs in Aspen Plus® 
available in the scientific literature, but no references have been found on PEMFCs modeling with Aspen 
HYSYS®. Aspen Plus® is mostly used with fine chemistry, general chemistry, electrolytes, and polymer 
modeling, while Aspen HYSYS® is devoted to resemble petrochemical refining, oil assays, and all related 
industries, thus having wider use in chemical applications. Thus, the modeling of a PEMFC block in this kind 
of environment can be of interest to those researchers/scientists that would like to use this specific model in a 
more complex chemical system since it would be easier to be embedded. 

This work consists of the development of a numerical model in Aspen HYSYS® related to a stack of a 5 kW-
Proton Exchange Membrane Fuel Cell (PEMFC), whose experimental data are available in [8], to study its 
behaviour by changing its operating conditions (e.g., current density, temperature, and pressure). In particular, 
the model could be considered as a starting point for then applying an optimization procedure to optimally 
manage the electricity production of PEMFCs according to a specific load trend. The paper is structured as 
follows: Section 2 presents the used methodology to analytically model the FC stack, as well as provides an 
overview of the Aspen HYSYS® model [9]. Section 3 is devoted to the results obtained from the simulations at 
different operating conditions (e.g., current density, temperature, and pressure). Finally, Section 4 reports the 
conclusions of the work. 

 

2. Methodology 
The models that describe the behaviour of a FC by varying the operating conditions (e.g., current density, 
temperature, and pressure) typically include the analysis of the following quantities: i) electric potential, ii) net 
electrical power generation, iii) electrical efficiency, and iv) heat power production. The present analysis has 
been carried out by considering the experimental data of [8]. The regression of the experimental data allowed 
to develop a model to predict the performance of the analysed PEMFC. After the validation of the numerical 
results with the experimental ones, the characteristics of the PEMFC (e.g., dimensions and the number of 
cells) have been scaled up to analyse the performance of the same PEMFC having a power output of 5 kW. 
This FC has a stack consisting of 72 cells in series, each of them having an area of 196 cm2. The modelling of 
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the PEMFC involves mathematical relationships, thus resulting from empirical or semi-empirical analyses. 
Figure 1 shows the block diagram that sums up the eight steps used in the present methodology to carry out 
this study. It is worth noting that some of these steps have been performed in parallel and, for this reason, they 
have been placed in the same row. 

 

Figure 1. Block diagram with the eight steps used in the present methodology. 

 

The polarization curve that describes the relationship between the output voltage and the current density is a 
good indicator of the FC performance. The most known semi-empirical fuel cell model to draw up the trend of 
the electric potential as a function of the current density is Fraser-Hacker's one [10], which is reported in Eq. 
1: 𝐸𝑐𝑒𝑙𝑙 = 𝐸𝑟𝑒𝑣 − 𝑏 ∙ 𝑙𝑜𝑔 (ⅈ+ⅈ𝑖𝑛𝑡ⅈ0 ) − 𝑅 ∙ 𝑖 − 𝑚 ∙ 𝑒(𝑛∙ⅈ)

       (1) 
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where Erev [V] is the reversible cell voltage and it is computed as a function of the cell temperature and the 
partial pressures of the active species according to the Nernst’s equation, b [V] is the charge transfer 

overvoltage fitting parameter (V), 𝑖ⅈ𝑛𝑡  and 𝑖0  [A·cm-2] are charge transfer overvoltage fitting parameters, R 
[Ω·cm2] represents the Ohmic overvoltage fitting parameter, m and n are mass transport overvoltage fitting 
parameter [10] that represent the mass transport limitations and the rapid decrease of E while increasing i, 
respectively. The reversible thermodynamic voltage Erev is calculated from the modified Nernst’s equation that 
considers both temperature and pressure dependence [11]: 𝐸𝑟𝑒𝑣 = 𝐸0 ⋅ 𝛥�̂�𝑛𝑒∙𝑅 (𝑇 − 𝑇0) − 𝑅𝑔∙𝑇𝑛∙𝐹 ∙ 𝑙𝑛 ( 𝑎𝐻20𝑎𝐻2 ∙𝑎021∕2)      (2) 

 

where E0 is equal to 1.229 V and it is the standard-state reversible cell voltage, Δŝ is the reaction entropy 
(assuming that it is independent of the temperature and it is equal to -163.28 J·mol-1·K-1), Rg is the universal 
constant of the gases (8.314 J·mol-1·K-1), n is the number of electrons transferred in the chemical reaction (2 
mole-/molH2), F is the Faraday's constant (96,485 C/mol), ax is the activity of x that for an ideal gas becomes 𝑎𝑥 = 𝑝𝑥/𝑝𝑂 (where px is the partial pressure of x, po is the standard pressure of 1 atm [11]. 

It is possible to substitute the constants in Eq. 2 so that the reversible voltage can be also described as a 
function of both temperature and pressure: 𝐸𝑟𝑒𝑣 = 1.229 − 8.46 ⋅ 10−4(𝑇 − 298.15) − 4.31 ⋅ 10−5 ⋅ 𝑇 ⋅ 𝑙𝑛 ( 1𝑝𝐻2⋅𝑝𝑂21/2)  (3) 

 

Fraser-Hacker’s equation (Eq. 1) considers only the dependence of the electric potential on the current density 
[7]. An important step of the present work was the modification of Fraser-Hacker’s equation to consider the 
dependence of the electric potential, as well as the current density, temperature, and pressure. The modified 
equation is the following: 𝑉 = 𝐸𝑟𝑒𝑣 − (𝑏𝑡 + 𝑏𝑝) ⋅ 𝑙𝑜𝑔 10 (ⅈ+ⅈ𝑙+ⅈ𝑙𝑝)(ⅈ0𝑡+ⅈ0𝑝) − (𝑟𝑡 + 𝑟𝑝) ⋅ 𝑖 − (𝑚𝑡 + 𝑚𝑝) ∙ 𝑒[(𝑛𝑡+𝑛𝑝)∗ⅈ]  (4) 

 

where the parameters with the subscript t indicate that they are temperature dependent, while those with the 
subscript p indicate that they are pressure dependent. The dependence of each parameter on both 
temperature and pressure was derived through the regression of the experimental data of [8], and it has been 
carried out with the Matlab® Curve Fitting Tool. 

The process simulation of the entire system has been developed using Aspen HYSYS® [9]. Regarding the 
implementation of the model, it is required to identify both involved elements and chemical compounds, the 
components of the PEMFC, and the methodology to calculate the thermophysical properties of the streams. 
The selected fluid package is the “Peng-Robinson” one [9]. The oxidation-reduction reaction is defined as a 
“Conversion reaction” that takes place in the conversion reactor (CRV-100, see Figure 2), which constitutes 
the electrode. The mixture of Hydrogen and Oxygen, called reaction gas, is sent to the second component that 
acts as a membrane (X-100, see Figure 2) and it is capable of perfectly separating the excess of Hydrogen 
that has not reacted and then recirculating towards the Mixer. Based on the thermodynamic operating 
conditions in terms of both temperature and pressure, the spreadsheet evaluates the value of the main 
electrochemical and thermochemical equations that define the reaction products and the electrical power 
produced. Through the spreadsheet, the equations that allow to calculate the fundamental outputs of the model 
have been implemented such as the stack electric potential, the electrical power produced, the electrical 
efficiency, and the thermal power to be disposed of. Other relationships have also been implemented such as 

Faraday’s equation (5) for calculating the flow rate of Hydrogen consumed �̇�𝐻2 as a function of electric current 

I. �̇�𝐻2 = 𝐼∙𝑁𝑐𝑒𝑙𝑙2∙𝐹            (5) 
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where Ncell is the number of cells that constitute the stack and F is Faraday's constant, equal to 96,485 C/mol. 

The stack electric potential 𝑉𝑠𝑡𝑎𝑐𝑘 is implemented in the spreadsheet starting from Eq. 4. Eq. 3 is preferred to 
calculate the reversible potential for ease of implementation. Eq.s 3 and 4 refer to the cell potential, thus to 
obtain the stack potential the number of cells in series is multiplied by the cell potential. The calculation of the 
electric potential allows the calculation of the other variables of interest. The net electric power of the PEMFC, 𝑊𝑒𝑙̇  , is calculated as the product of its electrical voltage and the electric current minus the electric power 

required by the air compressor, �̇�𝑎𝑐. It is worth noting that the electric power of the air compressor is calculated 
by Aspen HYSYS® and depends on both the pressure ratio and the Hydrogen flow rate. The air compressor 
allows to maintain the air pressure in the stack equal to that of the Hydrogen, as well as to maintain a 
stoichiometric ratio between the anode and the cathode. 𝑊𝑒𝑙̇ = 𝑉𝑠𝑡𝑎𝑐𝑘 ∙ 𝐼 − �̇�𝑎𝑐̇          (6) 

 

The electric efficiency 𝜂𝑒𝑙 is expressed as the ratio of the net electric power generated by the FC, 𝑊𝑒𝑙̇ , and the 
product between the Lower Heating Value (LHV) of Hydrogen and its molar flow  �̇�𝐻2 as described in Eq. 5: 𝜂𝑒𝑙 = 𝑊𝑒𝑙̇𝐿𝐻𝑉𝐻2 ∙�̇�𝐻2 = 𝑉𝑠𝑡𝑎𝑐𝑘𝑉𝐿𝐻𝑉           (7) 

 

The generated heat power that has to be disposed of �̇� depends on the difference between the thermoneutral 
potential of the reaction VLHV  and the electric stack potential. The thermoneutral potential is related to the 
Hydrogen Lower Heating Value (LHV) and it is equal to 1.25 V. �̇� = (𝑉𝐿𝐻𝑉 − 𝑉𝑠𝑡𝑎𝑐𝑘) ∙ 𝑁𝑐𝑒𝑙𝑙 ∙ 𝐼        (8) 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Model of a PEMFC developed in Aspen HYSYS®. 

 

The trends of the performance variables such as temperature, pressure, and current density variation have 
been obtained by setting up “for cycles” in Aspen HYSYS® called “nested case studies”, which allow to study 
the trend of multiple dependent variables as a function of multiple independent variables. The numerical results 
of the analysis were processed in Matlab® to obtain the graphs shown in the next section.  
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3. Results and comments 

The results of the PEMFC performance are evaluated as a function of the current density (range of 0-0.9 
A/cm2), and they depend either on the temperature (range of 60-90°C with steps of 5°C) or the pressure (range 
of 1-5 atm with steps of 0.5 atm). Precisely, Figure 3, Figure 4, Figure 5, and Figure 6 show the stack electric 
potential curve, the electric power curve, the electric efficiency curve, and the produced heat trend, 
respectively. 

 

 

a)  

 

b)  

Figure 3. (a) The electric stack potential as a function of both the current density and the temperature (pressure 
equal to 1 atm), and of (b) both the current density and the pressure (temperature equal to 80°C). 

 

The results confirm the positive effect on the stack performance of increasing both the temperature and the 
pressure. Figure 3a highlights that the performance of the FC improves while increasing the temperature up 
to 80°C; beyond this value, it starts to lower due to membrane hydration issues linked to a decrease of the 
relative humidity in the reaction environment. Polarization curves at different operating pressures show that 
the performance improves while increasing the pressure (see Figure 3b). The polarization curves undergo a 
positive increase while increasing the pressure as it produces high partial pressures of the reactants near the 
electrodes, thus improving the transport phenomena and the solubility of gases in the electrolyte as well. 

T 

P 
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a)                                                                               

 

b)                                                                               

Figure 4. (a) The net electric power as a function of both the current density and the temperature (pressure 1 atm) 
and of (b) both the current density and the pressure (temperature 80°C). 

 

As it can be noticed in Figure 4a, the net electrical power of the stack improves while increasing the 
temperature up to 80°C, and then decreases due to the lower electrical potential caused by hydration 
problems. The net electric power also shows an initial increase with the current density (range 0-0.3 A/cm2), 
while it starts to decrease afterward due to the prevalence of the effects due to overvoltage losses. 

Figure 4b shows the same trend while changing the operating pressure of the fuel cell, being almost unchanged 
with pressure values equal to or greater than 3 atm; indeed, higher pressures make the energy power of the 
compressor increase, thus balancing the electrical production and keeping fixed the net electric power at a 
constant value. 

 

 

T 
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a)                                                                           

 

b)  

Figure 5. The net electric efficiency as a function of both the current density and the temperature (pressure 
of 1 atm), and (b) both the current density and the pressure (temperature of 80°C). 

 

Figure 5 shows that the trend of the net electric efficiency depends on the electric potential as it is the result 
of the ratio between the latter and the thermoneutral potential referred to the LHV, which it can be considered 
constant in the analysed temperature and pressure ranges. 
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a)  

 

b)  

Figure 6. (a) The thermal heat production as a function of both the current density and the temperature 
(pressure of 1 atm), and (b) both the current density and the pressure (temperature of 80°C). 

 

Figure 6 shows an increase in the thermal power while increasing the current density. As it can be noticed, 
although the curves seem to drop down sharply toward zero beyond certain current density values, the jump 
in thermal power production depends on the lack of data available from [8]. The thermal power production 
decreases while increasing the temperature due to the higher electric potential; however, it increases with 
temperatures higher than 80°C. The thermal power production, considering the same current density values, 
decreases as the pressure increases due to the increase of the electric potential. 

 

4. Conclusions 
The present work shows the development of a PEMFC model with Aspen HYSYS® to evaluate its performance 
in terms of electrical potential, net electric power, electric efficiency, and thermal power production by changing 
its operating conditions in terms of current density, temperature, and pressure. The semi-empirical model 
developed by modifying Fraser-Hacker’s equation showed a good agreement with experimental data taken 
from [5]. Aspen HYSYS® has proved to be a valid tool to simulate FCs, thus allowing to evaluate the 
performance of a 5 kW-PEMFC under different operating conditions, starting from the mathematical model 
developed for the single cell. 
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Results confirmed the positive effect on the FC stack performance by increasing both temperature and 
pressure. Indeed, the performance of the FC improves with increasing temperatures up to 80°C; beyond this 
value, it lowers mainly due to membrane hydration issues. Furthermore, the performance improves with 
increasing pressure as it enhances the transport phenomena and the solubility of gases in the electrolyte. 
Consequently, the net electrical power of the stack improves with increasing temperatures up to 80°C, while it 
decreases due to hydration problems. Regarding the influence of pressure, a pressure equal to or greater than 
3 atm leads to higher energy consumption of the air compressor and thus to a lower net electric power and 
overall system electric efficiency. Regarding thermal power production, the increase of both temperature and 
pressure leads to its decrease due to a higher electric potential. 

The simulation of the PEMFC performed with Aspen HYSYS® allowed to make other evaluations that have not 
been reported here. A further step of the work could be the coupling of this system with the models of both the 
electrolyzer and the storage system to form an integrated Hydrogen system, which can provide flexibility to the 
current electric network increasingly fed by renewables. 
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Abstract: 

Storage systems are necessary in microgrids based on renewable energy sources to maintain the balance 
between production and demand. Currently, hydrogen is being promoted by the European Union to be used 
as new renewable energy vector (green hydrogen) in order to use it for the generation of electrical power, 
consequently reducing greenhouse gas emissions. Renewable energy sources used to produce hydrogen, 
such as photovoltaic and wind, are intermittent, therefore an optimal sizing of the hydrogen storage system is 
required. Another advantage of using hydrogen as an energy vector is the flexibility obtained in the electrical 
system. This article proposes a technical and optimal solution to create an electric microgrid for a residential 
area with 100 dwellings using a green hydrogen storage system powered with renewable energy. Results 
show that a self-sufficient hybrid photovoltaic and wind turbine microgrid with hydrogen storage system can 
be economically more attractive than a regular photovoltaic collective self-consumption installation. In addition, 
the self-sufficient gained with hydrogen as energy vector, means a total decarbonisation of the energy sector. 

Keywords: 

Green hydrogen, microgrid, decarbonisation, renewable energy, resilience. 

1. Introduction 
Since the Industrial Revolution, the greenhouse gas emissions have been steadily increasing up to the present 
day. The rising population, linked to the consumerist society in which we live, has led to an increase of the 
average temperature in the planet. The European Union has set ambitious targets for renewable energies 
(REs), energy efficiency and greenhouse gas reduction in order to brake climate change. Today, one of those 
main objectives pursued by the European Union is to decarbonize the energy sector [1] and become the first 
climate-neutral continent by 2050. In the particular case of the Canary Islands, it is even more ambitious and 
aims to bring decarbonisation forward by 10 years [2], so that total decarbonisation in the Canary Islands is 
set for the year 2040. 

To achieve those goals, the European Union and their member states are creating and adapting regulations 
[3,4] to promote RE generation power plants (GPP), so that clean energy can be attractive to the consumers 
and be competitive in the market. The most common and available energy resources are solar energy and 
wind energy. Thus, photovoltaic (PV) and wind turbine (WT) technologies are two of the most widespread 
technologies used worldwide in renewable energy generation power plants (RE GPP). Nevertheless, the 
implementation of RE GPP have many challenges and limitations [5] due to the integration into the existing 
grid infrastructure and the need of huge energy storage systems (ESSs). Because of the excellent solar energy 
resources available in Spain and the relatively low cost of the PV technology, for the last years, the Spanish 
government [6] has been working on different policies to facilitate the access to the PV self-consumption to 
the Spaniards.  

This paper intends to provide a solution for the decarbonisation of the Canary Islands. The solution studied 
consists on a self-sufficient microgrid using PV and WT technologies to generate electricity to feed one 
hundred dwellings. The self-sufficiency of the microgrid is ensured by a green hydrogen-based energy storage 
system combined with a battery, to improve the resilience [7] of the microgrid. Whereas an isolated microgrid 
could be a valid solution, a grid connected GPP could give worth to the excess of electricity generated, reducing 
the levelized cost of energy (COE) of the consumers. In this sense, a discussion of the Spanish PV collective 
self-consumption regulation is opened, by comparing the benefits of the legislation if it could be applied to 
hybrid generation power plants. 



To achieve an accurate vision, the rest of the paper is structured in the following way. In section 2, Background, 
the Spanish regulation is exposed identifying weaknesses of PV self-consumption and hydrogen systems 
legislation. Section 3, Study area, identifies a valid location for the microgrid according to the RE resources, 
the proximity to possible consumptions and the feasible locations according to the current legislation. After 
this, the section 4, Methods and modelling of study cases, shows the methodology followed to build the 
different study cases using HOMER Energy software [8] and the alternative scenarios proposed. The results 
from the different scenarios considered are exposed in section 5, Results,  with a discussion of the findings 
and its limitations. Finally, section 6, Conclusion, summarizes the main ideas concluded from this paper. 

2. Background 

2.1.  Current Spanish self-consumption regulations 

In 2019, the Spanish government published the Royal Decree 244/2019 [7], which regulates the administrative, 
technical and economic conditions for the self-consumption of electrical energy. One of the biggest steps of 
this regulation is the recognition of different self-consumption modalities [9], distinguishing: 

▪ Self-consumption without surplus 

▪ Self-consumption with surplus 

▫ Net billing: limited to a maximum GPP of 100 kW, this modality allows to inject the surplus to the general 
electricity grid (GEG) receiving the prosumer a fixed economic compensation per kWh. The electricity 
bill cannot have a negative value, this means, the retailer will never pay you for the surplus, but make a 
discount on your bill. This modality has practically no administrative formalities neither taxes applied to 
the surplus.  

▫ Direct Sell (DS): the surplus are sold at market prices, with no constrain. Taxes regarding to the 
generation and the incomes must be paid. The GPP needs to register as an electricity generator. 

▪ Individual self-consumption 

▪ Collective self-consumption: group of several consumers who are supplied, on an agreed basis, with 
electrical energy from production facilities close to and associated with those of consumption. 

Also, the Royal Decree 244/2019 enables the self-consumption not only to installations connected to the 
consumers internal grid, but also through the general electricity grid. More in depth, collective self-consumption 
is allowed in the modality of self-consumption with surplus through the general electricity grid when the 
generation and the consumers are connected to the low voltage GEG within 500 meters distance of each 
other. 

After the Royal Decree 244/2019, the Spanish government has approved new constraints regarding the self-
consumption in the Royal Decree-Law 18/2022 [10] and the Royal Decree-Law 20/2022 [11]. On the one hand, 
the Royal Decree-Law 18/2022 claims that generation linked to self-consumption is mainly photovoltaic and 
therefore generated at low voltage, it is the reason why the maximum distance cannot be larger, in order to 
transport the energy without causing high voltage drops and high losses. At the same time, the regulation 
promotes self-consumption through the GEG by increasing the distance to the consumption up to 1000 meters 
in the case of power plants located on the rooftop. On the other hand, the Royal Decree-Law 20/2022 
encourages self-consumption through the GEG by increasing the distance of self-consumption up to 2000 
meters in the case of photovoltaic power plants located on rooftops, industrial land and artificial structures for 
other purposes, such as those used to cover parking spaces or other uses. 

In a nutshell, the actual Spanish law allows self-consumption with surplus through the general electricity grid 
when distances between the distance between generation and consumption are under 2000 meters radio and 
they use PV GPP. 

2.2.  Current Spanish hydrogen regulations 

Although the "Report on current regulations and legislative development needs, November 2019" [12] 
highlights the need for a new regulation on hydrogen production by hydrolysis, hydrogen production in Spain 
is currently classified as a chemical industry and is therefore considered an industrial activity, regardless of 
the production method, storage capacity or purpose of the same. For this reason, until updated regulations are 
approved, hydrogen production facilities must be located in industrial areas [13].  

3. Study area 
Self-consumption using RE generation power plants requires critical characteristics of the location, which are: 

▪ High renewable energy resources 

▪ Proximity to residential areas 



In addition, the solution proposed in the paper pretends not only to implement self-consumption, but also to 
ensure the self-sufficiency of the microgrid using a hydrogen-based energy storage system. Therefore, 
according to the current legislation an extra condition is required: 

▪ Compliance with regulatory requirements, particularly for the hydrogen storage system 

Considering those key aspects, the placement chosen for the project is the Arinaga Industrial Estate (Polígono 
Industrial de Arinaga). 

3.1.  Location 

Arinaga Industrial Estate has good renewable energy resources and different neighbourhoods within 2000 
meters radio, as shown in Figure. 1. It is an industrial area which allows chemical industries [14, 15] and energy 
infrastructure use. 

 

Figure. 1. Location for the proposed microgrid [16]  

3.2.  Energetic resources 

3.2.1. Solar energy 

The solar radiation and temperature data were taken from the "PVGIS-SARAH2" database [17] published by 
the European Commission and correspond to the hourly data for 2006. Figure. 2 shows a monthly average of 
hourly data on solar radiation and temperature in the location of Arinaga Industrial Park. 

 



 

Figure. 2. Solar radiation and temperature in the Industrial area of Arinaga, year 2006. (a) Average 

daily solar radiation (kWh/m2/day). (b) Average daily temperature (ºC) 

3.2.2. Wind energy 

The wind data taken as a reference correspond to hourly measurements at 10 meters height on the Arinaga 
dock in 2006. The wind speed data have been corrected due to the variation in height from the anemometer 
height (10 m) to the wind turbine hub height (65 m) applying the logarithmic variation of the wind speed profile 
with a roughness factor of 0.1. Figure. 3 shows a monthly average of hourly data on wind speed. 

 

Figure. 3. Wind speed in the Industrial area of Arinaga at 65 m height, year 2006 (m/s) 

The chosen year, 2006, had in Gran Canaria an average speed wind under the mean speed during the period 
2001-2014, according to Ref. [18]. Taking as reference a year with unfavourable wind resources, the reliability 
and the resilience of self-sufficiency of the system is increasing. 

3.3.  Electric demand 

To elaborate a base demand power curve profile, real hourly data over the year 2021 for a set of 40 residential 
meters in the municipality of Alojeró, on the island of La Gomera, were taken as reference. After this, the power 
curve profile was scaled for a group of 100 dwellings by knowing the minimum power prevision according to 
the Spanish regulation [19], 5750 W per residence with a simultaneity coefficient of 54.8 %, which results in a 
total peak power prevision of 315.1 kW. Figure. 4 shows the power curve profile obtained from the reference 
data. The main electric demand characteristics for 100 dwellings, after scaling the base data according to the 
minimum installed peak power required, are shown in Table.  1. 



 

Figure. 4. Daily base demand power curve profile 

Table.  1. Electric demand 

 Average Energy 
(kWh/day) 

Average Power 
(kW) 

Peak Power 
(kW) 

Base data 40 dwellings 226.5 9.4 21.5 
100 dwellings (study case) 3321.1 138.4 315.1 
 

The data presented in Table.  1 show that the base data taken as reference had a very poor electric 
consumption, the reason behind this fact, is that Alojeró is a municipality where most of the dwellings are 
second residences and therefore, the mean electrical consumption is very low. Nevertheless, the power curve 
profile obtained from the data is correct for residential use. The study case has been obtained by scaling the 
base data until reach the minimum installed power (or Peak Power) for new residences according to the 
Spanish current regulations, therefore, the scale factor between the real base data and the theoretical study 
case is nonlinear. Regardless, the study case for 100 dwellings is coherent, with an average power of 1.38 kW 
per dwelling. This possible oversizing of the demand, just results in a higher resilience of the system and can 
be justified by the possibility of increasing the number of dwellings attached to the collective self-consumption 
microgrid in a real case application. 

4. Methods and modelling of study cases 
The paper’s goal is to evaluate the feasibility of a renewable energy self-sufficient green hydrogen microgrid 
in Gran Canaria to achieve the decarbonisation, attending to the actual legislation, in particular the collective 
self-consumption and also attending to the actual cost of RE GPP and ESSs technologies. 

In order to guarantee the self-sufficiency of the system, an energy storage system is needed to meet the 
energy demand in the most unfavourable energy resource situations. The solution adopted for this problem is 
to use green hydrogen as an energy vector. Green hydrogen's greatest virtue is its 100% renewable origin and 
its small carbon footprint, compared to other storage systems such as conventional batteries. On the other 
hand, the lack of development of hydrogen technology makes its installation more expensive. At the same 
time, hydrogen has a great energy density (Wh/kg) but a relatively low power density (W/kg). Whereas a higher 
energy density indicates a longer autonomy, a low power density means a slower transient response [20]. To 
solve this problem, another ESS is implemented, a Li-ion battery, which has a lower energy density but a 
higher power density compared to hydrogen. With the combination of those two ESS, the resilience of the 
microgrid increases. Furthermore, the minimum power output of proton exchange membrane fuel cells is 
around 20-30% of its nominal power, for this reason, the use of two ESS is not only justified but also 
indispensable. 

HOMER ENERGY [9] is the software used to design and model different scenarios to determine the best 
technical solution optimizing the cost of the proposed scenarios. All scenarios are located in the same area, 
so that all cases have the same RE resources. At the same time, the same electric demand (3.3  Electric 
demand) is considered for the different scenarios. Same costs of equipment and same lifetime have been 
considered, which are shown in Table.  2. Equipment costs are set according to the reference bibliography 
[21,22,23,24,25,26] taken into account. 

 

 

 

 



Table.  2. Equipment, economics and characteristics 

Equipment Symbol Capital 
cost 

Replacement 
cost 

Lifetime O&M cost Other characteristics 

Photovoltaic 
(PV) GPP  

 

1100 €/kW 760 €/kW 25 years 0.1 €/kW year STC efficiency: 
20.9% 

Wind turbine 
(WT) 

 

1180 €/kW 1000 €/kW 25 years 5 €/kW year Hub height: 65 m 

Converter 

 

100 €/kW 100 €/kW 15 years - Efficiency: 95% 

Electrolyzer 

 

1400 €/kW 1400 €/kW 15 years 28 €/kW year Efficiency: 75% 

Hydrogen tank 

 

669 €/kg 669 €/kg 30 years 6.69 €/kg year Tank type: IV 
Pressure: 380 bar 

Fuel cell 

 

1800 €/kW 1800 €/kW 
25000 
hours 

0.01 €/op. hr Slope: 65 g H2/h/kW 
Minimum load: 20% 

Li-ion battery 

 

650 €/kWh 650 €/kWh 15 years 10 €/kWh year Minimum SoC: 20% 

 

According to section 2.1  Current Spanish self-consumption regulations & [10], the self-consumption regulation 
allows the direct sell of the surpluses. Regarding to this, the grid was modelled introducing two different prices 
of energy: 

▪ Power price: is the price of the energy purchased from the grid (€/kWh). Those data correspond to the 
monthly mean prices of the voluntary pricing for small consumers tariff 2.0 (PVPC 2.0 TD) [27] during the 
year 2022. The data used in the study is available on Spanish Consumers and Users Organisation website 
[28].  

▪ Sellback rate: is the price of the energy dumped on the GEG. Those data correspond to the hourly prices 
of the day ahead market during 2022. These prices are set by the Spanish market operator (OMIE) [29].  

 

Figure. 5. 2022 Day ahead market prices (OMIE)  

The different scenarios Figure. 6, where modelled according to the methodology set out as follows. The first 
scenario considered, 4.1  Grid connected PV generation plant. Scenario (A), corresponds to a usual collective 
self-consumption modality, according to the regulation, which will be the starting point to compare the cost of 
energy from different alternatives. After this,  Isolated PV self-sufficient microgrid. Scenario (B), and an  
Isolated PV + WT self-sufficient microgrid. Scenario (C), are modelled to estimate the capacity of the RE GPP 
and the hydrogen storage capacity in order to satisfy the electrical demand in an isolated self-sufficient 
microgrid. Whereas scenario (B) makes use of PV technology, scenario (C) utilize a hybrid PV and WT GPP. 
Lastly, scenario (D) and scenario (E) sections 4.4 and 4.5 respectively, maintain the same self-sufficiency 
restriction (same ESS capacity and same RE GPP capacity compared to scenarios (B) and (C) respectively) 



but are connected to the GEG, with the aim of reducing the cost of energy using the collective self-consumption 
with surplus through GEG and direct sell modality. 

 

 

Figure. 6. Study cases scenarios 

Table.  3. Study cases scenarios characteristics and equipment capacities 

 SS GEG DS 
350 kW 

PV 
(kW) 

WT 
(kW) 

Converter 
(kW) 

Li-ion 
battery 
(kWh) 

Electrolyzer 
(kW) 

H2 Tank 
(kg) 

FC 
(kW) 

Scenario A  - ✓ 1098 - 700* 100 - - - 

Scenario B ✓ - 1665 - 700* 100 1000 1000 250 

Scenario C ✓ - 450 500 700* 100 300 1000 250 

Scenario D ✓ ✓ 1665 - 700* 100 1000 1000 250 

Scenario E ✓ ✓ 450 500 700* 100 300 1000 250 
*: 700 kW converters are used in every scenario to match the same costs of the equipment required in the most critical scenario.   



The GEG is modelled limiting the maximum power output to the grid to 350 kW, so that all systems are 
equivalent in relation to the access power required and therefore all scenarios can sell the same maximum 
amount of power. One of the limitations of this methodology is the differentiation made by HOMER between 
the GEG and the loads, not considering the loads through the GEG, but in a direct line to the consumers. For 
this reason, a 700 kW converter is chosen in Scenario A, so that the system is able to supply the peak power 
of the electrical demand considered, and dump up to 350 kW to the GEG at the same time. 

All scenarios are compared attending to the levelized cost of energy, which is the average cost per kWh of 
useful electrical energy produced by the system [9]. With units in €/kWh, HOMER calculates the COE dividing 
the annualized cost of producing energy by the total electric load served as given in Eq. (1). 𝐶𝑂𝐸 = 𝐶𝑎𝑛𝑛,𝑡𝑜𝑡−𝑐𝑏𝑜𝑖𝑙𝑒𝑟𝐻𝑠𝑒𝑟𝑣𝑒𝑑𝐸𝑠𝑒𝑟𝑣𝑒𝑑                                                                                                               (1)  

Where: 

▪ 𝐶𝑎𝑛𝑛,𝑡𝑜𝑡 is the total annualized cost of the system (€/year), which is the annualized value of the total net 
present cost. 

▪ 𝑐𝑏𝑜𝑖𝑙𝑒𝑟 is the boiler marginal cost (€/kWh) of thermal energy from the boiler. 
▪ 𝐻𝑠𝑒𝑟𝑣𝑒𝑑  is the total thermal load served (kWh/year), which is the total amount of energy that served the 

thermal load during the year. 

▪ 𝐸𝑠𝑒𝑟𝑣𝑒𝑑 is the total electrical load served (kWh/year), which is the total amount of energy that went towards 
serving the primary and deferrable loads during the year, plus the amount of energy sold to the grid. 

As the second term in the numerator results from the thermal load served, this term is zero for RE technologies, 
as for example PV or WT. 

4.1.  Grid connected PV generation plant. Scenario (A) 

Scenario A is the reference study case. It is an ordinary PV GPP in the modality of collective self-consumption 
through the general electricity grid with direct sell of the surplus, not being self-sufficient. Scenario A is 
modelled using HOMER optimiser to size the PV capacity to reach the lowest COE. The sizing of the system 
is presented in Table.  3. 

4.2.  Isolated PV self-sufficient microgrid. Scenario (B) 

Scenario B intends to model an isolated self-sufficient microgrid by using PV as GPP. The aim of this scenario 
is to size the PV capacity and ESS needed in order to achieve self-sufficiency, only using PV technology. Two 
ESS are implemented, hydrogen and Li-ion battery, combined to improve the dynamic response of the system. 
As shown in Table.  2, the hydrogen tank works at 380 bar pressure, therefore two electrical loads are 
considered, one hundred dwellings electrical demand and a hydrogen compressor. Hydrogen compressor load 
refers to the electrical consumption of a 45 kW compressor. This load has been scheduled to work only 3 hours 
a day. Those 3 hours are the ones with the highest RE penetration.   

4.3.  Isolated PV + WT self-sufficient microgrid. Scenario (C) 

After modelling scenario B, scenario C pretends to size the RE GPP capacity and ESS needed in order to 
achieve self-sufficiency when two technologies are combined, PV and WT. So, Scenario C, an isolated hybrid 
microgrid (PV + WT), is dimensioned by HOMER optimizer maintaining the same constrains as scenario B, 
which are self-sufficiency, combination of green hydrogen and Li-ion battery as ESSs and two electrical loads 
(100 dwellings electrical demand and hydrogen compressor). 

4.4.  Grid connected PV self-sufficient microgrid. Scenario (D) 

Scenario D matches the same equipment capacities as scenario B differentiating each other in the connection 
to the GEG. By matching the same generation an ESSs capacities, scenario D ensures self-sufficiency, only 
using PV technology. In addition, scenario D is in line with the constraints of the regulations, which only allows 
self-consumption through the general electricity grid when distances between the distance between generation 
and consumptions are under 2000 meters radio and they use PV GPP. In this scenario, by connecting to the 
GEG, there is no need to build a private distribution line to the consumers and, at the same time, there is the 
possibility to sell the surplus. 

4.5.  Grid connected PV + WT self-sufficient microgrid. Scenario (E) 

Scenario E is a hybrid PV and WT microgrid connected to the GEG. With same sizing of the RE GPP and 
ESSs as Scenario C, this new scenario E, is self-sufficient and at the same time is capable of dumping and 
selling the surplus to the GEG. 

 

 



5. Results 
A summary of the different scenarios is presented on Table.  4, where the generation of the different 
technologies are shown not only in MWh/year, but also its percentage out of the total energy production (GEG 
purchased energy is also considered production). In addition, Table.  4 exhibit two economic parameters, 
which are the COE and the initial capital cost. These economic parameters are closely related to the total 
amount of energy discharged to the GEG (GEG sales) of each scenario. All scenarios cover the energy 
demand of 1261.5 MWh/year required by the 100 dwellings as a whole. 

Table.  4. Scenarios analysis: generation, GEG exchange and economics 

 SS PV 
(MWh/year) 

WT 
(MWh/year) 

H2 FC 
(MWh/year) 

GEG  
Purchases 
(MWh/year) 

GEG  
Sales 

(MWh/year) 

Initial 
capital 

(€) 

COE 
(€/kWh) 

Scenario A - 
2238.2 

 (78.9 %) 
- -* 

598.1 
(21.1%) 

1095.4 1.37 M 0.0503 

Scenario B ✓ 
3393.9 
(83.4%) 

- 
674.3 

(16.6%) 
- - 4.50 M 0.409 

Scenario C ✓ 
917.1 

(22.9%) 
2903.6 
(72.4%) 

190.8 
(4.76%) 

- - 2.76 M 0.217 

Scenario D ✓ 
3392.9 
(76.5%) 

- 
873.4 

(19.7%) 
171.3 
(3.8%) 

131.3 4.52 M 0.363 

Scenario E ✓ 
917.1 

(20.3%) 
2903.6 
(64.4%) 

570.9 
(12.7%) 

115.5 
(2.6%) 

1253.6 2.78 M 0.0450 

 

Scenario A is the only non-self-sufficient study case. As a result, scenario A purchase a total of 598.1 
MWh/year energy to cover the total electrical demand. This GEG purchased energy is a 21.1% over the total 
energy production (as GEG purchased energy is also considered production to the microgrid), but a 47.41 % 
out of the total load of 1261.5 MWh/year required by the 100 dwellings. Canary Islands power system 
generates electricity mainly out of diesel groups and combined cycle groups, therefore the GEG purchased 
energy has an associated CO2 emissions factor of 0.776 kg CO2/kWh, as [30] states. At the end of the year, 
scenario A adds to the atmosphere 464062 kg carbon dioxide per year. Although scenario A has the second 
lower COE because of the difference between the energy sold and the energy purchased, this scenario does 
not contribute to the target of total decarbonisation set in the Canary Islands for the year 2040.  

Scenarios B and C are isolated self-sufficient microgrids. The fact of not being connected to the GEG and 
being a self-sufficient system out of RE implies that it has no associated emissions from energy purchased 
from the GEG. Otherwise, compared to scenario A, the initial capital costs of scenarios B and C are higher 
because of the need for a higher GPP capacity and because of the ESSs implemented to ensure the self-
sufficiency of the system. Thus, and because of not having the possibility to sale the surplus to the GEG, the 
COE are higher for both scenarios, in the particular case of scenario B, it has the highest COE from all cases 
considered. 

Scenarios D and E, pretend to reduce the COE of the systems B and C maintaining the condition of self-
sufficiency. Both scenarios, D and E are connected to the GEG, so that the surplus can be sold and therefore, 
the COE decreases. Scenarios D and E could not have any carbon dioxide emission associated as they are 
dimensioned with the same generation capacities as both isolated systems, B and C respectively. 

When a location matches a good mixture of solar and wind renewable energy sources, a hybrid WT and PV 
generation power plant is the optimal system [31] increasing the average production among the year. 
Therefore, a hybrid generation system has the advantage of being able to generate enough electricity those 
days when one of the energy sources is not available, increasing the reliability and the self-sufficiency of the 
microgrid. As a result, hybrid GPP in scenarios C and E, generate more energy at the end of the year with a 
lower power capacity compared to scenarios B and D, which only use PV technology.  

When focusing on the economics, there is also a clear tendence in the costs reduction of a self-sufficient 
system if two generation power plants are used, PV and WT. As a PV and WT hybrid system require a lower 
generation capacity and less energy storage capacity compared to PV microgrid, the initial capital cost is 
reduced comparing scenario C and B and comparing scenario E and D. On the other hand, the COE is reduced 
dramatically when the system is connected to the GEG and can sell the surplus. This can be clearly identified 
by comparing scenarios D and B and comparing scenarios E and C respectively. 

Additionally, a GEG connected microgrid (scenarios D and E) improve the resilience of the power system, so 
that the electrical demand can be covered at every single moment even the years with lower RE penetration. 
A grid connected system, also allows the microgrid to stop working for programmed maintenance. The 
resilience of scenarios B, C, D and E is also increased by the use of two ESS, a Li-ion battery and a green 
hydrogen based ESSs [32]. The combination of both energy storage system improves the energy storage 



capacity and the dynamic response of the microgrid when the hydrogen fuel cell starts up [33], and when the 
minimal load of the FC is not covered.  

5.1.  Discussions 

The results presented show that a hybrid PV and WT GPP self-sufficient microgrid (scenario E) is a cleaner 
solution compared to scenario A and it can also can be an economically better solution in comparison with a 
regular PV self-consumption GPP (scenario A). Because more energy is generated with a lower power 
capacity in the proposed hybrids microgrids, when the microgrid works in the modality of self-consumption with 
surplus through the general electricity grid and direct sell, the hybrid microgrid results in a lower COE. 
Nevertheless, the present Spanish laws Royal Decree 244/2019, Royal Decree-Law 18/2022 and 20/2022 
only allow collective self-consumption with surplus through the general electricity grid for PV GPP because it 
is the most extended technology used in self-consumption. The restriction of a maximum distance of 2000 
meters pretends to avoid high voltage drops and high losses. This condition does not make any sense as there 
is not a restriction on the maximum power of the GPP in the self-consumption DS modality, as the voltage 
drops depends not only on the distance but also depends on the power. According to the current regulation, 
only scenarios A and D could work in the modality of self-consumption with surplus through the GEG and DS.  

A key aspect of the collective self-consumption consumption with surplus through the general electricity grid 
and direct sell is the possibility of using the GEG in a radio of 2000 m. This allow a GPP to provide electricity 
to different locations within an area, which makes the collective self-consumption more accessible to the 
consumers and at the same time, more attractive to the companies, reducing the costs from building a new 
distribution line. The current regulation does not provide this opportunity to generation technologies other than 
photovoltaics, as for example mini wind turbine, biomass or other RE technologies. 

If decarbonation is a real objective for the Spanish government, as part of the European Union, it is opened 
the discussion, whether the collective self-consumption regulation could be applied also for hybrid PV 
generation power plants. As shown on the results, hybrid microgrids can be economically competitive and with 
an appropriate energy storage system they can provide 100 % green energy to the society. 

5.2.  Limitations 

The methodology followed to develop this work have some important limitations which conditionate the results 
presented. The limitations are detailed below: 

▪ No generation taxes are considered: Spanish legislation provides for a tax on generated electricity supplied 
to GEG of 7 % and a grid access fee of 0.5 €/MWh. HOMER optimizations were not executed considering 
these generation taxes. 

▪ No construction costs and no land acquisition costs have been considered. 

▪ Simulations have only been carried out over one year. HOMER does not run multi-year simulations with 
hydrogen systems. Therefore, the COE showed on the results have only been calculated considering direct 
sales of surpluses over one year and not over the 25-year life of the project. 

▪ Simulations were executed under 2022 electricity prices. 2022 has been the year with the highest energy 
prices in Europe history, so the direct sell of the surplus turns out in the highest incomes compared to other 
years. On contrary, the purchased energy in 2022 was the most expensive too. 

Although these important limitations denote that the COE obtained is not accurate, they apply equally to all 
scenarios. Consequently, the simulations are valid to identify which system is the most economically profitable. 

6. Conclusion 
This work studies different microgrids scenarios to reach the decarbonisation of the energy sector in the 
Canary Islands attending to the current self-consumption regulations in Spain. To reach the decarbonisation, 
self-sufficient renewable energy generation power plants microgrids with green hydrogen energy storage 
systems are proposed. Different combinations of photovoltaic and wind turbines generation technologies are 
proposed in search of an economic competitive system. 

After studying the current Spanish self-consumption and hydrogen regulation, a study area and a location in 
proposed. The location chosen in the industrial area of Arinaga is in compliance with the regulation and counts 
with suitable renewable energy resources, which are presented in detail. All microgrids proposed are 
dimensioned with an electrical demand modelled for 100 dwellings. 

The methodology and different scenarios are presented. For the self-sufficient scenarios, two energy storage 
systems are considered, hydrogen due to the its energetic density and Li-ion battery to improve the dynamic 
response of the system. The results show that hybrid photovoltaic and wind turbine microgrids are more 
economic for the particular study case compared to a photovoltaic microgrid. In addition, a self-sufficient hybrid 
microgrid can be economically more attractive than a self-consumption non-self-sufficient regular photovoltaic 
power plant. Consequently, a discussion is opened whether the collective self-consumption regulation could 
be applied also for hybrid photovoltaic generation power plants. 



Abbreviations 
AC  Altern current 

COE  Cost of energy 

DC  Direct current 

DS   Direct sell 

ESS  Energy storage system 

FC  Fuel cell 

GEG  General electricity grid 

GPP  Generation power plants 

H2  Hydrogen 

O&M  Operation and maintenance  

PV  Photovoltaic 

RE  Renewable energy 

SoC  State of charge 

SS  Self-sufficient 

STC  Standard test conditions 

WT  Wind turbine 
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Abstract: 

The growing demand for renewable energy sources, sometimes far from the place of consumption, has led 
to consider the conversion of these energies into fuels, allowing its transport and storage. This is the case of 
hydrogen, which can be transported in form of methanol, more suitable for transport and storage, obtained 
by the synthesis process of CO2 and hydrogen. In this way, the application of methanol as an energy vector 
arises. Once methanol reaches its place of use, it can be used as a fuel in Direct Methanol Fuel Cells 
(DMFC) or transformed back into hydrogen using methanol electrolysis. However, there are at present 
several challenges to be forced. While DMFC present several still unsolved issues such as poor methanol 
oxidation reaction, fuel crossover or high demand of noble metal, methanol electrolysers have operational 
limits produced by problems related to active site blockage by the formation of adsorbed carbonaceous 
species, sluggish kinetics, or methanol crossover. 
For the study of DMFC and methanol electrolysers and implement improvements in their design, a test 
bench that allows testing both devices independently has been designed and built. It allows plotting 
polarization curves, analysing crossover and developing electrochemical impedance spectroscopy studies, 
as well as the control of operating temperature of the devices, the mass flow, pressure and temperature of 
the oxygen or nitrogen introduced in the DMFC and methanol flow rate. These features will become key 
factors for the development of technologies for improving the use of methanol as an energy vector. 

Keywords: 

Methanol electrolysis; hydrogen production; test bench; electricity production; DMFC; methanol 

1. Introduction 
Renewable energy sources are those obtained from inexhaustible natural resources, such as the sun or 
wind. These energy sources have the advantage of being cleaner and more sustainable than fossil fuels. 
However, renewable energies also present some challenges, such as their intermittency. Energy that is not 
consumed during peak energy production from renewable sources can be stored in chemical form and used 
when needed. One of the fuels that can be generated using electricity is hydrogen [1]. This is the most 
abundant element in the universe and can be used to generate electricity or power vehicles [2]. Hydrogen 
has a high specific energy and its consumption in fuel cells produces only water, making it a very attractive 
option for reducing greenhouse gas emissions [3]. Green hydrogen, which is produced from renewable 
energies sources, is environmentally friendly, but also expensive and not easy to store and transport [4]. 

Methanol is an alcohol that can be used as an alternative fuel for internal combustion engines or fuel cells 
[5]. This fuel can be produced from a variety of sources, such as hydrogen and carbon dioxide [6]. Methanol 
has the advantage that it takes up less volume than hydrogen and can be more easily transported and 
stored because methanol is a liquid chemical compound at ambient temperature and pressure. In addition, 
methanol can be produced using electricity from wind or solar power to generate hydrogen and then 
combining it with carbon dioxide captured from the atmosphere or industrial sources [7]. This fuel is known 
as e-methanol and produces a carbon-neutral fuel that contributes to the decarbonisation of the economy [6]. 

Methanol can be used to generate electricity or hydrogen. Direct methanol fuel cells (DMFC) are devices that 
use methanol as fuel and produce electricity, water and carbon dioxide [8]. However, they also present some 
challenges, such as low efficiency, high methanol permeation loss through the membrane, low CO tolerance 
and degradation of components [8-9]. DMFC fuel cells are fed with methanol and oxygen to produce direct 
current electricity. Methanol in aqueous solution is fed to the anode and oxygen is fed to the cathode. The 
reactions that occur during the operation of a DMFC single cell are shown in Eqs. (R1-R2). Equation (R1) 



 

 

represents the half-reaction at the anode, Eq. (R2) represents the half-reaction at the cathode and Eq. (R3) 
represents the overall reaction [10]. 

Anode: CH3OH + H2O → CO2 + 6H+ + 6e− (R1) 

Cathode: 
32O2 + 6H+ + 6e− → 3H2O (R2) 

Overall: CH3OH + 32O2 → 2H2O + CO2 (R3) 

Methanol electrolysers are devices that use electricity to produce hydrogen from aqueous methanol. They 
have the advantage that the hydrogen produced is of high purity. However, they also present some 
challenges, such as low efficiency [11-12]. Methanol is introduced at the anode, while no reactant is 
introduced at the cathode. In Eqs. (R4-R6) are presented the half-reactions taking place at the anode, 
cathode and the overall reaction, respectively [11-12]. 

Anode: CH3OH + H2O → CO2 + 6H+ + 6e− (R4) 

Cathode: 6H+ + 6e− → 3H2 (R5) 

Overall: CH3OH + H2O → CO2 + 3H2 (R6) 

Several lines of research are underway to improve the performance of DMFC and methanol electrolysers. 
For example, the development of new membranes with lower permeability to methanol, higher ionic 
conductivity and higher chemical and mechanical stability [13]. Also, the development of new catalysts with 
higher activity and selectivity for methanol oxidation and oxygen reduction is undertaken [14]. In addition, the 
channel configuration of the bipolar plates can be studied to increase the power density of DMFC or to 
decrease the voltage required for a methanol electrolyser [9,15]. In order to study how these modifications 
affect the performance of both devices, a test bench is needed. 

This work presents the design and operation of a test bench for a DMFC and methanol electrolyser. In the 
first section, the configuration of the test bench is presented. The second section presents the results 
obtained for DMFC and methanol electrolyser. Finally, the conclusions are exposed. 

 

2. Configuration of the DMFC and methanol electrolyser test bench 
There are several tests that can be conducted to study the performance of DMFC and methanol 
electrolysers, and the configuration of the test bench depends on these tests. This section presents some of 
the tests that can be performed and the characteristics of the test bench designed in this work. 

2.1. Tests to be performed with the test bench 

The aim of this work is to design and build a test bench to investigate the performance of a DMFC and a 
methanol electrolyser under different operating conditions. To determine this performance, various tests can 
be carried out for both devices, including polarization curve tracing, crossover tests and electrochemical 
impedance measurements [16]. 

A polarization curve test is used to determine the operation and performance of a fuel cell or an electrolyser. 
With this measurement, the relationship between the voltage and current generated or applied to the cell can 
be obtained, as well as the voltage losses due to different types of factors. To do this test a DMFC single cell 
in this work the evolution of the current density generated by the cell is measured as the voltage decreases. 
To test a methanol electrolyser single cell with this bench the voltage is measured as the current density 
increases. 

A crossover test is used to measure the amount of fuel diffusing through the membrane from the anode to 
the cathode without being oxidised at the anode. This measurement can provide information on the 
efficiency and durability of the cell. The test performed consists of feeding the anode with the fuel and the 
cathode with an inert gas (e.g., nitrogen) and measure the current generated by the reaction of the fuel 
present in the cathode. 

An electrochemical impedance spectroscopy (EIS) test is used to characterise the electrochemical behaviour 
of a fuel cell. This measurement can provide information on the internal resistance, reaction kinetics and 
mass transport processes occurring in the fuel cell. The test consists of applying a small sinusoidal current to 
the cell and measure the frequency response of the system. 

All these tests are performed by setting the values of oxygen or nitrogen mass flow rate and pressure, 
methanol mass flow rate and the temperature at which the device is operating. 



 

 

2.2. Experimental test bench 

Depending on the type of test to be performed and the device under study, the test bench has different 
configurations. Figure 1 shows the diagram of the test bench for the DMFC study. In this diagram, a dashed 
line for the supply and treatment of oxygen or nitrogen can be seen. There is a cylinder for each gas used (1) 
to which a pressure regulator (2) is connected to control the pressure of the gas to be introduced into the 
system. A flow controller (3) is located downstream of this valve, which allows the flow rate of the gas 
introduced during the tests to be set. Before being introduced into the DMFC, the oxygen or nitrogen passes 
through a humidification system (4) so that the DMFC membrane is always wet during the tests (13). This 
system consists of two scrubber flasks arranged inside a thermostatic bath. After leaving the DMFC, the gas 
passes through a water trap (5) to prevent liquid water produced during the reaction from reaching the 
pressure controller (6), which controls the operating pressure of the DMFC. Fuel is supplied to the DMFC 
from an aqueous methanol tank (7) using a pump (8). 

To control the temperature at which the tests are carried out, there are two chambers (9). The device to be 
tested is placed in the inner chamber and kept at the desired temperature. To achieve this effect, there is a 
refrigerated and heating circulator (10) which circulates distilled water to a heat exchanger (11) at the 
temperature required to increase or decrease the temperature inside the chamber. To force the recirculation 
of air between the two chambers, a fan is connected to the heat exchanger and powered by a power source 
(12). 

Finally, a potentiostat-galvanostat (14) connected to a computer (15) is used to control the voltage values at 
which the DMFC operates, while the current and impedance parameters are recorded during the tests for 
subsequent analysis. 

 

Figure 1. Diagram of the test bench when it is used to test Direct Methanol Fuel Cells. 1 - Compressed 
O2/N2 cylinder. 2 - Pressure reduction valve. 3 - Gas flow controller. 4 - Gas humidification system. 5 
- Water trap. 6 - Gas pressure controller. 7 - Aqueous methanol tank. 8 - Methanol pump. 9 - 
Chamber. 10 - Refrigerated and heating circulator. 11 - Heat exchanger. 12 - Power source. 13 - 
DMFC. 14 - Potentiostat-galvanostat. 15 - Computer. 
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3. Results and Discussion 
After the assembly and set-up of the test bench presented in Fig. 2, it has been possible to obtain 
polarization curves of a DMFC single cell and for a methanol electrolyser single cell. The single cells of both 
devices consist of 316L steel plates with serpentine channels, with an active area of 16 cm2. The MEA used 
for each device consists of a Nafion® 117 membrane and commercial electrodes corresponding to the 
cathode and anode. The cathode uses Freudenberg carbon paper as support with a Pt 1mg/cm2 catalyst 
load. For the anode, the same support is used, but with a Pt-Ru charge of 3 mg/cm2. 

 
Figure 2. The test bench designed and built to study DMFC and methanol electrolysers. 

3.1. DMFC polarization curves 

Figure 3 shows the polarization and power density curves obtained for the DMFC with the test bench at 
different oxygen mass flow rates to study the effect of this parameter on the DMFC performance. All curves 
have been obtained at a temperature of 60 °C, 1 bar pressure and a methanol concentration of 1 M and flow 
rate of 3 ml/min. 

 
Figure 3. Polarization and power density curves of the DMFC single cell for different oxygen flow rates 
obtained at a temperature of 60 °C, pressure of 1 bar and a methanol concentration of 1 M and flow rate of 3 
ml/min. 
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It can be seen from Fig. 3 that for a volumetric oxygen flow rate of 110 ml/min the current density increases 
slightly as the voltage values decrease below 0.23 V, with the current density not following the trend shown 
up to this voltage value. This results in a large decrease of the power density after having reached the 
maximum value. This behaviour of the single cell for this volumetric flow of oxygen can be attributed to that 
this flow is not able to extract from the cathode channels the water that has been generated during the 
polarization curve, thus blocking the reaction at the last points of the curve. To avoid this, the oxygen flow 
rate is increased, with best results at 120 ml/min. However, when increasing the flow rate to 150 ml/min, the 
Nafion® membrane probably starts to dry out during the polarization curve and for this reason the peak 
power density value is lower. 

 

3.2. Methanol electrolyser polarization curves 

Figure 4 shows the polarization curves of the methanol electrolyser obtained with the test bench at different 
temperatures to evaluate the effect of this parameter in the performance of the electrolyser. The 
concentration of methanol used to feed the electrolyser is 1 M and the aqueous methanol flow rate is 6 
ml/min. 

 
Figure 4. Polarization curves of the methanol electrolyser single cell for temperatures of 40 °C, 50 °C, 60 °C 
and 70 °C obtained with aqueous methanol of concentration 1 M and methanol flow rate of 6 ml/min. 

In Fig. 4 can be observed that while increasing temperature, the voltage decreases for the same current 
density. This results in a lower electrical energy consumption to produce the same mass of hydrogen with 
the methanol electrolyser when increasing temperature. 

 

4. Conclusions 
This article describes the design and assembly of a test bench to analyse the behaviour of DMFC and 
methanol electrolysers. The bench makes it possible to control the pressure and flow of oxygen or nitrogen, 
the flow of methanol in aqueous solution and the temperature at which the tests are carried out. 

By performing polarization curves, crossover and EIS measurements with this test bench, the effects of each 
of the DMFC and electrolyser components, such as membranes, catalysts, electrodes or the flow path of the 
bipolar plates, on these devices can be evaluated. 

From the results obtained so far it can be seen that the choice of the oxygen flow rate is an important 
parameter for a DMFC, as too little flow rate may indicate that the cathode channels become waterlogged 
and too much flow rate may indicate that the membrane dries out and blocks the reactions from taking place. 
It has also been shown that an increase in temperature in the case of the methanol electrolyser implies a 
decrease in energy consumption to continue producing the same amount of hydrogen with this device. 

The test bench presented in this work allows to obtain very useful experimental results to study the influence 
of different parameters and components, both at experimental and commercial level, on the performance of 
a DMFC and a methanol electrolyser, allowing to further improve the technology of these devices. 
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Abstract:

Optimization methods are essential to improve the operation of energy conversion systems including energy
storage equipment and fluctuating renewable energy. Modern systems consist of many components, operating
in a wide range of conditions and governed by nonlinear balance equations. Consequently, identifying their
optimal operation (e.g. minimizing operational costs) requires solving challenging optimization problems, with
the global optimum often hidden behind many local ones. In this work, we propose a hybrid method that
advantageously combines Bayesian optimization (BO) and Interior Point OPTimizer (IPOPT). The BO is a
global approach which exploits Gaussian process regression to build a surrogate model of the cost function to
be optimized, while IPOPT is a local approach which uses quasi-Newton updates. The proposed BO-IPOPT
combination allows leveraging the parameter space exploration of the BO with the quasi-Newton convergence
of IPOPT once solution candidates are in the neighbourhood of an optimum. Using a challenging constrained
test function, we test BO-IPOPT in accuracy, robustness and computational efficiency. Finally, we showcase
the proposed hybrid method in the optimal operation of an industrial energy conversion system for renewable
steam generation.
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Nonlinear global optimization, Bayesian optimization, IPOPT, Hybrid method, Renewable steam generation.

1. Introduction

Numerical optimization is widely used to define the optimal operation [1±4] of energy conversion systems with

many component combinations. A large number of system components, their interactions and included control

parameters such as temperatures, mass flows or bypasses, combined with their nonlinear response, renders

the optimization of these systems that are usually high dimensional and nonconvex. Yet, global optimization is

required for model predictive control framework [5±7], where optimization methods with high accuracy and low

computational cost are necessary.

Optimization methods can be classified into local and global, see e.g. [8,9]. Local methods use the information

in the neighbourhood of a candidate solution to propose an update (improvement). Depending on whether the

update relies on the cost function’s gradient computation, these can be further classified as gradient-free (e.g.

Nelder±Mead) and gradient-based (e.g. quasi-Newton methods). Local methods converge faster (i.e. with

fewer cost function evaluations) than global ones if the starting point is sufficiently close to the optimum or if

the cost function is (at least locally) convex. However, these methods are more prone to get stuck into local

minima. A simple approach to mitigate this risk is to use multi-start (MS) algorithms [10], consisting in repeating

the local optimization from multiple starting points. Leveraging the fast convergence of local methods, this

approach can capture a large distribution of local optima, from which the one with the best objective function

value can be taken as the best guess for the global optimum.

Global methods can be classified into deterministic and stochastic. Deterministic global optimization is mainly

based on concepts of enumeration, generating cuts, and bounding to feasible regions that do not contain any

optimal solution [9]. Nevertheless, commercial deterministic global solvers, like BARON [11], are extremely

computational expensive especially in nonlinear nonconvex problems, where the CPU time increases expo-

nentially with the number of variables and constraints. Common simplifications, which aim to reduce the

complexity of the problem so that a global method like BARON can provide the global solution in reasonable

time, are the linear modeling of system components [12] and the linearization of nonlinear component equa-

tions [13]. However, the former does not always guarantee a realistic system behaviour, whereas the latter

requires an appropriate linearization technique depending on the model complexity, where a balance between

accuracy and time efficiency must be found for the definition of the grid fineness.



An alternative to the deterministic global search is the random search of stochastic global optimization. These

can be further classified into single candidate (e.g. simulated annealing) or population-based (e.g. genetic

algorithms or particle swarms) [14] depending on the number of solutions that are iterated upon, or into meta-

heuristics or surrogate-based depending on the criteria used for the update. Metaheuristic methods (such as

genetic algorithms or particle swarms) use a bio-inspired heuristic strategy to advance candidate solutions,

while surrogate-based approaches (such as Bayesian optimization [15±18]) build a surrogate model of the

function to optimize and use the model to drive the new evaluations. Global stochastic methods can avoid local

minima, but tend to require a much larger number of cost-function evaluations than local ones.

The complementary advantages of these methods have motivated various hybrid approaches combining global

and local methods [14, 19, 20]; the reader is referred to [21] for an overview of hybridization strategies. While

most hybrid methods have combined metaheuristics with local methods, the recent focus seeks to combine

surrogate-based methods and gradient-based optimization [22±24] to maximize the sample efficiency of the

hybrid formulation.

This work explores the combination of Bayesian optimization and a quasi-Newton local approach to determine

the optimal operation of energy conversion systems. In particular, we use the classic BO with Gaussian process

regression (GPR) and expected improvement [15] together with the Interior Point OPTimizer (IPOPT) [25,26].

Our combination is similar to the one proposed in [24], but differs in how the local method is integrated with the

GPR, as further detailed in Section 2.3..

This paper is organized as follows: Section 2. gives an overview of the background of the proposed method

BO-IPOPT. Section 3. presents the test cases analyzed in this work, namely a constrained test function with

known global solution and the constrained optimization problem arising from the operational management of

a renewable steam generation system to test the performance of our proposed method. Finally, Section 4.

summarizes the main conclusions and provides perspective for future works.

2. Optimization Methods

In this work, we consider the general constrained optimization problem, defined as:

min
x∈Ω

{

f (x) s. t. h(x) = 0, g(x) ≤ 0
}

(1)

with x ∈ Ω ⊆ R
n the n-dimensional decision variable contained in set Ω, f : Rn → R the objective function,

h : Rn → R
p the set of equality constraints, and g : Rn → R

q the set of inequality constraints. The functions

f , h, g can be nonlinear and nonconvex, but are assumed to be sufficiently smooth.

We aim to develop an optimization method that provides a sequence of candidate solutions {xK} converging

towards the global minimum xK → x⋆ with the highest probability and the fewer iterations K . In what follows,

we briefly introduce the BO and IPOPT methods and motivate our interest in their combination.

2.1. Bayesian Optimization (BO)

BO is a global black-box optimization approach, i.e. requiring no mathematical definition of the objective

function. The main idea is to use the sampling at the candidate solutions {xK} to build a surrogate model of

the cost function. Following [15], the surrogate model is usually built with GPR, which is a kernel regression

method [27] allowing the analytical computation of both the regression and its uncertainties. The uncertainties

of the model can be used to balance exploitation, i.e. the tendency to sample where the surrogate predicts best

objective values, with exploration, i.e. the tendency to sample where the surrogate has the highest uncertainty.

An approach to deal with optimization constraints is to augment the objective function as follows according

to [14]:

u(x) = f (x) + ρh(x)2 + λmax(0, g(x))2 (2)

where ρ,λ ≥ 0 are penalty weight vectors associated with the magnitude of constraint violation. The two

ingredients in the BO are described as follows:

1. GPR: The GPR builds the surrogate model considering it as a Gaussian process (GP), i.e. a multivariate

Gaussian distribution in the domain Ω. This distribution is initialized with a prior mean m(x) and covari-

ance defined by a kernel function, usually taken as a Gaussian k (x , x ′) = exp(−d(x , x ′)2/2l2), with l

the length scale of the kernel and d(·, ·) the Euclidean distance between points in Ω. As sample points

{x̄1, ... , x̄Nc
} and associated objective values Åun = u( Åxn) are collected, the GPR updates the underly-

ing GP using standard conditioning rules [27] such that the (surrogate) predictions in x ∈ Ω become

û(x) ∼ GP(µ(x),Σ(x)) with mean µ(x) and covariance Σ(x) functions defined as:

µ(x) = K T
∗

(

K∗∗ + αI
)

−1
u( Åx) and Σ(x) = K − K T

∗

(

K∗∗ + αI
)

−1
K∗ (3)



where K = k (x , x), K∗ = k (x , Åx), K∗∗ = k ( Åx , Åx), I is the identity matrix of appropriate size and α is

a regularization parameter that avoids the fully interpolative behaviour of the GPR. The main hyper-

parameters of the regression are the kernel’s length scale l and the regularization α; the first determines

the smoothness of the function, while the second regularizes the sensitivity of the regression towards

noise in the case of stochastic objective functions.

2. Acquisition function: This function controls the location of the new candidate solutions. The common

approach, also used in this work, is to use the expected improvement (EI) function. This is defined as:

EI(x) =

{

(û(x+) − µ(x) − ξ)Φ(Z ) + σ(x)ϕ(Z ) if σ(x) > 0

0 if σ(x) = 0
with Z =

{

û(x+)−µ(x)−ξ

σ(x)
if σ(x) > 0

0 if σ(x) = 0
(4)

where Φ and ϕ denote the cumulative distribution function and the probability distribution function, re-

spectively. The first term controls the exploitation: this term is large if the new samples are close to

the expected optima according to the surrogate model. The second term controls exploration: this term

is large if the new samples are in the area of large σ(x) = diag(Σ). The parameter ξ sets a threshold

over the minimal expected improvement that justifies the exploration and is a hyperparameter of the BO;

hence the larger this value, the more exploration is produced.

In the classic BO, the algorithm begins with a set of randomly chosen candidate solutions and iterates alter-

nating one update of the GPR and the maximization of EI to define new candidates.

2.2. Interior Point OPTimizer (IPOPT)

The open-source software package IPOPT [25] is a popular tool for solving large-scale nonlinear optimization

problems. The solver is mainly based on a primal-dual interior-point method combined with a filter line-search

method [26]. IPOPT can also be applied to nonconvex problems, but should be at least once, ideally twice,

continuously differentiable.

Algorithmically, IPOPT transforms any inequality constraints of the original problem (1) into natural logarithmic

barrier terms in the objective function, including a barrier parameter, thus considering a parametric problem.

Based on this, a sequence of equality-constrained problems (barrier problems) is solved for decreasing values

of the mentioned barrier parameter. This approach is repeated until a point satisfies the first-order Karush-

Kuhn-Tucker optimality conditions. Note that also maximizers and saddle points satisfy the latter optimality

conditions, but IPOPT internally uses a Hessian regularization that avoids obtaining maximizers and saddle

points. For each barrier sub-problem, a Newton-type algorithm with line search is applied, including the solution

of indefinite sparse symmetric linear systems. In particular, the overall performance (runtime, accuracy and

robustness) strongly depends on the properties of the chosen sparse linear solver.

Overall, IPOPT is a highly efficient solver to find a local solution of a large-scale nonlinear nonconvex con-

strained optimization problem. However, the computed local optimum depends strongly on the selected starting

point. Consequently, the initialization determines the rate of convergence to a solution and to which optimum

the algorithm converges. It should be noted that the local optimization method can also perform poorly and

even fail if the initial guess is unfavorable.

2.3. Hybrid Method BO-IPOPT

The proposed BO-IPOPT combination is illustrated in Algorithm 1. The algorithm starts with a set of initial-

ization points to generate a first surrogate model via GPR (cf. lines 1-4). In doing so, the evaluation of the

initialization points is possible, since the objective function is assumed to be known. The main part of the

algorithm consists of alternating steps of BO and IPOPT until the total number of outer iterations K is satisfied

(cf. lines 6-13). More specifically, new candidates for the GPR are first selected by evaluating the acquisition

function EI. However, instead of updating the surrogate model directly with the newly selected candidates (as

in classical BO), IPOPT is applied to the best candidates, so the surrogate model is then updated based on

these local optima. It should be noted that the proposed approach uses only feasible solutions (in line 9): if the

solution of IPOPT is not feasible, the algorithm selects the next best candidate.

The advantage of the proposed BO-IPOPT method is that IPOPT increases the convergence of the BO by

moving some of the candidate solutions towards optimal locations. When these are local optima, the EI eval-

uation allows for maintaining global exploration and improving the regression where needed. If any of these

is a global optimum, the EI keeps favouring its sampling in the following iterations. Overall, this method is not

only efficient for BO to speed up its convergence but also for IPOPT to effectively determine good initial points.

It is worth noticing that any local solver could replace IPOPT, which was chosen here because of its efficient,

robust, open-source implementation.

As mentioned in Section 1., the recently proposed approach BOwLS [24] (cf. corresponding Algorithm 3 in

the mentioned article) is similar to ours. In [24], the BO framework is also used to determine the local solver’s



Algorithm 1 Hybrid Method BO-IPOPT

Input: length scale l ; regularization term α of GPR; amount of exploration ξ; number of initialization points

N0; number of candidates Nc considering in EI; number of best candidates Nbc selected at each iteration;

penalty weight vectors ρ,λ; number of outer iterations K ;

1: generate a number of points {x1, ... , xN0
} in Ω;

2: evaluate yn = u(xn) for n = 1 : N0;

3: let D0 = {(xn, yn)}N0

n=1;

4: construct a GPR model û0 from D0;

5: n = N0, j = 0;

6: while j < K do
7: generate a new group of points {x̄1, ... , x̄Nc

} in Ω;

8: {xn+1, ... , xn+Nbc
} = arg max EI(x̄i ; ûn) for i = 1 : Nc;

9: solve [y⋆

k , x⋆

k ] = IPOPT(xk ) for k = n + 1 : n + Nbc ;

10: Dj+1 = Dj ∪ {(x⋆

n+1, y⋆

n+1), ... , (x⋆

n+Nbc
, y⋆

n+Nbc
)};

11: update GPR model ûj+1 from Dj+1;

12: n = n + Nbc, j = j + 1;

13: end while
14: return ymin = min{yi}

n
i=1;

Algorithm 2 MS-IPOPT

Input: Number of outer iterations K ;

1: for i = 1 : K do
2: generate a random point xi in Ω;

3: solve [y⋆

i , x⋆

i ] = IPOPT(xi );

4: end for
5: return ymin = min{y⋆

i }
K
i=1;

starting points and thus create a suitable MS formulation. However, it should be noted that there are some

technical differences to our version. First, the initial GPR model is built from the results of the local searches

(not random ones); this brings the risk of restricting the sampling region of the GPR. Second, the initial and

updated GPR models are based on the value of the objective function from the local optima but on the inputs

of the initial points before using the local solver (x instead of x⋆). Consequently, the GPR at each iteration

does not approximate the underlying function but another one that shares the same local minima identified

thus far. Finally, BOwLS uses the conjugate gradient method from the SciPy package as a local search, thus

not accounting for constraints and the feasibility set of the problem.

3. Numerical Examples

In this section, we showcase the proposed BO-IPOPT approach on (i) a test function and (ii) the optimization of

a renewable steam generation system. In both test cases, the performance of BO-IPOPT is compared with the

classical random-based MS-IPOPT (cf. Algorithm 2) and the BOwLS [24] in terms of accuracy, CPU time and

robustness. All algorithms were implemented in Python 3.8. More specifically, BO was implemented using the

sklearn library [28] for the GPR, while IPOPT is used via the Python Optimization Modeling Objects (Pyomo)

software package [29]. To provide the first and second derivative, Pyomo uses the automatic differentiation

features in the Ampl Solver Library.

All computations were carried out on a machine with Intel(R) Core(TM) i7-8665U CPU. To allow for a fair

comparison between hybrid approaches, we implement IPOPT as the local solver for the BOwLS since the

conjugate gradient method from the SciPy package used in [24] is not designed to handle constrained prob-

lems. Additionally, for consistency, we consider the same parameters for both hybrid methods, i.e. N0 = 10,

Nc = 1, 000, Nbc = 2, ξ = 0.01, α = 0.1, l = ρ = λ = 100, and the same acquisition function EI. Concerning the

random-based MS-IPOPT, we implement it with Nbc = 2 (cf. line 2 in Algorithm 2), meaning that two random

points are generated for each outer iteration K and used as starting points for the IPOPT solver.

3.1. Constrained Ackley Function

The first test case is the well-known Ackley function, often used to test optimization algorithms [30]. This

function is nonconvex and highly multi-modal with multiple local minima and one global minimum. Since the

Ackley function was originally designed as an unconstrained optimization test case, we add two inequality



constraints as in [30]. The resulting constrained optimization problem is defined as follows:

min − 20 exp
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s. t.

n
∑

i=1

xi ≤ 0, ∥x∥2 − 5 ≤ 0, x ∈ [−5, 10]n (6)

where n denotes the problem’s dimension, set to n = 100 for this experimental study. The optimization problem

(5)-(6) has a global minimum at x = 0 with objective function value 0, i.e. f (x) = 0. Since all implemented

algorithms are based on a certain randomness, our numerical experiments were repeated 100 times with a

number of outer iterations K = 300.

The optimization results of all three methods are shown in Fig. 1. The figure on the left compares the averaged

minimum objective function value, while the figure on the right compares the averaged CPU time versus the

number of outer iterations. It can be seen that the proposed BO-IPOPT outperforms the others in conver-

gence and robustness. As expected, MS-IPOPT and BO-IPOPT start with a higher minimum objective function

value than BOwLS because both methods use a random initialization, while BOwLS considers local optima

as initialization for the initial GPR model. Obviously, BO-IPOPT converges faster towards the global minimum,

which can be explained as follows: on the one hand, MS-IPOPT naturally converges more slowly to the global

optimum because it strongly depends on its randomly chosen starting points. On the other hand, the GPR in

BO-IPOPT has better performance in providing a better surrogate model since the sampling is more spread

than in BOwLS, which narrows the sampling near the local optima. Regarding CPU time, the simplest MS-

IPOPT outperforms both hybrid methods, as shown on the right side of Fig. 1; this gives an order of magnitude

of the costs for training the GPR surrogate model in the two hybrid methods.

It should be underlined that an exhaustive comparison of the two hybrid methods should also include a broader

range of hyperparameters; this will be carried out in the extended version of this work. For the investigated

test case, the performance gap appears to depend on the outer iterations K : as shown in Fig.1, at K =

100, BO-IPOPT is well ahead in the averaged minimum objective function value, but BOwLS reaches similar

objectives at K ≈ 170. The number of initialization points N0 is a second crucial parameter. It is expected

that larger values will favour BO-IPOPT, since they enable better exploration of the solution space, while the

local optimization in BOwLS restricts the exploration of the BO. Moreover, increasing N0 increases the number

of (initial) local searches in the BOwLS and thus directly leads to higher computational costs, in contrast to

BO-IPOPT. Finally, the number of local searches before the updating of the GPR model is expected to have

a significant impact on the balance between accuracy and computational cost and will also be investigated in

future work.
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Figure 1: Optimization results for the constrained Ackley function (5)-(6): comparison of the averaged minimum

objective function value (left) and averaged CPU time (right) over 100 trials using MS-IPOPT, BOwLS and BO-

IPOPT in relation to the number of outer iterations K .



3.2. Renewable Steam Generation

The second test case is the operation optimization problem of an industrial energy conversion system for

renewable steam generation. This power-to-heat system (cf. Fig. 2) was recently proposed in [31] and is

currently used as a practical benchmark to evaluate the algorithms. In the following, we first briefly describe

the test case and the resulting optimization problem (Section 3.2.1.) and then present and discuss the results

of the optimization (Section 3.2.2.).

3.2.1. Problem Description

The considered electrified system shown in Fig. 2 aims to provide constant process heat in the form of super-

heated steam for an industrial process. The multi-component system mainly consists of 4 units: (i) a wind

turbine (WT) to produce renewable electricity driving the system; (ii) a closed reverse Brayton cycle high-

temperature heat pump (HTHP), powered by electricity from the WT or the power grid, to generate process

heat; (iii) a sensible thermal energy storage (TES) to store excess thermal energy generated during periods

of high wind power or low electricity prices; (iv) the steam generator (SG) for providing process steam via an

intermediate thermal oil stream and controllable fluid bypasses.

The HTHP and SG models were created with a process simulation software, with the former being able to

simulate part load behaviour. The TES model is developed using a lumped capacitance approach, while the

WT power output is modeled from the specific power curve at hub height, i.e. the power curve determines the

wind power generated as a function of the wind speed extrapolated to the corresponding height.

In the system configuration (cf. Fig. 3), the HTHP provides high-temperature process heat to an intermediate

circuit routed through the TES or directly to the SG via a controllable fluid bypass. Thermal oil is chosen as

heat transfer fluid (HTF) in the intermediate loop due to its compactness and fluid phase within the temperature

range. During the charging process, the temperature in the TES is heated up by the HTF before it enters

the SG; discharging operation is vice versa. In discharge mode, the HTHP’s power consumption can be

significantly reduced since less heat has to be supplied to the intermediate loop to ensure constant steam

generation. In idle operation, the TES is completely bypassed by the HTF. The cold outlet stream is not used

for cooling applications in the current setup. For more details, we refer the reader to [31].

Optimization aims to determine the cost-optimal operation, i.e. minimizing operational costs considering the

fluctuating wind energy and electricity prices. To build an algebraic model problem, the underlying HTHP and

SG models are converted into an algebraic form using polynomial surrogate models, as described in [31].

This results in an algebraic nonlinear nonconvex constrained optimization problem that can be formulated in a

discrete setting as:

Steam Gen
Steam 

Consumer
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Waste Heat Air

Water

Condensate

Steam

Brayton HTHP

Cooling Air

Intermediate 

Thermooil Loop

Sensible TES

HTHX
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Figure 2: Illustration of the investigated industrial energy conversion system for electrified steam generation

recently proposed in [31]. The system consists of a HTHP, a TES and a SG, where the HTHP is powered by

electricity from a wind turbine or the power grid. The HTHP uses waste heat air stream as a heat source and

enables charging and discharging of the TES via an intermediate thermal oil stream. Furthermore, constant

heat demand for the steam consumer factory must be satisfied.
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β2ṁ■
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Figure 3: Detailed flow chart [31] of studied system (cf. Fig. 2) including HTHP, TES and SG. HTHP and SG are

represented by polynomial surrogate models, while TES is modeled by an effectiveness model. An adjustable

fluid bypass β1 ∈ [0, 1] is used to control the heat input to the TES and SG, conversely the bypass β2 ∈ [0, 1]

regulates the heat input to the HTHP depending on the thermal state Ts of the TES and SG outlet stream.

The solid and dashed lines indicate the charging and discharging mode in a simplified way. In addition,

simultaneous charging and discharging is not allowed. For example, charge mode is β1 ∈ [0, 1),β2 = 1,

discharge mode implies β2 ∈ [0, 1),β1 = 1, and idle mode represents β1 = β2 = 1.
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with a uniformly spaced time grid tk = ∆tk for k = 1, ... , n, so that the functions are considered only at the

discrete time points, i.e. T k
I := TI(tk ). The linear objective function (7) relies on the system’s operating cost that

is directly related to the consumed grid power of the HTHP. The power balance and outlet temperatures of the

HTHP are described by (8), where FHTHP, FHTHX, and FLTHX represent the corresponding surrogate models as

a function of inlet temperatures, mass flow and rotational shaft speed. The bypass modeling is represented

by (9), while (10) reflects the SG surrogate models. The charging and discharging heat flows (11) depend on

the HTF mass flow, the temperature level and the fluid flow bypasses. Moreover, charging and discharging

at the same time is not allowed. The constraints (12) relate to the TES effectiveness model and the storage

temperature change. For a complete set-up, an initial storage temperature ˜T0 is required, which is assumed

to be the same at the end of the operating period (13). The simplified models in (8) are valid within the box

constraints in (14), while other variables are naturally limited by the system itself. The factor 3 in (8), (10) and

(11) arises because the surrogate models were derived for a single HTHP, but three HTHPs are operated in

parallel to keep the component dimensions within a moderate scale.

3.2.2. Optimization Results

This section presents the optimization results of the proposed system for renewable steam generation. We

consider a one-day system operation and set the time step to ∆t = 1 h, giving the total number of discrete

steps n = 24. The scenario for the WT power production and the grid electricity price are displayed in Fig. 4
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Figure 4: Visualization of 24h reference data Pwt (WT power output) and gpr,grid (electricity price) to minimize

operating cost in (7)-(14).

as a function of time during 24h. The time horizon considered, resulting in 408 decision variables controlling

the system, makes this test case unfeasible for a commercial global optimization solver like BARON.

The optimization results are presented in Fig. 5. As in Section 3.1., we compare the performance of the

proposed BO-IPOPT to MS-IPOPT and BOwLS. The same hyperparameters as in the previous test case

are considered. Our numerical experiments are repeated 20 times for averaging out the stochastic nature

of the optimizers. We reduce this number with respect to the previous test case because this optimization

problem requires larger computational time due to the larger dimension and the large set of equality constraints.

Since the global minimum of this optimization problem is unknown, we use MS-IPOPT with 10,000 different

initialization points to explore the parameter space. The best result, herein considered as an estimate of the

global optimum, lies at 1,046.53e. This optimum is shown in Fig. 5 on the left.

As in the previous test case, BO-IPOPT outperforms the other approaches in convergence and robustness,

while both hybrid methods converge faster towards the best reference solution than the MS-IPOPT. The same

observations made from the previous test case on the role of the initial point for BO-IPOPT and BOwLS apply

to this case. However, it is worth noticing that none of the optimizers approach the best known solution

(estimated by the 10,000 IPOPT iterations) within the K = 300 outer iterations on average. This, together

with the minor improvements achieved by all optimizers, highlights the complexity of the optimization problem

at hand. In terms of computational cost, Fig. 5 on the right shows a nearly linear trend for both the hybrid

methods and the MS-IPOPT, with the slope being much larger than in the previous test case because of the

larger dimensionality of the problem. Nevertheless, this shows that the increased computational cost of the

GPR, produced as more samples are available, weighs much less than the objective function evaluation itself

for the number of initialization points (N0 = 10) considered in this test case.

The choice of hyperparameters clearly influences the performance of both hybrid methods. Among these, the

number of candidates Nbc updated via the local solver appears a critical parameter governing the optimization

convergence as well as the computational effort. Fig. 6 shows the impact of this hyperparameter in the

optimization convergence, both in terms of average convergence and CPU time. A significant increase in the

computational cost results in a minor improvement in the convergence. This highlights that much of the cost in

the hybrid formulation is due to the local solver and not the GPR updating. Future work will analyze the impact

of various hyperparameters in optimization performance with the proposed hybrid method in more depth.
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Figure 5: Optimization results for the use case renewable steam generation (7)-(14): comparison of the aver-

aged minimum objective function value (left) and averaged CPU time (right) over 20 trials using MS-IPOPT,

BOwLS and BO-IPOPT in relation to the number of outer iterations K . The best known solution (computed by

10,000 IPOPT iterations) is also visualized as an estimate of the global optimum on the left in the figure.
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Figure 6: Optimization results for the use case renewable steam generation (7)-(14): comparison of the aver-

aged minimum objective function value (left) and averaged CPU time (right) over 20 trials using BO-IPOPT

with Nbc = 1 and Nbc = 2 in relation to the number of outer iterations K . The best known solution (computed by

10,000 IPOPT iterations) is also visualized as an estimate of the global optimum on the left in the figure.

4. Conclusion

This work presents a novel method called BO-IPOPT to determine the optimal operation of energy conversion

systems. BO-IPOPT beneficially combines Bayesian optimization and Interior Point OPTimizer, allowing profit

from the global exploration of the surrogate modelling in the BO with the quasi-Newton local convergence. In

BO-IPOPT, BO is made aware of the constraints via penalty terms in the objective function, while IPOPT is

naturally aware of the constraints during its updates.

We demonstrate the proposed method in a challenging constrained test case and the optimization of a com-

plex industrial energy conversion system for renewable steam generation. The optimization performance is

compared to the classical MS-IPOPT with random initialization and the recently introduced hybrid BOwLS. In

both cases, the proposed hybrid method outperforms BOwLS and MS-IPOPT in convergence rate and robust-

ness. The performance gain with respect to BOwLS appears to be linked to the different initialization criteria

and the use of surrogate models that approximate the original function. Regarding the computational cost, the

overhead of the hybrid methods is mostly linked to the construction of the GPR at each iteration. Nevertheless,

this is found to be negligible in both cases. On the other hand, the major increase in the CPU time for both

hybrid methods is primarily due to the additional number of best candidates leading directly to more IPOPT

evaluations. However, these can be carried out independently and could be easily parallelized. This will be

the subject of future work. Finally, future work will address the problem of hyperparameter optimization for

BO-IPOPT and consider the sensitivity of its performance to identify the optimal balance between accuracy

and computational cost.
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Nomenclature

Letter symbols

c specific heat capacity, J/(kgK)

D set of points

d(·, ·) Euclidean distance

EI expected improvement

F surrogate model

f objective function

g set of inequality constraints

g electricity price, e/(MWh)

h set of equality constraints

I identity matrix

J operating costs, e

K kernel matrix

K number of outer iterations

k kernel function

l length scale

ṁ mass flow, kg/s

m mass, kg

N number of points

n number of dimensions

P electric power, kW

Q̇ heat flow rate, kW

R rotational shaft speed

T temperature, ◦C

Åu objective value of u at x̄

û GPR model of u

u objective function with penalty terms

x̄ x-value of sample points

x n-dimensional decision variable

y objective value of f at x

Greek symbols

α regularization term of GPR

β fluid bypass

γ relaxation parameter

∆t discrete time step, s

ϵ effectiveness

λ,ρ penalty weight vectors

µ mean value

ξ amount of exploration

Σ covariance function

σ standard deviation

Φ cumulative distribution function

ϕ probability distribution function

Ω set of Rn

Subscripts and superscripts

0 starting condition

bc best candidates

c candidates

ch charge mode

dch discharge mode

f thermal oil

grid electricity grid

HTHP high temperature heat pump

HTHX high temperature heat exchanger

k discrete time point

LTHX low temperature heat exchanger

min minimum value

p pressure, N/m2

s storage

wt wind turbine
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Abstract:

The industrial sector accounts for a huge amount of energy- and process-related CO2 emissions. One decar-
bonization strategy is to build an energy concept which provides electricity and heat for industrial processes
using combination of different renewable energy sources such as photovoltaic, wind turbine, and solar thermal
collector system combined with energy conversion power-to-heat components such as heat pump, electric
boiler etc. The challenge for the industries is the economic aspect of the decarbonization, as industries require
a cost-efficient solution. The total cost for an industrial energy concept includes investment and operating
costs. This complex problem of minimizing cost and emission requires two major tasks: (I) modeling of com-
ponents and (II) multi-objective coupled design and operation optimization of the energy concept. The optimal
design and capacity of the components and optimal system operation depend majorly on the modeling of the
components. The modeling of the components is either physics-driven or data-driven. The corresponding
multi-objective coupled optimization is a complex problem with a large number of variables and constrains in-
volved. This paper shows different types of physics- and data-driven modeling of energy components for the
multi-objective coupled optimization for minimizing cost and emission of an industrial process as a case study.
The optimization problem is solved as single-level problem and bi-level problem with different combinations of
physics- and data-driven models. Different modeling techniques and their influence on the optimization are
compared in terms of computational effort, solution accuracy and optimal capacity of components. The results
show that the combination of physics and data-driven models have computational time reduction up to 37%
with high accuracy compared to complete physics-driven models for the considered case study. Specific com-
bination of physics-driven and polynomial regression models show the best trade-off between computational
speed and accuracy.

Keywords:

energy concept, renewable energy sources, coupled optimization, data-driven modeling

1. Introduction

Sustainable development is one of the most pressing challenges for the industrial sector today. Industrial sector
accounts for 34% of the end-energy-related CO2 emissions in Europe [1]. A very crucial hurdle that needs to be
overcome for sustainable future is the immense use of fossil fuels. The associated greenhouse gas emissions
require urgent solutions to mitigate their effects on climate. Renewable energy sources (RES) such as wind and
solar can be promising alternatives to fossil fuels as they are abundantly available and provide cleaner means
of energy [2]. Energy transition concepts such as integrated energy systems (IES) combining RES, conversion
components and fuel-based energy generation components could effectively improve the utilization of RES
as well as promote the mitigation of CO2 emissions. Energy-efficiency of such concepts plays a vital role in
reducing CO2 emissions. Efficient design and operation decisions of IES combine ecological and economic
aspects; i.e., it does not only have potential for reducing CO2 emissions, but it also supports significant cost
savings as shown in various literature for industrial energy systems [3±5], district and urban energy systems
[6±8] and building energy systems [9,10]. The design decisions are determined before and implemented during
the development of the energy concept, such as the capacity of the energy components involved. The operation
decisions are implemented after development of the energy concept, such as the physical conditions under
which the system is operated [11]. However, complex energy component capacity configuration and various
operation strategies make further development of such energy concepts for minimizing cost and emission
difficult [12].

Multi-objective design and operation optimization is one of the most effective methods for solving such prob-
lems [13]. This optimization problem falls under coupled optimization category, where design and operation of
the IES have to be optimized together to achieve the multi-objectives such as minimum CO2 emissions and



minimum costs. Different literature have shown coupled optimization solved with different methods, such as
bi-level and single-level optimization. Bi-level solution strategy is where an upper level problem decides the ca-
pacity of the components and a lower level decides the operation strategy based on the design decisions from
upper level. Single-level solution strategy integrates design and operation optimization in a single mathemati-
cal problem. The authors in [7] showed a mixed integer linear program (MILP) of bi-level coupled optimization
of district energy systems (DES) for minimizing overall cost as a single objective. In [14] a multi-objective,
non-linear coupled optimization with bi-level problem formulation is presented. In [15] single-level MILP multi-
objective coupled optimization for buildings is discussed. In [16] topology optimization of DES as MILP single-
level formulation with scenario based operating conditions is presented. Above discussed researches have
not majorly focused on industrial processes with multi-objective single-level coupled optimization. In this paper
the multi-objective coupled design and operation optimization problem of an energy concept is solved using
single-level as well as bi-level methods.

Modeling is an important aspect of energy system’s design and operation optimization. Physics-driven mod-
eling of energy components are majorly non-linear involving large number of variables and constraints, which
makes the coupled optimization computationally expensive [16]. Data-driven models have opened new possi-
bilities for energy system modeling [17]. Data-driven models could imitate the same physical relations hidden
in the data sets without focusing on physical description of the process, which makes them quite flexible to
use in an optimization problem [18]. The recent advancement in machine learning (ML) has a capability to
handle high complexity of such energy system modeling arising from non-linearity of the physics [17]. In this
paper data-driven models for solar thermal (ST) collector system and heat pump (HP) are used to formulate
reduced order optimization problem and are compared with the physics-driven counterparts in terms of accu-
racy, computational efforts and optimal capacity of components. Comparison is carried out for both single-level
and bi-level multi-objective optimization problem to show the optimization results’ consistency.

2. Methods

The coupled design and operation optimization problem in this paper is formulated for a case study energy
concept of a small- to medium-sized food and cosmetic company in Germany. Fig. 1 shows the proposed
initial energy concept for the case study. It includes RES such as photovoltaic (PV), wind turbine (WT), ST;
energy conversion components such as HP, gas boiler (GB), electric boiler (EB); electric grid (EG) and gas
grid (GG) to suffice the consumption demand of the production. The heat is required for the steam generation,
which is further used for heating and pasteurizing the products in batches. Electricity producing components
and electricity consuming components are connected to an electricity hub (EH). In the same manner heat pro-
ducing and consuming components are connected to a heat hub (HH). Energy storage components such as
battery-storage (BAT) and thermal energy storage (TES) are not considered in this paper for the optimization,
but can be integrated in future energy concepts for higher flexibility of operation. The coupled optimization

GG
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PV

EG

BAT
HP

Demand

HH

EH
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Electricity Heat Gas

Figure 1: Concept of IES

problem of the energy concept shown in Fig. 1 is complex due to large number of continuous variables such
as capacity of the components, power consumption of the components etc., and binary variables such as
existence of component in the energy concept are involved with non-linear modeling of the energy compo-
nents consisting large number of constraints. The total number of variables and constraints involved in this



optimization problem are 1741 and 2748, respectively. It falls under the general category of mixed-integer
non-linear programming (MINLP) non-convex problems, which is computationally very expensive to solve [19].
Different types of physics- and data-driven models are integrated into multi-objective coupled optimization.
Physics-driven modeling of the components is majorly followed as described in [20]. Solution accuracy and
computational efforts of different models in optimization are compared later in section 3. The time horizon for
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Figure 2: Monthly electricity and daily heat demand of the case study considered

the operation optimization is 1 year with an hourly time-step. The operation of the plant takes place for 5 days
in a week daily for 8 hours. 21 days in a month are working days and 9 days are assumed to be off-days.
The operation of the plant is assumed to be scenario-based for the optimization, where 1 working day and 1
off-day in each month are taken as the representative days. The heat demand for working day is shown in Fig.
2 (b). It can be seen that heat demand is divided into 4 operating scenarios for different operating hours on
a working day for different batch processes. Off-days have base load requirement of 200 kWh of electricity.
Monthly electricity demands are shown in Fig. 2 (a).

2.1. Problem formulation

This case study problem has two objectives to minimize: Total annualized cost (TAC) and global warming
impact (GWI). TAC includes investment cost C and operational cost OC. The production facility of the case
study is already built. The investment cost for building the facility is excluded. GWI is the measurement of the
CO2 emission. The minimization problem is formulated as

min
x,y

[TAC(x, y), GWI(x, y)], (1)

with TAC and GWI as the minimization objectives. The first minimization objective TAC includes operational
cost of the energy concept and investment cost of each component, which is defined as

TAC(x, y) = OC(x, y) +
∑

i∈S

C i (x i ), (2)

where, the operational costs depends on the net electricity and gas bought from the grids. Which is shown as

OC(x, y) =
∑

m∈M

(pel
buy · Eel

in,m − pel
sell · Eel

out ,m) + p
gas
buy · E

gas
in,m), (3)

and the investment cost C i of each component is represented as

C i =

(

(β + 1)τ · β

(β + 1)τ − 1
+ α

)

· CAPEX , (4)

which includes capital expenditure CAPEX , maintenance cost factor α, interest rate β and time horizon τ for
financing cost [20]. CAPEX is calculated based on reference capacity x i of each component as

CAPEX = CAPEX 0 ·

(

x i

x0

)γ

, (5)

where, γ represents the scaling exponent for the nominal capacity [20]. The second minimization objective
GWI is presented as

GWI(x, y) =
∑

m∈M

(gel · (Eel
in,m − Eel

out ,m) + ggas · E
gas
in,m), (6)



where, M = {Jan, Feb...., Dec} and S = {PV , WT , SH, GB, EB, HP}. x = [APV , PWT
nom, QGB

nom, QEB
nom, QHP

nom] are the
design variables and y = [Eel

in,m, Eel
out ,m, E

gas
in,m] are the operational variables for the objective function. GWI is

calculated based on the net buying of electricity and gas from the grid. Each net consumed unit of electricity
Eel

in,m − Eel
out ,m and gas E

gas
in,m has been given corresponding CO2 factors gel and ggas, respectively, for the

calculation of GWI. Parameters for the OC and GWI are shown in Table 1. Table 2 shows the parameters for
calculating investment cost of each component and it also shows the minimum part load requirement λmin for
the components.

Table 1: Cost and emission parameters for grids taken from [20,21]

Name Parameter Value

electricity buying price pel
buy 0.31 [e]

electricity selling price pel
sell 0.06 [e]

gas buying price p
gas
buy 0.15 [e]

CO2 factor for net consumed electricity gel 0.349 [kg − CO2eq/kWh]

CO2 factor for consumed gas ggas 0.244 [kg − CO2eq/kWh]

The heat demand constraint is shown as

Qdem − (QST + QGB + QEB + QHP) ≤ 0, (7)

which indicates that the heat generated from ST, GB, EB and HP should fulfill the heat demand of the production
in each time step. Constraint on the capacity of the components is shown as

x i
min · z i ≤ x i ≤ x i

max · z i ∀i ∈ x and z i ∈ {0, 1}, (8)

where, x i
min and x i

max are the lower and upper bounds of the capacity of each components. z is the binary
variable, which is linked to the existence of the component in the concept. Equations (1)-(8) represent single-
level multi-objective coupled design and operation optimization problem.

Table 2: Component parameters for investment costs and part-load constraints [20]

Components reference capacity x0 CAPEX 0[e] γ α β τ [a] λmin

PV A0 [m2] 1400 0.95 0.01 0.03 10 0

WT P0
nom [kW ] 5000 0.95 0.03 0.03 10 0.33

ST A0 [m2] 400 0.95 0.02 0.03 10 0

GB Q0
nom [kWh] 2700 0.45 0.02 0.03 10 0.2

EB Q0
nom [kWh] 70 0.95 0.01 0.03 10 0

HP Q0
nom [kWh] 1655 0.66 0.02 0.03 10 0

2.2. Modeling of components

Modeling of the components is a crucial part of the optimization problem. In this subsection, for each compo-
nent integrated in the energy concept either a physics-driven and/or data-driven models are explained. List of
all variables, constant parameters and input parameters for physics-driven component modeling is presented
in Table 3.

2.2.1. Photovoltaic

The electrical power PPV
out generated by the PV unit is constrained by the solar irradiance I, the efficiency of PV

unit ηPV and total area APV
nom of the PV system. It is represented by

PPV
out ≤ APV

nom · ηPV · I. (9)

The case study facility already has some PV panels built on the terrace, with a tilt angle 5°for the PV model.
Moreover, PV unit has the maximum output power limited to its nominal capacity, which is presented as

PPV
out ≤ APV

nom · PPV
nom, (10)



Table 3: Component variables including binary variables, parameters and inputs for single-level problem

Components Design
variables x

Operational
variables y

Constant pa-
rameters c

Input paramters in
each timestep

Total number of
variables

PV APV
nom PPV

out ηPV ,PPV
nom I 3

WT PWT
nom λWT ,PWT

out - v 4

GB QGB
nom λGB, E

gas
in η0 - 4

EB PEB
nom λEB, PEB

in ηEB - 4

ST AST
nom T w

out , Tout , Tin IAM , η0, ṁST I, Tamb, ṁw 5

HP QHP
nom

λHP , hw
out , T w

out ,
PHP

in

a, b, c, d ,
T c

in, T w
in

ṁw 6

Electric grid - Eel
in , Eel

out - - 2

Gas grid - E
gas
in - - 1

where, PPV
nom is chosen as 0.171 kWm−2 [20] and efficiency ηPV is chosen to be 0.09 in order to meet the actual

output data of PV panels built on the case study facility. PPV
out is an operational variable and APV

nom of the unit is a
design variable. Total number of variables in Table 3 shows number of design, operational and binary variables
to be computed in each time step in optimization problem.

2.2.2. Wind turbine

The power output PWT
out of WT is limited by the wind velocity, which in turn determines the part-load behavior of

WT and its nominal power [22]. The output power of WT is given by

PWT
out ≤ ηWT (λWT ) · PWT

nom, (11)

where, PWT
out is an operational variable and PWT

nom of the wind turbine is a design variable. Operational variable
λWT depends on the wind velocity (λWT = v/vref , where vref = 12m/s [20]). The efficiency of wind turbine
ηWT (λWT ) is given by

ηWT (λWT ) =











0 if λWT ≤ 0.33

1.5393 · λWT − 0.5091 0.33 ≤ λWT ≤ 1

1 λWT ≥ 1.

(12)

2.2.3. Gas boiler

Heat output of the GB is determined by the part-load efficiency, which is given as

ηGB(λGB) =
21.75378 · λ3 − 7.00130 · λ2 + 1.39731 · λ− 0.07557

20.66646 · λ3 − 5.34196 · λ2 + 0.67774 · λ + 0.03487
· η0, (13)

where η0 is chosen to be 0.8 [1], which is called nominal efficiency. The heat output depends on the efficiency
shown in (13), consumed gas power to heat up the incoming fluid P

gas
in and nominal capacity QGB

nom, which is
presented as

QGB
out = ηGB(λGB) · P

gas
in , QGB

out = λGB · QGB
nom. (14)

Here, heat output QGB
out , consumed power P

gas
in and the part-load λGB are operational variables and nominal

capacity QGB
nom is the design variable. The integration of consumed power P

gas
in over the operation horizon

delivers the total energy E
gas
in consumed from gas grid.

2.2.4. Electric boiler

EB is modeled in the same manner as GB. Efficiency ηEB for EB is assumed to be constant at 0.95. The
operational variable heat output of the EB depends on operational variables such as consumed electric power
PEB

in , part-load λEB and design variable nominal capacity QEB
nom. It is shown as

QEB
out = ηEB · PEB

in , QEB
out = λEB · QEB

nom. (15)



2.2.5. Solar thermal collector

There are two kinds of ST collectors generally used in the market, flat plate and evacuated tube. For this case
study, flat plate collectors with tilt angle of 40° are chosen to be integrated in the energy concept [23]. ST
model is based on the quadratic efficiency model developed by [24], which is shown as

ηST = η0 −
a1 ·∆T

I
−

a2 ·∆T 2

I
, (16)

where η0 represents optical collector efficiency, a1 and a2 are loss coefficients related to linear and quadratic
terms, ∆T represents temperature difference between collector fluid temperature and ambient temperature,
and I as mentioned before is global solar irradiance on the collector surface. European EN 19275 standards
prescribe the collector fluid temperature as average collector temperature of its inlet and outlet temperature
[25].

Complete hourly weather data for the location of the case study plant has been gathered from European
commission photovoltaic geographical information system [26]. The global solar irradiance and ambient tem-
peratures are the important data for the ST collector model. Complete physical ST collector model is shown in
(17) - (20). The ST collector efficiency is shown as

ηST = η0 · IAM −
a1 · (Tm − Tamb)

I
−

a2 · (Tm − Tamb)2

I
, (17)

where, IAM represents incidence angle modifier, which corrects the optical efficiency for the irradiation not
perpendicular to the surfaces [23]. Tm is the average collector fluid temperature, which depends on inlet and
outlet temperature T ST

in and T ST
out , respectively. The optical collector gain is represented by

Q0 = η0 · IAM · I · AST
nom, (18)

and thermal losses due to temperature difference between average fluid temperature and ambient temperature
is modeled as

QL =
(

a1 · (Tm − Tamb) − a2 · (Tm − Tamb)2
)

· AST
nom, (19)

where, collector surface area is AST
nom of the collector surface is the design variable.

Qu =

{

Q0 − QL, if Q0 > QL

0 if Q0 ≤ QL

(20)

Equation (20) shows the useful solar gains with the condition of positive net solar gains. The authors in [23]
compared this simplified physical model with detailed simulation model in TRNSYS. The parameters for the
physical models are collected in [27], in which extensive research has been carried out for different ST flat
collector manufacturers data in Germany and related parameters. Parameters chosen for the case study are
shown in Table 4. Fig. 3(a) shows the ST collector with the heat-exchanger (HEX) used in the energy concept.
The heat transfer over HEX is given by

QST = ṁw · cw
p · (T w

out − T w
in ). (21)

For calculating the operational variable heat transfer QST over HEX in each time step, 5 different equations (17)-
(21) must be solved in the physical model, which consist 3 additional operational variables such as collector
inlet temperature T ST

in , collector outlet temperature T ST
out , water/steam outlet temperature T w

out and one design
variable, area AST

nom of the collector surface. Large number of variables and constraints make the optimization
expensive. In order to reduce the number of variables and constraints, data-models are trained and used in
the optimization.

Data-driven approach to model ST collector could have some advantages over physical model. Proposed
data-driven approach is presented as

QST = f (T w
in , ṁw , I, AST

nom), (22)

where, operational variable heat output of the whole ST collector system depends on 4 inputs. These inputs in-
clude only one design variable AST

nom, 3 input parameters T w
in , ṁw , I and none of the operational variables shown

before. f in (22) represents a generic data-driven model. This data-driven model represents the relationship
between the given input parameters including the design variable area AST

nom with the output variable heat output
QST . In this paper data-driven models such as linear regression (LR), polynomial regression (PR) and artificial
neural network (ANN) are considered. These data-driven models are trained with the input and output data
generated from the physical model. In this manner, operational variables to be optimized are reduced to 1 in
each time step and all other constraints are eliminated.



Table 4: Parameters for ST flat collector

Collector η0 a1 [W/(m2K )] a2 [W/(m2K )] IAM

Flat plate 0.79 4.03 0.0078 0.86

HEX

Solar Thermal Collector

(a) Solar flat plate collector with HEX

HEX

HEX

(b) HP consisting a compressor, 2 HEX and a turbine

Figure 3: ST collector and HP schematic diagram

2.2.6. Heat pump

HP can use the industrial waste heat as a thermal energy source as well as renewable electricity as the power
input to decarbonize industrial thermal processes, which makes it an essential technology [28]. In this case
study, waste heat is considered as constant. Renewable electricity is generated from PV and WT. There are
many different physical models to describe the performance of the HP. The authors in [28] have investigated
different case studies of different types of HPs and came up with different coefficient of performance (COP)
regression models. Fig. 3(b) shows a heat pump consisting of two HEXs (condenser and evaporator), a
compressor and a turbine. T c

in and T c
out represent input and output temperatures on cold side, whereas T w

in and
T w

out are the input and output temperatures on the hot side, respectively. The heat output of the HP depends
on its nominal capacity QHP

nom and part-load λHP , which is shown as

QHP
out = λHP · QHP

nom. (23)

The output temperature T w
out on the hot side depends on the outlet pressure of water/steam pw

out on hot side
and enthalpy hw

out of water/steam, which is a function of heat output QHP
out and inlet temperature T w

in of water on
the hot side, shown as

T w
out = f (hw

out (Q
HP
out , T w

in ), pw
out ). (24)

The COP is calculated based on the model

COP = a · (∆Tlift + 2b)c · (T w
out + b)d , (25)

suggested by [28]. The coefficients a,b,c and d of this model are chosen according to the suitable temperature
ranges of the case study (80°C < T w

out < 160°C). The heat output is a function of COP and the consumed
electrical power PHP

in , as well as the input and output enthalpy hw
in and hw

out of water/steam on hot side, which is
shown as,

QHP
out = COP · PHP

in , QHP
out = ṁw · (hw

out − hw
in). (26)

Equation (23)-(26) represent the physics-driven model of HP. The detailed list of design and operational vari-
ables of HP are shown in Table 3. As seen from the physical model, 5 different equations need to be solved in
each time step, which include 5 operational variables QHP

out , COP, PHP
in , λHP , T w

out and one design variable QHP
nom.

Data-driven approach for HP is shown as

COP = f (ṁw , T c
in,λHP , QHP

nom), (27)

which includes 1 design variable QHP
nom, 1 operational variable λHP and 2 input parameters ṁw and T c

in as inputs
to compute the output variable COP without any constraints. Table 5 shows the total number of variables and



constraints over the whole time-horizon for the single-level multi-objective coupled optimization. It is evident
from Table 5 that the total number of variables and constraints involved in coupled optimization problem de-
creases with the use of data-driven models compared to the complete physics-driven models of ST and HP.
Data-driven models for ST and HP reduce the number of variables by 388 and constraints by 504, which is
22% and 18% less than the complete physics-driven models.

Table 5: Total number of variables and constraints in single-level multi-objective coupled optimization problem for different combinations
of physics-driven and data-driven models of HP and ST

ST HP Total number of variables Total number of constraints

Physics-driven Physics-driven 1741 2748

Data-driven Data-driven 1353 2244

Data-driven Physics-driven 1525 2316

Physics-driven Data-driven 1669 2676

3. Results

3.1. Comparison of data-driven models

As shown in Table 5, the data-driven models have fewer variables and constraints to compute in coupled
optimization. Table 6 shows the inputs, outputs, number of parameters and amount of data samples. This data
samples are divided into training and validation data. 75% of the data samples is used for training the models
and 25% of the data samples is used for validating the trained models. Table 7 shows the training time and
comparison of accuracy between physical models (actual values) and different data-driven models (predicted
values) based on coefficient of determination R2 method [29]. Three types of data-driven models: LR, PR

Table 6: Data-driven models’ input, output and number of samples

Component Inputs Output Number of data samples

ST T w
in , ṁw , I, A QST 439199

HP ṁw , T c
in, λHP , QHP

nom COP 206054

and ANN are trained for ST and HP. In particular, PR models have two variant such as 2nd degree PR (PR-1)
and 3rd degree PR (PR-2) models. Furthermore, ANNs are feed forward neural networks with two different
specifications: (I) 2 hidden layers, 5 neurons in each hidden layer (ANN-1) (II) 3 hidden layers, 7 neurons in
each hidden layer (ANN-2). The number of hidden layers and number of neurons in each hidden layer are
optimized using hyper-parameter tuning technique. ANNs are trained with k-fold cross validation method with
k=4 [30].

It can be seen from Table 7 that the R2 score of ST is less for ANN-2 compared to ANN-1. See also Fig. 4
(b), where for ANN-2 the predicted output data does not match properly with actual output data. In contrast,
Fig. 5 shows results for the two different ANN models of HP, where ANN-2 showing better fitting performance

Table 7: Data-driven models’ training time and accuracy

Model Specification Training time
for ST [s]

Training time
for HP [s]

R2 for ST R2 for HP

LR degree 1 2.12 1.82 0.96 0.45

PR-1 degree 2 5.33 4.31 0.972 0.68

PR-2 degree 3 11.26 9.25 0.986 0.825

ANN-1 2 hidden layers
5 neurons each

1254 1008 0.999 0.862

ANN-2 3 hidden layers
7 neurons each

1852 1369 0.845 0.982
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Figure 4: Comparison of ANN models output prediction to actual output of ST

compared to ANN-1. Therefore, the optimized ANN for ST is ANN-1 and for HP is ANN-2. As expected, LR and
PR models for HP have lower values of R2 score compared to ANN models. On the other hand ST has quite
higher R2 score for LR and PR models. Training time for LR and PR models are lesser than their respective
ANN models. Training time for ANN is higher due to large number of weights and biases involved in the ANN
model. ANN-1 model and ANN-2 model have 35 and 112 such coefficients (and constants), respectively, which
makes them time-expensive to compute when these ANN models are integrated into the coupled optimization.
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Figure 5: Comparison of ANN models output prediction to actual output of HP

3.2. Comparison of optimization results

Fig. 6 shows several Pareto-fronts of TAC and GWI as results of multi-objective coupled design and operation
optimization of the case study energy concept. These pareto-fronts are formed by various combinations of
physics- and data-driven models. In particular, Fig. 6 (a) shows the single-level optimization results and (b)
shows bi-level optimization results for different combinations of ST and HP models. The optimal Pareto-front
of complete physics-driven model (black dots) of the IES is used as the reference solution to evaluate the
accuracy and computational effort of the different model combinations.

The original multi-objective MINLP optimization problem is linearized and converted into a MILP optimiza-
tion problem. The MILP problem is solved with GUROBI solver [31] on PYOMO platform included in CO-
MANDO [22]. More specifically, the single level multi-objective pareto-front is generated by the augmented
ϵ-constraint method [32]. Bi-level problem is not linearized and solved on PYMOO platform with non-sorting
genetic algorithm (NSGA-II) on the design level and differential evolution on the operation level [33]. Both
optimization problems, single-level and bi-level problem, are solved on 11th Gen Intel(R) Core(TM) i7-1185G7
with 16 GB RAM. It can be seen from Fig. 6 (a) and Fig. 6 (b) that the physics-driven model of HP with
ANN-1 data-driven model of ST (blue dots) gives the most accurate results, which is close to the complete
physics-driven model. The second most accurate result is provided by physics-driven model of HP and PR-2
data-driven model of ST (violet dots). This trend applies to both, single-level and bi-level optimization.

Fig. 7 shows the comparison of computational time and solution accuracy of the coupled optimization results
for combination of different models. Accuracy is calculated based on R2 method, where complete physics-
driven model is reference. It can be seen that the best trade-off between computational time and accuracy is
found for HP physics-driven model and ST PR-2 model (violet dots). This combination of models reduces the
coupled optimization computation time up to 37% with optimization results being approximately 90% accurate
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Figure 6: Comparison of the optimization results for different model combinations of ST and HP
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compared to complete physics-driven models. In contrast, ST ANN-1 model with HP physics-driven (blue
dots) model in coupled optimization is also very accurate, but the computational time for solving the coupled
optimization problems with ANN-models are very high due to large number of weights and biases.
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Figure 8: Capacity of components for reference solution and best trade-off solution for single-level coupled optimization

Fig. 8 shows the optimal capacity of the components for the total physics-driven models and the best trade-off
combination of physics- and data-driven models, which is chosen based on best trade-off between computa-
tional time and solution accuracy according to Fig. 7. Both Fig. 8 (a) and 8 (b) show that for minimum TAC
small HP and large GB is required to meet the heating demand, while for minimum GWI large HP is required.
The size of ST and PV remains almost constant in all of the Pareto-results. In some solutions, EB is needed



when HP and GB are not sufficient to provide the required heat. The optimal capacity of the components fol-
low a similar trend for complete physics-driven and combined physics-data-driven models, demonstrating the
credibility of the combined models.

4. Conclusion and outlook

This paper showed a multi-objective coupled design and operation optimization of an energy concept of a food
and cosmetic industry as a case study. Single-level optimization for minimizing TAC and GWI as well as design
and operation variables for each component involved is described. The aim of this paper is to compare different
types of physics- and data-driven models and to integrate them into a coupled optimization problem to reduce
the computational time while maintaining the accuracy of the optimization results. The results showed that the
combination of data-driven PR model of ST and physics-driven HP model better than all other combinations
in terms of computational time and solution accuracy. The accuracy of the optimization result is up to 90%
compared to complete physics-driven model and the computational time is reduced by 37%.

Future work for this case study is to include energy storage models into the energy concept. Integration of
thermal and electrical storage can increase the flexibility. Different scenarios such as retrofit designs, greenfield
designs, cost neutral solutions and emission free solutions can be optimized for the given case-study and
different design-operation solutions can be provided. Combination of physics-data models can be very useful
in optimizing these scenarios at less computational efforts and high accuracy.

References

[1] P. Voll, C. Klaffke, M. Hennen, A. Bardow. Automated superstructure-based synthesis and optimization of

distributed energy supply systems. Energy 2013; 50:374±388; doi:10.1016/j.energy.2012.10.045.

[2] M. J. Mayer, A. Szilagyi, G. Grof. Ecodesign of ground-mounted photovoltaic power plants: Economic

and environmental multi-objective optimization. Journal of Cleaner Production 2021; 278: 123934;
doi:10.1016/j.jclepro.2020.123934.

[3] O. Aguilar, S. J. Perry, J.-K. Kim, R. Smith. Design and optimization of flexible utility systems sub-

ject to variable conditions. Chemical Engineering Research and Design 2007; 85 (8):1149-1168;
doi:10.1205/cherd06063.

[4] P. Velasco-Garcia, P. S. Varbanov, H. Arellano-Garcia, G. Wozny. Utility systems operation:

Optimisation based decision making. Applied Thermal Engineering 2011; 31 (16):3196-3205;
doi:10.1016/j.applthermaleng.2011.05.046.

[5] G. M. Tina, G. Passarello. Short-term scheduling of industrial co-generation systems for annual revenue

maximisation. Energy 2012; 42(1):46-56; doi:10.1016/j.energy.2011.10.025.

[6] C. Bouvy, K. Lucas. Multicriterial optimisation of communal energy supply concepts. Energy Conversion
and Management 2007; 48 (11):2827-2835; doi:10.1016/j.enconman.2007.06.046.

[7] C. Weber, N. Shah. Optimisation based design of a district energy system for an eco-town in the united

kingdom. Energy 2011; 36 (2):1292-1308; doi:10.1016/j.energy.2010.11.014.

[8] J. Keirstead, N. Shah. Calculating minimum energy urban layouts with mathematical programming and

monte carlo analysis techniques. Computers, Environment and Urban Systems 2011; 35 (5):368-377;
doi:10.1016/j.compenvurbsys.2010.12.005.

[9] M. A. Lozano, J. C. Ramos, M. Carvalho, L. M. Serra. Structure optimization of energy

supply systems intertiary sector buildings. Energy and Buildings 2009; 41 (10):1063-1075;
doi:10.1016/j.enbuild.2009.05.008.

[10] P. Liu, E. N. Pistikopoulos, Z. Li. An energy systems engineering approach to the optimal design of energy

systems in commercial buildings.Energy Policy 2010; 38 (8):4224-4231; doi:10.1016/j.enpol.2010.03.051.

[11] P. Barton, X. Li. Optimal design and operation of energy systems under uncertainty. International Sympo-
sium on Dynamics and Control of Process Systems 2013; Mumbai, India.

[12] J. Li, H. Zhao. Multi-objective optimization and performance assessments of an integrated energy system

based on fuel, wind and solar energies. Entropy 2021; 23 (4); doi:10.3390/e23040431.

[13] R. S. Patwal, N. Narang. Multi-objective generation scheduling of integrated energy system

using fuzzy based surrogate worth trade-off approach.Renewable Energy 2020; 156:864-882;
doi:10.1016/j.renene.2020.04.058.



[14] S. Fazlollahi, G. Becker, A. Ashouri, F. Marechal. Multi-objective, multi-period optimization of district en-

ergy systems: Iv ± a case study. Energy 2015; 84:365-381; doi:10.1016/j.energy.2015.03.003.

[15] B. Morvaj, R. Evins, J. Carmeliet. Optimising urban energy systems: Simultaneous system sizing, opera-

tionand district heating network layout. Energy 2016; 116:619-636; doi:10.1016/j.energy.2016.09.139.

[16] J. SÈoderman, F. Pettersson. Structural and operational optimisation of distributed energy systems. Applied
Thermal Engineering 2006; 26 (13) : 1400-1408; doi:10.1016/j.applthermaleng.2005.05.034.

[17] C. Zhang. Data driven modeling and optimization of energy systems [dissertation]. Singapore, Nanyang
Technological University; 2019.

[18] C. Zhang, L. Cao, A. Romagnoli. On the feature engineering of building energy data mining. Sustainable
Cities and Society 2018; 39:508-518; doi:10.1016/j.scs.2018.02.016.

[19] G. G. Dimopoulos, A. V. Kougioufas, C. A. Frangopoulos. Synthesis, design and operation optimization of

a marine energy system. Energy 2008; 33 (2):180-188; doi:10.1016/j.energy.2007.09.004.

[20] S. Sass, T. Faulwasser, D. E. Hollermann, C. D. Kappatou, D. Sauer, T. Schutz, D. Y. Shu, A. Bardow, L.
Groll, V. Hagenmeyer, D. MÈuller, A. Mitsos. Model compendium, data, and optimization benchmarks for

sector-coupled energy systems. Computers and Chemical Engineering 2020; 135 : 106760; doi:10.1016/
j.compchemeng.2020.106760.

[21] Umweltbundesamt Kohlendioxid-Emissionen 2020. Available at https://www.umweltbundesamt.

de/daten/klima/treibhausgas-emissionen-in-deutschland/kohlendioxid-emissionen#

herkunft-und-minderung-von-kohlendioxid-emissionen[accessed 07.05.2023]

[22] M. Langiu, D. Y. Shu, F. J. Baader, D. Hering, U. Bau, A. Xhonneux, D. MÈuller, A. Bardow, A. Mitsos, M.
Dahmen. Comando: A next-generation open-source framework for energy systems optimization. Com-
puters and Chemical Engineering 2021, 152:107366; doi:10.1016/j.compchemeng.2021.107366.

[23] M. Grahovac, P. Liedl, J. Frisch, P. Tzscheutschler. Simplified Solar Collector Model: Hourly Simulation of

Solar Boundary Condition for Multi-Energy Optimization. International Congress on Heating, Refrigerating
and Air-Conditioning 2011; Belgrade, Serbia.

[24] Duffie, J.,Beckman, W.A.. Solar engineering of thermal processes. John Wiley and Sons Inc. 1991.

[25] DIN EN 12975 Thermische solaranlagen und ihre bauteile ± kollektoren ± teil 2 : pr Èufverfahren.

[26] EU-Science-Hub Photovoltaic geographical information system 2020. Available at https:

//joint-research-centre.ec.europa.eu/pvgis-online-tool/pvgis-tools/hourly-radiation_

en[accessed 20.01.2023]

[27] SPF Research. Research and development for sustainable energy systems: Flat plate collectors. Avail-
able at: https://www.ost.ch/ [accessed 02.02.23]

[28] F. Schlosser, M. Jesper, J. Vogelsang, T. G. Walmsley, C. Arpagaus, J. Hesselbach. Large-scale heat

pumps: Applications, performance, economic feasibility and industrial integration. Renewable and Sus-
tainable Energy Reviews 2020; 133:110219; doi:10.1016/j.rser.2020.110219.

[29] Model Selection using R-squared (R²) Measure. Available at https://www.ml-concepts.com/2022/01/
19/r-squared-r%C2%B2-measure-for-model-selection/; [accessed 07.03.23]

[30] F.Y.H. Ahmed, Y. H. Ali, S. M. Shamsuddin. Using K-Fold Cross Validation Proposed Models for Spikeprop

Learning Enhancements. International Journal of Engineering and Technology 2018; 7 (4.11):145-151.

[31] Non-convex quadratic optimization. available at https: // www. gurobi. com/ events/

non-convex-quadratic-optimization/ ; [accessed 27.02.23]

[32] G. Mavrotas. Effective implementation of the e-constraint method in Multi-Objective Mathematical Pro-

gramming problems. Applied Mathematics and Computation 2009; 213:455-465.

[33] A. Slowik, H. Kwasnicka. Evolutionary algorithms and their applications to engineering problems. Neural
Computing and Applications 2020; 2:12363±12379; doi:10.1007/s00521-020-04832-8.

https://www.umweltbundesamt.de/daten/klima/treibhausgas-emissionen-in-deutschland/kohlendioxid-emissionen#herkunft-und-minderung-von-kohlendioxid-emissionen
https://www.umweltbundesamt.de/daten/klima/treibhausgas-emissionen-in-deutschland/kohlendioxid-emissionen#herkunft-und-minderung-von-kohlendioxid-emissionen
https://www.umweltbundesamt.de/daten/klima/treibhausgas-emissionen-in-deutschland/kohlendioxid-emissionen#herkunft-und-minderung-von-kohlendioxid-emissionen
https://joint-research-centre.ec.europa.eu/pvgis-online-tool/pvgis-tools/hourly-radiation_en
https://joint-research-centre.ec.europa.eu/pvgis-online-tool/pvgis-tools/hourly-radiation_en
https://joint-research-centre.ec.europa.eu/pvgis-online-tool/pvgis-tools/hourly-radiation_en
https://www.ost.ch/
https://www.ml-concepts.com/2022/01/19/r-squared-r%C2%B2-measure-for-model-selection/
https://www.ml-concepts.com/2022/01/19/r-squared-r%C2%B2-measure-for-model-selection/
https://www.gurobi.com/events/non-convex-quadratic-optimization/
https://www.gurobi.com/events/non-convex-quadratic-optimization/


PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS

25-30 JUNE 2023, LAS PALMAS DE GRAN CANARIA, SPAIN

Operation planning with thermal storage units using
MILP: Comparison of heuristics for approximating

non-linear operating behavior

Felix Birkelbacha, Lukas Kasperb, Paul Schwarzmayrc and René Hofmannd
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Abstract:

For operation planning in industrial energy systems mixed integer linear programming (MILP) is the go-to

method because of its reliability and the huge advances in MILP algorithms in recent years. MILP is especially

well suited for planning the use of storage units, even if including the non-linear operating behavior of thermal

storages is still a big challenge ± especially if partial load cycles are considered. To model the storage behavior,

a multi-variate non-linear function has to be linearized and incorporated into the MILP model. The key for good

performance in MILP is using as few linear pieces as possible to achieve the required accuracy. We consider

two types of piecewise-linear models: triangulation on a grid and general triangulation.

In this paper, we present different heuristics for computing efficient piecewise-linear approximations of non-

linear functions. As a use case we consider the behavior of a thermal storage unit. We apply the heuristics to

compute piecewise-linear approximation of the non-linear operating behavior and discuss the results. We then

compare the performance of the models in a MILP model for the operation planning of an energy system. For

translating the piecewise-linear function to MILP we consider state-of-the-art approaches with a logarithmic

number of binary variables.

Our results show that gridded triangulation models in combination with logarithmic MILP formulations can be
used for data-driven modeling of non-linear operating behavior of devices. We highlight the potential of this
approach for realizing adaptable operation optimization of energy systems.

Keywords:

Thermal energy storage, Packed bed reactor, Unit commitment, MILP, Data-driven modeling.

1. Introduction

In an effort to curb climate change governments are imposing increasingly strict emission targets on industry.

The recent increase in energy prices puts additional pressure on companies. Companies, especially in the

energy-intensive industries, are forced to reduce primary energy consumption and increase energy efficiency.

To do this, companies will have to employ a wide range of different solutions. Re-using excess heat on site, i.e.

reducing waste heat, is getting more and more important.

The total global waste heat potential in 2016 was estimated to be more than 68 TW h [1]. Large parts of it

can be attributed to the industrial and power generation sectors. In many cases, excess heat remains unused

because heat demand occurs at another time than waste heat is available. Thermal energy storage (TES)

systems can store a considerable share of the available waste heat and make it available. In this way, TES

not only increase the flexibility of energy-intensive industrial processes [2, 3] but they also help increasing the

overall energy efficiency and reducing green house gas emissions.

To operate the storage efficiently a lot of planning is required, especially for non-periodic processes. For op-

eration planning in industrial energy systems unit commitment (UC) methods based on mixed integer linear

programming (MILP) are the go-to methods because of their reliability [4]. The huge advances in MILP algo-

rithms in recent years allows it to solve UC problems very quickly [5]. MILP has the advantage (compared

to genetic algorithms and heuristic storage management techniques) that it reliably finds the optimal storage

trajectory because, as a deterministic optimization method, it always converges to the global optimum. UC can

be used to organize energy supply in a cost-optimal manner and to ensure that energy demand is always met.

For the present study, we consider a packed bed regenerator (PBR) that is to be used for waste heat recovery

from the off-gas in a steel production process [6]. Because of the harsh operating conditions, slag dust is



expected to accumulate inside the storage over time, which will change the operating behavior. In an ongoing

research project a digital twin platform is being developed to monitor the PBR and to operate the storage

efficiently and reliably during its whole lifetime [7]. The digital twin platform features a thermal model of the

PBR that is adapted regularly to model the operating behavior of the storage accurately at all times. This

thermal model can be used to predict the behavior of the storage, but it cannot be integrated into the UC

model.

To model the behavior of the PBR in the UC model accurately, the dependence of the maximum charging and

discharging power on the state of charge has to be considered. The maximum power diminishes, when the

storage is almost fully charged or discharged, because the power depends on the position of the thermocline

inside the packed bed [4]. When the storage operates in partial charging and discharging cycles (which will

usually be the case), the state of charge at the time of switching also has to be considered [4].

A big challenge with modeling the PBR for the UC is automatically deriving an accurate model for its non-linear

operating behavior. The model, which was proposed in [4], was set up by hand. For this reason, it cannot be

used for the automated model adaption which we intend to realize on our digital twin platform.

In this paper, we discuss different methods for modeling the storage behavior in the UC model and evaluate

their performance both in terms of how well they approximate the operating behavior and how they affect the

solving time of the UC problem. We show that gridded models are viable for incorporating data driven models

in MILP. With this approach, we can adapt the UC model to the changing operating behavior of the PBR and

thus realize reliable and accurate operation planning for an energy system with a TES over its whole lifetime.

2. Methods

2.1. Modeling non-linear operation characteristics in MILP

As the name suggests, mixed integer linear programming (MILP) is limited to linear relations between contin-

uous and integer variables. To include non-linear characteristics, they have to be approximated by piecewise-

linear functions. These piecewise linear functions are then incorporated into the MILP model by using auxiliary

binary variables to distinguish between the individual pieces of the piecewise-linear function.

The ability to (approximately) include non-linear behavior in MILP comes at a price: Since the complexity of

MILP problems increases exponentially with the number of binary variables, detailed piecewise-linear functions

can severely affect the performance.

Piecewise linear-functions can be incorporated into a MILP problem with different formulations. For functions

with one independent variable, the formulation is known as Special Ordered Set of type 2 (SOS2). For functions

with more than one independent variable (as in our use case), different formulations were suggested [8,9] which

differ in the number of auxiliary binary variables that are required to distinguish the simplices (pieces).

The direct extension of the concepts of SOS2 formulations to higher dimensional functions is known as Convex

Combination (CC) [8]. This formulation can be used for any piecewise-linear function that uses simplices

and the required number of auxilary binary variables increases linearly with the number of simplices. When

the simplices are arranged in a rectangular grid, a more efficient formulation (log CC) can be used, where

the number of auxilary binary variables increases only logarithmically with the number of simplices [9]. For

piecewise-linear functions with many simplices, this can result in considerable savings.

2.2. Approximating storage behavior for MILP

In a packed bed regenerator, the maximum charging and discharging power depends on the state of charge

and and on the initial state of charge of the charging/discharging cycle [4]. This behavior can be described by

a non-linear function with two independent variables (state of charge and initial state of charge). To model the

storage behavior in a UC problem in MILP, this non-linear function has to be approximated by a piecewise-linear

function.

We assume that the non-linear function is given by a data-set (e.g. simulation data from a thermal finite volume

model). A general piecewise-linear model with two independent variables is a triangulation of the domain with

function values at each vertex. The goal of the approximation is, thus, to determine the optimal triangulation

and to estimate the values at the vertices. For this problem, hardly any solutions have been proposed in

literature.

From a MILP perspective gridded models have the advantage of more efficient MILP formulations, but with

free triangulations (i.e. triangulations that are not confined to a grid) the target accuracy could potentially be

achieved with much less simplices. Which modeling approach is more viable thus boils down to how many

simplices are needed to achieve the target accuracy and by how much the solving time of the UC problem can

be accelerated by using a logarithmic formulation.

For approximating a two dimensional function with a (non-gridded) triangulation, a heuristic was proposed [10].

Starting from an initial triangulation of the domain, the simplices are split according to a specific strategy, until



Figure 1: Illustration of the linearization of the maximum charging power with normalized axes. Free triangu-

lation (left) and gridded triangulation (right), both with a root mean square error of 2 · 10−2.

Figure 2: Illustration of the energy system for the unit commitment. Adapted from [4]

the required accuracy is achieved. We found that results with this method were barely satisfactory. Also, this

kind of triangulation does not allow for the most efficient logarithmic formulation.

For this reason, we developed our own approximation algorithm for models that use a gridded triangulation.

Determining the optimal grid positions and function values at the vertices is posed as a non-linear least-squares

problem. As long as the target accuracy is not reached, additional grid lines are added with a heuristic and

the optimization is repeated. To improve the convergence, gradients of the non-linear optimization problem are

computed analytically. Gradient and grid position regularization is used to improve the quality of the model.

A detailed description of the algorithm is beyond the scope of this paper but may be the content of a future

publication.

Figure 1 shows an illustration of the piecewise-linear approximation of the maximum charging power of the PBR

with each heuristic. In both cases, the target accuracy in terms of the root mean square error (RMSE) was

2 · 10−2. The model using a free triangulation needed 16 simplices while the one with the gridded triangulation

needed only 12. Unfortunately, the heuristic for fitting non-gridded triangulations cannot consistently exploit

the additional degrees of freedom and compute better approximations with fewer simplices.

2.3. Unit commitment model

For evaluating the performance of each modeling approach and the effect of the logarithmic formulation, we

used the same UC model as Koller et al. [4]. In this UC model, a very simple energy system (see Figure 2)

consisting of a generating unit (GU), the PBR as a heat storage and a heat demand is considered. The heat

demand of the process has to be covered at all times. The GU produces both heat and electricity. Electricity

is sold at the electricity market at a fluctuating but known price. To allow the GU to shut down during times of

low electricity prices, the PBR is used to store heat and supply the demand.

The UC model has a prediction horizon of 8 days with time steps of 1 hour. This results in 192 time steps. A

detailed documentation of the model and its parameters can be found in [4].

The output of the UC problem is illustrated in Figure 3. The diagram on the top shows how the heat demand

is covered by either a heat flow from the GU or from the PBR. The fluctuating electricity price that affects the

optimal operation of the GU is also shown. In the bottom diagram, the operating trajectory of the PBR is shown.



Figure 3: Illustration of the output of the unit commitment problem.

Table 1: Number of simplices, number of auxilary binary variables and resulting solving time in MILP for each

model type and MILP formulation.

RMSE simplices auxilary binary variables solving time in s

free, CC

1 · 10−1 10 10 17

5 · 10−2 10 10 18

2 · 10−2 32 32 160

1 · 10−2 64 64 7423

grid, CC

1 · 10−1 16 16 49

5 · 10−2 16 16 49

2 · 10−2 24 24 72

1 · 10−2 60 60 1651

grid, log CC

1 · 10−1 16 6 5

5 · 10−2 16 6 5

2 · 10−2 24 8 28

1 · 10−2 60 12 54

The bars illustrate heat flow to and from the storage. The line shows the state of charge.

3. Results and discussion

The aim of this study is to determine the most efficient way to derive data-driven models for the operating

behavior of a PBR for use in a UC problem.

We consider two types of piecewise-linear models: free triangulation and gridded triangulation. Both types of

models can be included with the MILP formulation known as Convex Combination (CC). The gridded model

also allows for a logarithmic formulation (log CC). Which approach is more efficient depends 1) on the number

of simplices that each modeling heuristic requires to reach the target accuracy and 2) on the speed-up due to

the reduced number of auxiliary variables with the log CC formulation.

We used each fitting heuristic with the target accuracies, in terms of the root mean squared error (RMSE), of

1 · 10−1, 5 · 10−2, 1 · 10−2. The results are aggregated in Table 1. To approximate both the maximum charging

and discharging power at an accuracy of 1 · 10−1 and 5 · 10−2, 10 simplices were required with the heuristic

using a free triangulation, while the heuristic using a gridded triangulation needed 16 simplices. At higher

accuracies, the heuristic with free triangulation needed a few more simplices than its gridded couterpart. It

could not leverage the additional degrees of freedom to achieve the target accuracy with fewer simplices.

The fourth column in Table 1 shows the number of auxiliary binary variables that is required to include the

piecewise-linear function in the UC problem. The number of binary variables can be expected to have a huge

impact on the solving time since 1) the complexity of MILP problems increases exponentially with the number

of binary variables and 2) the models describing the operating behavior of a device in UC have to be replicated

at every timestep. Since our UC problem has 192 timesteps, a model that requires 10 auxiliary binary variables

introduces 1920 additional binary variables into the MILP problem.



Figure 4: MILP solving time with different models for the operating behavior of the thermal energy storage.

The UC problem was formulated using YALMIP R20210331 [11] in Matlab R2022a. The problems were solved

using Gurobi 10.0.0 on a 128-core system (AMD EPYC 7702P) with 256 GB RAM. The results are shown in

the last column in Table 1 and are illustrated in Figure 4.

The exponential increase of solving time with the increasing number of simplices and consequently auxiliary

binary variables is clearly visible (note the logarithmic scaling of the y-axis). The heuristic using a free trian-

gulation performs slightly better than its gridded counterpart at low accuracies where it managed to make due

with fewer simplices. Nevertheless even there it is outperformed by the gridded model using the logarithmic

formulation.

4. Conclusion

In this paper we compared two heuristics for deriving data-driven models of the operating behavior of a thermal

storage unit in a unit commitment problem. This data-driven modeling approach will be applied in a model

adaption service of a digital twin that provides operation planning functionality. The goal is to manage the

storage optimally taking into account the degradation of the charging/discharging performance due to harsh

operating conditions.

The first heuristic used a free (i.e. non-gridded) triangulation to approximate the non-linear storage behavior,

while the other used a grided triangulation. Even if Ð in theory Ð the free heuristic should be capable of

achieving the target accuracy with fewer simplices than its gridded counterpart, it only did so at low accura-

cies. Since much more efficient MILP formulations can be used to incorporate gridded models into the unit

commitment problem, this model type showed the best performance across the board.

Our results demonstrate that gridded models in combination with the logarithmic MILP formulation are well

suited for deriving data-driven models of non-linear functions with multiple independent variables for MILP

problems. This allows us to realize adaptable operation optimization on a digital twin platform. Research is

already underway to test our approach in a lab test environment and evaluate its potential in a steel mill.

Another interesting direction for future research would be to improve the heuristics for deriving models with a

free triangulation. If the additional degrees of freedom can be exploited, this would lead to very efficient models

especially if no high accuracy is required or if the function has features that are incompatible with the main grid

directions.
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Abstract:

The operation of building energy systems contributes significantly to thermal comfort and energy efficiency.
In turn, the operation is influenced by the control quality of local closed-loop controllers. However, in practice
controllers are often commissioned without sufficient testing, due to the lack of time and budget, leading to
reduced performance and energy efficiency. To facilitate controller testing and assessment, this work presents
a three-step simulation-based testing method using little user input to provide an automated evaluation of the
controller performance. For the assessment, a model of the controlled system is used to enable the evaluation
of controller behavior for different scenarios. The controller performance is assessed in each scenario utilizing
different Key Performance Indicators (KPIs). The model of the controlled system also allows the estimation
of the optimal control behavior, which is used as reference control to provide further feedback for possible
improvements to the user. All three steps are implemented and deployed as a cloud service allowing the
controller under test to communicate with the controlled system model via an HTTP API. The testing method
is applied to two different control loops of an air handling unit. The tested controllers show poor control quality
when assessed with different KPIs. The results of the testing method provide direct improvements for both
controllers. By applying these improvements to the two controllers, the control quality, assessed with the
Integral Time-weighted Absolute Error (ITAE), was improved by 85 % and 63 % respectively.

Keywords:

Controller performance assessment, Simulation-based testing, Air handling unit, Automation, Cloud.

1. Introduction

In 2020, buildings accounted for 36 % of global energy consumption, emphasizing the need for energy-efficient

building operations to mitigate climate change [1]. Advanced control strategies like model predictive control

(MPC) promise energy savings from 15 % to 50 % [2]. Furthermore, advanced control strategies often rely

on local feedback controllers [3]. Additionally, even without advanced control strategies, poor-performing local

controllers lead to inefficient operation. Therefore, local controllers highly influence the overall efficiency of

buildings. However, in practice, controllers are often not tested sufficiently. One reason is that controller tuning

is not done at all or performed manually based on expert knowledge during installation [4]. This can lead

to poor performance, especially in operating points not present during the installation period. One promising

approach for controller performance assessment is to use models to decrease the required time and cost [5].

In addition, the manual effort can be reduced by clearly defining and automating the testing process.

Jelali identifies a five-step process for controller performance assessment [6]. First, the current control is

assessed by performance figures. Second, a benchmark for performance is selected. Afterward, deviations

from the benchmark are detected for every control loop inside the system. Fourth, the reason for the deviation

is detected. Finally, options for improvement are suggested. The author points out that especially the last

two steps are the most challenging and are usually done manually. Matinnejad et. al. present a search-

based testing method, which investigates the controller in different scenarios using models [7]. Scenarios

are benchmarked against each other based on Key Performance Indicators (KPIs) assessing the controller

performance. The aim is to detect worst-case scenarios, which can then be used for further manual testing

and improvement of the controller. The BOPTEST framework enables benchmarking different control strategies

by providing standardized models as use cases [8]. This allows testing different control strategies on the same

system with the same environmental conditions, creating a reference for these use cases. However, the focus



is on advanced control strategies in a building energy management system and not on local controllers like PID.

In [9] a framework is presented, which investigates controller performance by step response. The step signals

are applied directly to the actual system and are investigated based on monitoring data. This requires an

already existing building management system and technical requirements as well as the time to write directly

to the system.

In the current literature, a lot of frameworks are developed to assess the performance of modern control and

energy management systems. However, these systems often rely on local control loops, which are often not

tested sufficiently. Furthermore, the testing process for these local controllers, if conducted, is often costly and

time-consuming. Therefore, in this work, we present a three-step simulation-based testing method utilizing

minimal user input to assess and, if needed, improve closed-loop controller performance in various scenarios.

To benchmark the controller performance, a model of the controlled system is used to calculate a reference

controller behavior. As a result of the method, direct suggestions for improvement are given. The testing

method is implemented as a cloud service and can be used for the installation of new controllers or during

operation since it does not interfere with the actual building. We demonstrate the method by applying it to two

local control loops of a reheater of an air handling unit (AHU).

In the following, we explain the testing method and all its processes. Subsequently, the use case and the

results of the application are presented and discussed.

2. Methodology

In this section, we first present the nomenclature for this paper and afterward the three steps of the simulation-

based testing method for assessing closed-loop controller performance.

The most used controller in building energy systems is still the PID controller [4]. The control behavior of a PID

controller is defined by the following equation, with Kp, Ti and Td being the parameters for the proportional,

integral and derivative terms:

u(t) = Kp

[

e(t) +
1

Ti

∫ t

0

e(τ )dτ + Td
d

dt
e(t)

]

(1)

In a closed loop, the controller interacts with the controlled system as shown in Fig. 1. The controller output

u influences the process variable y , which, together with the setpoint r , is used as feedback for the controller.

The controller is therefore directly influenced by the controlled system and the corresponding disturbances z.

To fully assess the controller performance, the proposed testing method investigates both, the controller and

the system, in various scenarios.

Controller System

z

ur e y

−

• y : process variable

• r : setpoint

• u: controller output

• z: disturbance

• e: controller error

Figure 1: Closed loop control with used nomenclature
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Figure 2: Process of the simulation-based testing method

Figure 2 shows the three different steps of the simulation-based testing method. Each step requires minimal

user input and therefore enables an automatic calculation process. As a first step, a Design of Experiment

(DOE) method is run, to parametrize the different scenarios in which the controller is assessed. In the second

step, the closed loop system is simulated with these scenarios, and for each scenario, an optimal reference



controller is calculated. In the last step, KPIs for each scenario are calculated. This allows the user to identify

those scenarios, which performed worst.

In the following, a more detailed description of the three steps of the simulation-based testing method is given.

2.1. Design of experiment

Since a controller’s behavior strongly depends on the current operation of the system, a systematic perfor-

mance assessment needs to investigate controller performance at different operational points. One of the

main benefits of using models for controller performance assessment, in comparison to real-world systems,

is the ability to easily investigate controller behavior under different environmental conditions. For a control

loop, these environmental conditions are specified by the disturbances and the setpoint. Both act as external

signals, which can not be influenced by the controller or the system. Therefore, for an assessment of the

controller performance, these external signals need to be varied inside the operational boundaries.

Applying constant values for disturbance and setpoint would lead to a static operation, which does not repre-

sent the actual operation of a real system. Thus, to keep dynamic operation, a function is parametrized for

each external signal resulting in a time series as input for the simulations. We call the combination of an input

function for the disturbance and the setpoint a scenario. A scenario is defined by the parameter set for the

input functions and the type of function.

The parameter sets are chosen from a parameter space, which is limited by the operational boundaries of the

corresponding system, by running a DOE method. For every parameter set, a scenario is generated. By

selecting numerous different parameters for the input functions, long calculation times due to a high number

of simulations are needed. Therefore, the combinations of parameters need to be chosen systematically and

under consideration of the total amount of combinations. Latin Hypercube Sampling (LHS) is a DOE method

that randomly chooses different operational conditions by considering the input dimensions and trying to cover

most of the input space [10]. The number of combinations of parameters is defined by an input to the LHS.

With this, it is possible to simulate a defined number of parameter combinations while still covering most of the

scenario parameter space.

As a result of the DOE method, different sets of parameters are chosen, which are then used generate input
signals for every scenario by parametrizing functions. Within the methodology, multiple different types of

functions can be used for the setpoint and the disturbance. However, in this paper, we focus on two different

types of functions: a constant function for the disturbance and a step function for the setpoint. The constant

function keeps one value for the whole time period, while the step function changes its value instantly from a

start to an end value at a defined time. The combination of these functions allows an isolated assessment of

the step response of the controller for different disturbances.

For the DOE, these two functions result in a three-dimensional parameter space: the constant value for the

disturbance as well as the start value and end value of the step. The limits of this space, i.e. the operational

boundaries, and the time period of the signal are given by the user and depend on the controlled system.

With the created input time series for both the disturbance and the setpoint, the controller and the system

model can be simulated.

2.2. Simulation

During the simulation process, the controlled system is simulated separately from the controller. The coupled
simulation for every scenario is achieved by periodically communicating all necessary variables between

the controller and the controlled systems within a specified time step over a defined interface. This interface

includes all needed variables for a closed-loop controller: process variable y , setpoint r , disturbance z and

controller output u. This allows providing the testing method as a cloud service, by implementing the com-

munication interface as an application programming interface (API). With this, the controller can either be a

simulation model or a hardware controller, as long as it is able to send and receive the variables defined by the

interface through the API.

In this work, we assess controllers using models that are implemented in the modeling language Modelica [11].

The models are exported as Functional Mock-up Units (FMUs) using the Functional Mock-up Interface (FMI)

standard [12]. Within Modelica, the communication interface is realized using the bus model, which is based

on the expandable connector concept [13]. A bus allows the grouping of variables under a specified naming

scheme. This naming scheme can then be utilized for communication with external tools like Python. Therefore,

a bus model is created, which defines the above-mentioned necessary variables for the closed-loop controller.

The bus model is used to adapt existing models from the Modelica library AixLib, which includes various build-

ing energy system models like air handling units and thermal zones and is developed at the Institute for Energy

Efficient Buildings and Indoor Climate [14].

Depending on the type of function used to create the input signal for the coupled simulation of the controller

and controlled system, different conditions apply to the simulation. For the step function, it is necessary that the

system is in a quasi-steady state before the step can occur. Furthermore, it is important to run the simulation

long enough to see the effects of the step signal after the step occurs. Therefore, two important parameters for



each simulation are the initialization time and the total simulation time. The initialization time defines the time

until the step occurs and the starting time for the assessment. The total simulation time describes the length

of the full simulation. Both time values heavily depend on the time constant of the controlled system. For this

reason, these values are provided by the user. Additionally, the communication step size for the communication

interval between the controller and the system has to be provided by the user.

As a basis for the performance assessment of the controller, the model of the controlled system is also used

for the calculation of an optimal reference. The calculation is performed for each scenario and in parallel

with the coupled simulation. Section 2.3. provides a more detailed description of this process.

2.3. KPI calculation

The KPI calculation is based on the simulation results and evaluates the controller performance by calculating
KPIs for every scenario. Numerous KPIs for the assessment of controller performance based on different

approaches are defined in the literature. Table 1 shows a selection of a few KPIs, which are based on an

integral term of the control error e(t). For a more detailed description of these KPIs, the reader is referred to

the literature [15].

Table 1: Selection of integral-based KPIs [15]

KPI Description Equation

IAE Integral Absolute Error
∫

|e(t)| dt

ITAE Integral Time-weighted Absolute Error
∫

t · |e(t)| dt

ISE Integral Squared Error
∫

e(t)2 dt

The goal of assessing the controller is to identify the scenarios where the controller performs worst. Since

most KPIs represent a single value, it is not possible to directly assess the potential of the tested controller.

For example, a controller of a boiler might produce bad KPI values for a downward setpoint step signal, which

are not caused by the controller, but by the inability to actively cool. Therefore, to identify these worst-case

scenarios, a reference controller is needed. Reference [15] introduces the Harris index, which allows rating the

controller performance against minimum variance control (MVC). The index ηMVC is defined as:

ηMVC =
σ2

MVC

σ2
y

(2)

The variable σ2
MVC describes the variance for the minimum variance control, whereas σ2

y refers to the variance

of the tested controller. MVC describes the best possible controller behavior for achieving the smallest output

variance. In analogy to the Harris index, an index can be determined for each KPI, which relates the optimal

value to the value of the tested controller. For the ITAE, this leads to the ITAE-Index ηITAE:

ηITAE =
ITAEopt

ITAEy
(3)

To estimate the KPI of the optimal reference, an optimization problem is solved by minimizing the corresponding

KPI for a coupled simulation of the controlled system and a PID controller. The PID controller is chosen as

a reference since it is one of the most used controller types in building energy systems [4]. The optimization

problem is shown in (4).

min
Kp ,Ti ,Td

ITAE (4a)

subject to lb ≤ Kp, Ti , Td ≤ ub, (4b)

The upper boundary (ub) and the lower boundary (lb) for each of the three PID parameters influence the

runtime of the optimization. For different systems, default values based on experience are provided, but the

user can provide individual values if needed. The ITAE is calculated as a result of the simulation. For every

scenario, the optimization leads to optimal PID parameters and the optimal ITAEopt .

The resulting control behavior of the optimal PID heavily depends on the type of KPI that is used for the

minimization. Here, the ITAE is used, since [4] shows that the ITAE leads to a low overshoot and a short rise

time for heating, ventilation and air conditioning systems.

Based on the ITAE-Index ηITAE, the worst-case scenarios are identified. For these scenarios, the behavior

of the optimal controller and the tested controller is used as the basis for improving the tested controller. If the

tested controller is a PID, the optimal PID parameters can be directly applied.



2.4. User input

The whole three-step process is implemented in a Python framework, which utilizes minimal user input to

run an automated performance assessment. The necessary input provided by the user is shown in Table 2.

Since this framework aims at testing specific control loops, a lot of the input is also specific for each use case.

Nevertheless, some recurring components of building energy systems are modeled and provided with default

values for the user input. This enables testing similar systems with low effort.

The user input itself is provided by a config file based on the JSON Schema. This setup provides a simple

interface, which can be used on a local machine as well as over an HTTP API.

Table 2: Necessary input for the simulation-based testing method provided by the user

Configuration File

DOE Simulation KPI

• Number of scenarios • simulation and initialization time • KPI for index calculation

• operational boundaries • communication step size

• DOE method • system/controller model

• optimal PID parameter boundaries

3. Application to an air handling unit

3.1. Use case description

The simulation-based testing method is tested with a reheater of an air handling unit. The schemata of the

reheater as well as the measured variables of the real system are shown in Fig. 3.

TTf,in T Tr,out

V̇ V̇out

T Tr,inTTf,out

V̇V̇air,in

TTair,in

T Tair,out

• Tf,in: primary circuit supply water temperature

• Tf,out: secondary circuit supply water temperature

• Tr,in: primary circuit return water temperature

• Tr,out: secondary circuit return water temperature

• V̇out: secondary circuit water volume flow

• Tair,in: inlet air temperature

• Tair,out: outlet air temperature

• V̇air,in: air volume flow

Figure 3: Reheater structure and measured values

The reheater consists of a heat exchanger and a hydraulic circuit, including two actuators, a three-way valve

and a pump. The hydraulic circuit is split into a primary circuit containing the heat exchanger and a secondary

circuit, from which the reheater is provided with hot water. The dashed volume flow sensor indicates that this

value is not measured directly, but calculated and provided through an interface by the vendor.

The investigated control consists of two different control loops with PID controllers. One control loop controls

the outflowing air temperature Tair ,out with the pump speed, from now on referred to as pump control loop. The

other controls the inflowing water temperature into the heat exchanger Tf ,out with the valve position, referred

to as valve control loop. These two control loops interact with each other resulting in one controller being a

disturbance to the other one. A more detailed description of the control can be found in [16].

To analyze the control behavior of the implemented control of the reheater, the step responses for both control

loops are investigated. The step responses of the pump and valve control loop are shown in Fig. 4 and Fig. 5.

The step occurs at 0 min and both signals are recorded for 30 min. In each, the upper figure shows the step

response of the process variable and the corresponding setpoint. The lower figure shows the relative control

output between 0 % and 100 %. The installed pump allows relative speeds from 10 % to 100 % and runs on a

minimum speed of 500 rpm for values below 10 %.



For the pump control loop, a setpoint step from 292.15 K to 297.55 K leads to an ITAE of 358.66. The control

output is not at its maximum value of 100 % even though the process variable does not reach its final value

after 30 min. Considering an advanced control strategy, which might send new setpoints every 10 to 15 min,

this could lead to high discomfort or energy losses. The valve control loop also doesn’t reach the final setpoint

value for a step from 295.5 K to 300.5 K with the control output also not utilizing its full range, leading to an

ITAE of 333.05.

The step responses indicate that both control loops show significant rise times and need to be adjusted to

reach the setpoint within a reasonable amount of time. Therefore, the simulation-based testing method is

applied to both control loops. For this, the model used is described in the next section.
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Figure 4: Measured response of the tested pump control loop
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Figure 5: Measured step response of the tested valve control loop

3.2. Models for the reheater

The model for the reheater is created with Modelica using the library AixLib. To reduce the modeling effort,

the model is designed so that the user only has to provide parameters that can be found in datasheets. Thus,

even a non-professional can use the models. A more detailed description of the model, its assumptions and

its application in a use case are given in [13].

The model is calibrated to represent the behavior of the real system. This is done using the AixCaliBuHa

framework, which allows the automatic calibration of Modelica models [17]. As input for the calibration, 58 h of

measurements of the variables displayed in Fig. 3 are taken. The calibration process is done in two separate

steps. First, the volume flow in the secondary circuit is calibrated by varying the pump characteristics and

pressure losses of the circuit. In the second step, the outlet air temperature is calibrated by adjusting the

parameters of the heat exchanger and temperature losses in the circuit. For both steps, the measured values

of the valve position, pump speed and inlet temperatures for the secondary circuit and air are taken as inputs

to the model. As the objective for the calibration, the normalized root mean squared error (NRMSE) is used.



With n being the amount of measured data points, y being the measured value and ŷ the simulated value, the

NRMSE is defined as:

NRMSE =

√

1
n
Σ(yi − ŷi )

2

ymax − ymin

(5)

The results of the calibration for the volume flow and the air temperature are shown in Fig. 6 and Fig. 7 respec-

tively. The calibration resulted in an NRMSE of 0.025 for the volume flow and 0.113 for the air temperature.

The bigger NRMSE of the air temperature compared to the volume flow is caused by two major aspects. One
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Figure 6: Measured and simulated volume flow in the primary circuit (top) and actuator inputs (bottom) for the

calibrated model
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Figure 7: Measured and simulated outlet air temperature (top), measured and simulated inlet air temperature

(middle) and water supply temperature as input (bottom) for the calibrated model

aspect is that the temperature sensors of the real system are not calibrated. This leads to high uncertainty of

the measurements and fluctuating temperature values over time under otherwise unchanged conditions. The

other aspect is the selected time frame for the validation of the calibration. After 14 h, the simulated outlet air

temperature rapidly rises, while the measured value only increases slightly over time. A similar behavior occurs

after 18 h. Here, two peaks are occurring right after one another. This leads to high deviations and negatively

impacts the NRMSE. The deviations are caused by the air volume flow V̇air,in dropping to 0 m3/h at 14 h and

staying at this value until jumping back to 7500 m3/h at 18 h. Both processes take roughly 300 s. Therefore,

during these times, the volume flow reaches values near zero, leading to the first and third peaks in the outlet

air temperature due to the unchanged supply water temperature. This behavior is not seen in the measured

value. But since this effect only applies to small volume flows, this is only relevant in situations where the AHU

is turned on or off. Therefore, this does not influence the model quality for the controller tests.



During the first and third peaks, after the volume flow hits 0 m3/h, the outlet air temperatures of the simulation

and the measurement tend towards the environment temperature of 295.15 K. For the second peak, a rise in

the measurement is also seen. This is because the air inside the heat exchanger heats up when the air volume

flow is 0 m3/h and is measured as soon as the air flows again. The measurement shows a similar peak.

The inlet air temperature also shows a deviation from the measurement during the period of 14 h to 18 h.

The simulated value tends towards the environment temperature, while the measured value tends towards the

supply temperature Tf,in. This is due to the real temperature sensor being placed near the heat exchanger.

Therefore, the air around the heat exchanger heats up according to the supply temperature. In the simulation

model, the temperature sensor is only affected by heat losses to the environment.

The NRMSEs for both variables show that the calibrated model sufficiently describes the reheater for the

relevant operating points. Therefore, the model is used as input for the testing method.

3.3. Applying the simulation-based testing method

With the calibrated model, the two control loops are investigated using the simulation-based testing method.

The method is applied once for each control loop with the tested controller parametrization, which led to the

deviations displayed in Fig. 4 and Fig. 5. In the following, the results are presented and discussed using the

pump control loop as an example.

As disturbance for the pump control loop, three different variables are possible: the supply temperature at the

inlet of the hydraulic module Tf,in, the volume flow in the air canal V̇air,in and the inlet air temperature Tair,in. Since

monitoring data showed a more or less constant value for the air volume flow over the operation of one year

and the supply temperature influences the mixing temperature, controlled by the valve control loop, the inlet air

temperature is chosen as the disturbance. For each test run, the other two disturbances are not investigated

further and are kept at their average operation values.

The two control loops and the respective actuators influence each other as well. Therefore, the setpoint of one

controller is set to a constant value within the operation area, if the other controller is tested. This allows the

isolated assessment of each controller.

The value ranges for the different input variables with which the scenarios are generated are given in Table 3.

The setpoint represents the setpoint for the outlet air temperature and the disturbance stands for the inlet air

temperature. The ranges are based on monitoring data. The control output, here the pump speed, can take

values between 0 % and 100 %.

Table 3: Value ranges for the simulation-based testing method

Variable Value range

setpoint 290 K - 298 K

disturbance 285 K - 295 K

Figure 8 shows the resulting step responses for one exemplary scenario. Each scenario was simulated for

3600 s with an initialization time of 1800 s at which the step occurs. Here, the step function is parametrized

with a start value of approximately 291.5 K and an end value of roughly 297 K. The constant function for the

disturbance has a value of about 291.55 K. The process variable of the tested controller shows similar behavior

to the one displayed in Fig. 4. The outlet air temperature also does not reach its setpoint within the simulation

time. Conversely, the optimized controller does reach the setpoint 500 s after the step. The optimal controller

reacts more actively to the step by immediately generating a control output of over 60 %, whereas the tested

controller never reaches the same output as the optimal controller. This leads to an ITAE for the tested con-

troller of 869 501 K s2 and for the optimal controller of 9064 K s2. Thus, the ITAE-index results in 0.01, implying

that the tested controller only reaches 1 % of its maximum potential.

Figure 9 highlights the ITAE for every scenario in dependence of the optimal PID parameters (Fig. 9a) and the

input function parameters (Fig. 9b). The parameters of the scenarios are given as P1, the start value of the

step signal for the setpoint, P2, the end value of that signal and P3, the constant value for the disturbance.

A cluster of low ITAE-indexes ηITAE and therefore worst-case scenarios is located around big values for Kp and

small values for Ti and Td (Fig. 9a). Compared to a PID controller with these values, the tested controller

performs worse. Also, the derivative parameter Td does not seem to have a high impact, since every optimal

PID chooses small values for the parameter.

Figure 9b implies that the tested controller performs well for scenarios in which the start value of the step is

close to the end value of the step. However, especially for bigger step sizes, the controller performs worse,

indicating a passive behavior as seen in Fig. 8.
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Figure 8: Simulated step response for the tested controller and the optimal reference control
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Figure 9: ITAE-Index for every simulated scenario

Using the graphical representation of the controller performance given in Fig. 9, the tested controller is im-

proved. Since the tested controllers are PIDs, the parameters given by the cluster described in Fig. 9a are

applied to improve the controller. The derivative parameter Td is set to zero since its impact seems to be low.

Analog to the pump control loop, the valve parameters are improved. The adapted PID parameters for both

control loops are given in Table 4.

Table 4: Different PID Parameters before and after applying the simulation-based testing method

(a) Tested controller

Controller Kp in 1
K

Ti in s Td in s

Valve 1.5 850 0

Pump 1.2 130 0

(b) Improved controller

Controller Kp in 1
K

Ti in s Td in s

Valve 1 180 0

Pump 11.25 300 0



The initial experiment for the reheater is repeated. The results are shown in Fig. 10 and Fig. 11. With the

improved PID parameters, both the outlet air temperature and the primary supply temperature reach their

setpoint within a reasonable time. The pump controller shows a small overshoot. The valve control is disturbed

by two sudden temperature changes in the secondary supply temperature Tf,out, leading to two small deviations

from the setpoint. Nevertheless, the ITAE of the pump control was reduced to 54.01 K s2, while the ITAE of the

valve has a value of 122.541 K s2. This results in a relative improvement of approx. 85 % for the pump and

approx. 63 % for the valve.
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Figure 10: Measured step response of pump control loop with improved PID parameters
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Figure 11: Measured step response of valve control loop with improved PID parameters

4. Conclusion

In this work, we presented a three-step testing method, which utilizes a model of the controlled system to

investigate controller performance in various scenarios. The system model is also used to calculate an optimal

reference for each scenario to benchmark the tested controller. To receive the optimal control, an optimization

problem is solved by varying the parameters of a reference PID controller to minimize the ITAE. With this, the

controller performance is assessed in every scenario and worst-case scenarios are identified. These scenarios

are then improved utilizing the optimal control.

By applying the method with calibrated models to two different control loops of a reheater of an air handling unit,

we have shown that the method can improve the controller behavior. Even when multiple control loops interact

with each other, the different scenarios created by the method allowed for isolating and therefore assessing

each controller’s performance separately. The improved controllers showed enhanced control behavior for two

different scenarios, leading to an improvement of the ITAE by 85 % and 63 % respectively.

The presented simulation-based testing method is a promising approach to avoid time-consuming tests on a

real system. Even when the used models are not fully calibrated to the real behavior of the controlled system,

the derived adjustments improve control behavior. This allows the time-consuming modeling process to be



done once for each type of controlled system and to only invest minimal effort for each specific system the

method is applied to. Due to minimal user input, the method can be automated, reducing effort further.

Future work should investigate the automated improvement of controllers or the concrete suggestion of im-

provement measures based on the optimal reference. In addition, research is needed to assess the distur-

bance rejection of controllers.
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Nomenclature

Abbreviations

AHU air handling unit,

DOE Design of Experiment,

KPI Key Performance Indicator,

LHS Latin Hypercube sampling,

MPC model predictive control,

MVC minimum variance control,

NRMSE normalized root mean squared error

Letter symbols

V̇ volume flow, m3/h

T temperature, K

Greek symbols

σ variance,

η KPI index

Subscripts and superscripts

p Proportional,

i Integral,

d Derivative,

opt Optimal value,

f Forward flow,

r Return flow,

in Inlet,

out Outlet,

air Air,

max Maximum value,

min Minimum value
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Abstract:

Metal fuels such as iron represent potential energy carriers for large-scale storage and transport of renewable
energy. In a circular process renewable energies can be stored in form of iron by thermochemical reduction of
iron oxide and the required energy can be released via thermochemical oxidation, time and location indepen-
dent from the storage process. While existing infrastructure such as coal-fired power plants could be retrofitted
to meet the needs for the oxidation process, the conceptualization and construction of new infrastructure for
the storage process by reduction is required. This opens up the possibility for a thorough techno-economic as-
sessment of potential processes in order to ensure the optimal process design. Therefore, a techno-economic
model of an innovative reduction plant utilizing the flash ironmaking technology for the reduction reactor is
developed. The resulting mathematical model describes the operation of the reduction plant in dependence of
design variables defining the plant components’ dimensions. These design variables together with further pro-
cess variables are optimized using mathematical optimization with respect to an economic objective function,
i.e. the levelized cost of iron, in order to obtain the economically optimal process design. Thorough analyses
are performed to assess the impact of changing economic boundary conditions on the optimal process design.
Numerical results demonstrate a strong dependence of the cost optimal design on the available renewable
energy prices and the obtained levelized cost of iron varies between 0.05 $/kg iron and 0.68 $/kg iron. Thus,
choosing appropriate reduction locations with access to low renewable energy prices is crucial for the eco-
nomic competitiveness of the considered process. The results further confirm an expected trade-off between
total investment costs and yearly energy consumption of the plant components. With increasing cost for re-
newable energy, energetically more efficient system designs also become economically advantageous, i.e. an
increase in the energetic efficiency from ηsys = 55.6% to ηsys = 69.3% is observable. The electrolyzer turns out
to be the dominant plant component both, economically and energetically. Future work will take uncertainties
into account to ensure a robust process design and couple the reduction plant to location specific renewable
energy systems.

Keywords:

Iron as Energy Carrier; Mathematical Optimization; Metal Fuels; Process Design.

1. Introduction

While the ongoing energy crisis sets various challenges, it also acts as an accelerator for the global renewable
capacity expansion [1]. Thus, the role of renewable energies (REs) becomes even more important in the
endeavor to tackle climate change. However, the potential for RE is not equally distributed around the globe
and their availability is subject to fluctuations over time. This turns the efficient global use of REs into a
challenge especially for countries with low RE potential.
Suitable carbon-neutral energy carriers could remedy the situation by allowing long-term storage and secure
transport of energy from RE sources. This way the energy carrier could be charged with energy from RE
sources in locations with high RE potential, transported to locations with low RE potential, but high demand
and the energy could be further stored on-site or released according to current demands.
Metal fuels are currently under investigation [2±4] as candidates for such energy carriers due to their high
volumetric energy density [3] and their advantageous storage and transport properties. Especially iron seems
to be a promising alternative to hydrogen as RE energy carrier [2, 5].
Using iron as an energy carrier, RE can be stored at sites with high RE potential via the thermochemical
reduction of iron oxide with green hydrogen to produce iron. The resulting iron can then be transported to
regions where energy is required and released via an oxidation reaction through combustion with air. The
produced iron oxide is recycled and can again be charged from RE sources (cf. Fig. 1) leading to a circular



energy economy.
While the retrofit of coal-fired power plants for the iron combustion proves to be a promising way for making
use of already existing infrastructure and assets [4, 6], the need for developing cost and energy efficient
infrastructure at the reduction sites persists. Therefore, this work focuses on an optimal process design for an
innovative plant reducing iron oxide to iron using green hydrogen obtained from RE sources.
The considered reduction plant uses a flash ironmaking reactor, which is described in [7] and found to be
advantageous with respect to the size and energy requirements compared to common shaft furnace reduction
plants. Figure 2 depicts the considered plant with all associated components including the water electrolysis for
the production of green hydrogen. The goal of this work is to find an optimal process design for the assessed
plant with respect to techno-economic objectives.

Figure 1: The iron energy cycle

Table 1: Design variables of the process components

Component Design variable Unit

Flash Reactor Volume V m3

Air Heater

Area A m2Iron Oxide Preheater

Hydrogen Preheater

Condenser

Air Fan

Electric power Pel MWRecycle Compressor

Electrolyzer

Condenser

Hydrogen

Preheater

Flash

Reactor Electrolyzer

CycloneIron Oxide

Preheater

Air 

Heater

Air

Mixer

Hydrogen

Air Iron / Iron Oxides

Water

Recycle 

Comp.

Fe

Fe

2O3

Air

O2

Air

Fan

Figure 2: Components of an innovative plant for thermochemical reduction of iron oxides to iron

2. Process description

Blast furnace-based ironmaking remains dominant for steel production, but a more sustainable approach is
emerging with the shaft furnace reduction method. Unlike blast furnaces that use coal as a reduction agent,
shaft furnaces can reduce CO2 emissions by utilizing natural gas or green hydrogen. While pure hydrogen-
based shaft furnace direct reduction on a large scale has not yet been achieved, it has been technically proven
feasible. However, iron oxide pellets are required as feedstock, and must be processed further into iron powder
for the oxidation. An alternative technology is the flash ironmaking process [8, 9], which directly utilizes fine
iron ore particles without additional pre-treatment, eliminating the need for pelletization and powder produc-
tion. The flash reactor reduction technology is a high-intensity process that operates at high temperatures,
unlike other gas-based ironmaking processes (shaft furnaces or fluidized-bed reactors). To attain these tem-
peratures, the hydrogen reduction of iron oxide requires an external heat source. This heat can be generated
internally by burning a portion of the reducing agent.
The reduction process depicted in Fig. 2 starts with fine iron oxide powder, the product of the previous oxida-
tion, which is preheated in a bulk solid heat exchanger (iron oxide preheater). Subsequently, it is fed into the
flash reactor where it reacts with a preheated hydrogen stream, yielding iron and water (R1). Heat is supplied



to the reactor, to sustain this endothermic reaction. The reactor effluent is then separated through a cyclone,
with the hot iron being cooled down by a bulk solid heat exchanger (air heater) that uses the available heat
to preheat the iron oxide feed via heat transfer to a secondary fluid (air). The hot gaseous reaction products
(water and unreacted hydrogen) leaving the cyclone are used in a regenerative heat exchanger (hydrogen pre-
heater) to preheat the gaseous reactants and the majority of the water is condensed out in the condenser. The
remaining hydrogen is then recycled and merged with hydrogen produced by the electrolyzer, before being fed
to the hydrogen preheater and finally entering the flash reactor.

The conversion of iron oxides (Fe2O3) to iron (Fe) and water (H2O) through reduction with hydrogen (H2) is
described by the global reaction (R1). However, it is actually a step wise reaction sequence that involves
intermediate iron oxides other than hematite (Fe2O3) [10]. These intermediate steps are not taken into account
in accordance with the later-used kinetic model [8]. Furthermore, excess hydrogen, which is quantified with
a hydrogen equivalence ratio λH2

, is required due to thermodynamic equilibrium limitations [8, 10] that may
inhibit the full conversion.

Fe2O3 + 3λH2
H2 −−→ 2 Fe + 3λH2

H2O + 3 (λH2
-1) H2 ∆Hr(λH2

= 1) = 98.77 J mol−1 (R1)

The reaction is modelled on the basis of a global nucleation and growth rate equation for the overall reduction
processes derived by Chen et al. [8]:

dX

dt
= 4.41 · 107e

−EA
R·T ·

(

pH2
−

pH2O

Keq

)

· (1 − X ), (1)

where X is the fractional reduction degree, R is the universal gas constant, T the reaction temperature in K,
EA = 214 000 J/mol the activation energy of the reaction, ps corresponds to the partial pressures in atm and Keq

to the equilibrium constant. From the rate law it becomes clear that the presence of water negatively affects
the reduction by lowering the partial pressure of hydrogen but also decreases the thermodynamic reducing
power of the gas due to the equilibrium limitations. This can have further implications on the whole process,
since the gaseous effluent should be recycled and in ideal case purified into pure hydrogen to inhibit the
negative impact. The kinetic law was derived based on hematite particles with an average size of 20 µm and
a temperature range between 1423 K-1623 K [8]. This temperature range is used as variable bound for the
reactor temperature during the optimization process to assure its correct operation.

3. Mathematical model

Detailed process analyses are crucial in the development of new technologies. Thermodynamic feasibility stud-
ies and energetic assessments offer valuable insights into the energetic efficiency of new processes. However,
to evaluate the potential profitability and competitiveness of new processes, techno-economic considerations
must also be taken into account. Therefore, a techno-economic assessment of the previously described reduc-
tion process is performed by directly applying mathematical optimization. This requires an explicit mathematical
process description which is then used to obtain the cost optimal design of the system components for varying
conditions (i.e. price for RE) by applying mathematical optimization algorithms to an economic objective func-
tion. Thus, a cost optimal design refers to a process design minimizing the economic objective, in this case the
levelized cost of iron.
Every module in the reduction plant is modelled via incoming and outgoing mass flow rates ṁin,s and ṁout ,s as-
sociated with species s, temperatures Tin and Tout , system pressures pin and pout as well as further component
specific variables. Appropriate variable bounds on these process variables (e.g. reactor temperature) assure
the correct operation of the modules. The underlying processes of each module are then described in terms of
(in)equality constraints, including mass, species, and energy balances, as well as pressure changes and equa-
tions specific to individual components. The formulation of these technological constraints is closely linked to
the cost functions of the equipment, which results in a complex nonlinear interplay between the employed
thermodynamic and economic models.

3.1. Design variables

Since the optimization objective aims at finding the cost optimal process design, the functionalities of the
modules are described in dependence on design variables, which are summarized in Table 1, responsible for
the dimensioning of the modules.
In the case of the heat exchangers and the condenser, their respective area A together with the heat transfer
coefficient U, the maximum temperature difference ∆Tmax and the minimum temperature difference ∆Tmin

determines the heat flow Q̇therm transferred from the hot flow to the cold flow [11]:

Q̇therm =
∆Tmax −∆Tmin

ln
(

∆Tmax

∆Tmin

) · U · A. (2)



For compressors, the necessary electric power Pel for obtaining an output pressure of pout is determined in
dependence of the inlet pressure pin, temperature Tin, mass flow rate ṁin, specific heat capacity cp,in as well
as the electric drive efficiency ηmot and the isentropic efficiency ηis:

Pel =
1

ηmot · ηis

· ṁincp,inTin ·

(

(pout

pin

)

κ−1
κ

− 1

)

. (3)

Lastly, the required electric power for the electrolyzer is determined via the produced mass flow of hydrogen
ṁout ,H2

, its lower heating value LHV (H2) and the electrolysis efficiency η:

Pel =
1

η
· ṁout ,H2

· LHV (H2). (4)

The reactor modeling including the interplay of its volume V (i.e. residence time) and the time dependent
reduction process is addressed in more detail, subsequently.

3.2. Reactor modeling

The flash reactor is at the heart of the reduction plant and its model is therefore crucial for the analysis of the
entire process. While the other components do not require a temporal resolution of the residence time, this
is crucial for the adequate description of the reduction reaction taking place in the reactor. Recall the global
rate equation (1) modeling the time dependent fractional reduction degree X . The considered plug flow reactor
model further assumes time dependent partial pressures pH2

, pH2O within the reactor to account for the impact
of the proceeding reaction (i.e. change in partial pressure lead to a change in reaction rate). In the real process
the required external heat is provided by partial oxidation of some hydrogen. However, in the deployed reactor
model isothermal conditions are assumed, which are achieved by external heat supply. As before, let ṁin,s

denote the mass flow rate of species s at the reactor inlet and in addition let ṁR,s(t) denote the mass flow rate
of species s throughout the residence time in the reactor R and Ms the molar mass of species s. Then, the
mass balances of the components considering the global reaction (R1) are described by

ṁR,Fe2O3
(t) = (1 − X (t)) · ṁin,Fe2O3

, ṁR,Fe(t) = 2X (t) · ṁin,Fe2O3

MFe

MFe2O3

, (5)

ṁR,H2O(t) = ṁin,H2O + 3X (t) · ṁin,Fe2O3

MH2O

MFe2O3

, ṁR,H2
(t) = ṁin,H2

− 3X (t) · ṁin,Fe2O3

MH2

MFe2O3

. (6)

These representations can be used to define the time dependent partial pressures

ps(X (t)) = pin

ṁinxR,k (t)

Mk

ṁinxR,H2
(t)

MH2

+
ṁinxR,H2O (t)

MH2O

, s ∈ {H2, H2O}. (7)

Using (1) and (5) to (7) the reactor is modelled as follows

dX

dt
= 4.41 · 107 · e

−EA
R·T ·

(

pH2
(X (t)) −

pH2O(X (t))

Keq(T (t))

)

· (1 − X (t)), X (0) = 0. (8)

To use the presented reactor model as optimization constraints, the differential equation (8) is discretized
using an implicit Euler discretization scheme with a fixed number of discretization steps N and a variable
discretization step length h to represent the solution Xℓ at time steps tℓ, ℓ = 0, ... , N − 1. The residence time
within the reactor is thus given by tN−1 and has to coincide with the ratio of the reactor volume V and the
volumetric flow rate V̇ , i.e. tN−1 = V

V̇
, where V̇ is defined by the general gas law.

3.3. Economic objective function

The overall goal of industrial production is to maximize profits, which can be accomplished by either raising
the product’s selling price or lowering production costs. The latter is typically achieved through the analysis
of marginal production costs. To this end, the levelized cost of iron (LCOI) serves as the economic objec-
tive function, taking into account various costs such as capital expenditures (CAPEX ), operational expendi-
tures (OPEX ), energy costs (Cel ), and transport expenses (Ctrans), all relative to the yearly production of iron
(mFe,year ):

LCOI =
CAPEX + OPEX + Cel + Ctrans

mFe,year

. [$/kg iron] (9)

Within the framework of the previously outlined iron-energy cycle (cf. Section 1.), transport costs are linked
to long-distance transport costs, while the expenses associated with the feedstock (Fe2O3) are not taken into



consideration, as it is continuously recycled. Similarly, costs pertaining to short-distance transport and related
logistics are excluded from this investigation. Additionally, it is assumed that the reduction degree of the
iron has little effect on its suitability for the generation of high-temperature heat or electricity. Nevertheless,
it is important to note that reducing the degree of reduction leads to an increase in the amount of material
transported, resulting in higher transportation costs that are taken into account in the objective function.

3.3.1. Capital expenditures

The annuity method is a widely recognized approach for assessing projects from an economic viewpoint be-
cause of its simplicity and transparency [12]. It involves computing uniform yearly capital expenditures CAPEX

that correspond to the present value of the initial investment expenses (CC), which can be determined by
applying a capital recovery factor (CRF ), i.e. a constant discount rate i over the project’s economic life span n:

CAPEX = CRF · CC =
i · (1 + i)n

(1 + i)n − 1
· CC. [$/year] (10)

3.3.2. Operational expenditures

The OPEX contrasts the CAPEX and comprises maintenance and operating costs. It is commonly provided
as a fraction γ of the capital costs: According to [13], the yearly maintenance cost can be estimated to be 6%
of the fixed capital cost CC. This yields

OPEX = γ · CC. [$/year] (11)

3.3.3. Energy cost

The energy cost for the presented reduction plant refers to the electricity cost cel assumed to come from RE
sources and used for the water electrolysis, the compressors, as well as for the heat requirements of the
reactor:

Cel = (P
electrolyzer
el + Pair fan

el + P
recycle compressor
el + Q̇reactor

therm ) · cel · tyear , [$/year] (12)

where P i
el denotes the electric power of component i , Q̇reactor

therm accounts for the consumed power of the reactor’s
external heat supply and tyear denotes the operation hours within one year.

3.3.4. Transport cost

As previously explained, only long-distance transport costs will be considered. Therefore, it is assumed that
the yearly produced iron mFe,year and the yearly remaining iron oxide mFe2O3,year have to be transported over a
long-range distance disttrans at a daily transport cost of ctrans,day using nships with vessel size mv each travelling
with velocity vtrans. In total, this yields the following yearly transport costs:

Ctrans =
disttrans

vtrans
· nships · ctrans,day =

disttrans

vtrans
·

mFe,year + mFe2O3,year

mv
· ctrans,day . [$/year] (13)

3.3.5. Fixed capital cost

The fixed investment costs are based on the cost for the major equipment used in the process (i.e. within
the given flow diagram in Fig. 2), which is a common way to derive appropriate estimates in early stages of
process synthesis [13, 14]. The cost of each module is determined in dependence of the module size, i.e. the
design variables introduced in Section 3.1. The estimated capital cost then results in the sum over all esti-
mated equipment costs. The different components of the capital cost are briefly summarized in the following,
for further details please refer to [13].
Costs are commonly represented as power law of capacity, i.e. the equipment cost CE with capacity QE is

given by CE = CB

(

QE

QB

)M
, with known base costs CB of the equipment with base capacity QB and an equipment

dependent constant M.
Furthermore, the validity of economic data is highly dependent on the publishing date and therefore requires
normalization to a common basis which can be done by the means of cost indices (e.g. Chemical Engineering
Plant Cost Index (CEPCI) [15]). To account for different materials, design pressures, and temperatures, addi-
tional correction factors are used to determine the purchase costs of equipment. These factors include fM for
materials, fp for design pressure, and fT for design temperature. In addition, piping costs are accounted for with
the factor fPIP , while other direct costs, such as equipment erection and instrumentation, and indirect costs,
including engineering and construction, as well as working capital are considered in the total cost calculation
with the factor fmisc . This leads to the following representation of the fixed capital costs:

CC =
∑

j

(

(

fM fpfT (1 + fPIP)
)

j
+ fmisc

) CEPCIyear

CEPCIreference year

CB,j

(QE ,j

QB,j

)M

. [$] (14)



3.4. Properties and assumptions

Modern ironmaking plants produce between 0.3 Mio and 3 Mio tons of iron per year [7]. Therefore, it is as-
sumed that the continuous Fe2O3 feed into the reduction plant amounts 50 kg s−1, leading to 34.97 kg s−1 of
produced iron when assuming a fractional reduction degree of X = 1 and thus to 0.99 Mio tons/year when
assuming 328 continuous operating days of the reduction plant and to 1.06 Mio tons/year when assuming 350
continuous operating days.
In the following, several properties and assumptions used in the model definition are summarized. Note that
in the computation of numerical results (cf. Section 4.) for properties characterized by feasible ranges, as long
as not stated otherwise, the mean value of the range is considered.
Thermodynamic properties such as molar masses are taken from [16]. In order to avoid an increase in the
model complexity by modelling discontinuous piecewise polynomial representations for the temperature de-
pendent enthalpy using NASA Glenn coefficients [16], a linear approximation for the enthalpy is computed and
used to determine temperature independent constant specific heat capacity values.
When analyzing the numerical results, besides the already presented metrics also the energetic efficiency of
the considered system will be assessed. This metric is defined by

ηsys =
HV (Fe) · ṁFe

(P
electrolyzer
el + Pair fan

el + P
recycle compressor
el + Q̇reactor

therm )
, (15)

i.e. the ratio of the energy stored in iron (given by the product of the heating value HV (Fe) of iron and the
produced mass flow rate of iron ṁFe) and the total energy supplied to the process as defined in (12).

Table 2: General economic and transport assumptions

Variable Value/Range Reference

OPEX fraction γ of CC 6% [13]
Interest rate i 5±8 % [17]
Economic life time n 20±25 years [17]
Price for RE cel 0.01±0.10 $/kWh [18]
Operational days 328±350 days [17]
Transport distance 3000±20 000 km Assumption
Vessel size 160 000 t [5]
Daily transport costs 5000±50 000 $/day [19]
Transport speed 624 km/day [5]

3.4.1. Technological assumptions

Heat Exchangers

It is assumed that any heat loss originating from other components than the reactor is associated to the
heat exchangers, i.e. the air heater, the iron oxide preheater, the hydrogen preheater and the condenser. It is
estimated that between 1±5 % of the transferred heat will be lost to the environment instead of being transferred
to the cold medium. Further assumptions concerning the heat exchangers are summarized in Table 3.
Cyclone

By assumption, all of the hot reduced iron is separated from the gaseous residual stream within the cyclone.
While the cyclone is not specifically designed and optimized for this process, values from a high loaded hot
gas cyclone given in [11] are used. Based on this design, the pressure drop is expected to be within the range
of ∆p = 0.1−0.2 bar.
Electrolyzer

The system efficiency based on the lower heating value of the electrolysis is predicted to be in the range of
50-74 % according to IEA and IRENA [20, 21]. In this use case an efficiency of η = 71% is assumed.
Compressors

For the air fan and the recycle compressor an isentropic efficiency of ηis = 85% and an electrical drive efficiency
of ηmot = 95% is assumed. The heat capacity ratio κ as in (3) is assumed to be κ = 1.4 for both, the air
compressor and the hydrogen recycle compressor.

Table 3: Heat exchanger assumptions including type, pressure drop ∆p and heat transfer coefficient U

Component Type ∆p [bar] U [W m−2 K−1] References

Iron Oxide Preheater
Bulk solid heat exchanger 0.14 100-144 [22±25]

Air Heater

Hydrogen Preheater Alternating regenerators 0.14 6 [11]

Condenser Tube and shell 0.05 300-1200 Assumption / [11, 22]



3.4.2. Economic assumptions

As presented in Section 3.3.5. the fixed capital cost includes several correction factors and economic indices
for cost normalization. The correction factors are chosen according to [13] and take the following values. For
all components except for the electrolyzer the material correction factor fM is assumed to be fM = 3.4 (high
grade stainless steel), the pressure correction fp = 1.0, the piping correction factor fPIP = 0.7 and the remaining
factors are summarized in fmisc = 5.1. The electrolyzer and associated periphery costs are directly taken from
the literature. Consequently, the correction factors are set to fM = fp = fPIP = 1.0 and fmisc = 0. In order to
account for potential high process temperatures, a correction factor for temperature is extrapolated based on
values given in [13]: fT = max(1, 2.75 ◦C · 10−3 · Tmax + 0.742) with Tmax denoting the maximum process
temperature for each component. The costs are normalized to the year 2021 using the CEPCI of 708.0 [15].
All base costs, base capacities, reference years and indices can be found in Table 4. According to [20, 21] the
electrolyzer capital cost can be estimated to be in the range of 450-1400$/kW multiplied by the electric power.

Table 4: Capital costs of equipment; the hydrogen preheater costs are based on [26], the cost of the elec-
trolyzer is estimated based on [20, 21] and the cost functions of all other components are based on [13]

Component Ref. year /CEPCI CB,j [$] QB,j M CE ,j

Iron Oxide Preheater
2000 / 391.1 3.28 · 104 80 m2 0.68Air Heater

Condenser

Air compressor
2000 / 391.1 9.84 · 104 0.25 MW 0.46 CEPCI2021

CEPCIreference year
CB,j

(

QE ,j

QB,j

)M

Recycle Compressor

Reactor 2000 / 391.1 1.15 · 104 5 m3 0.53

Hydrogen Preheater 1981 / 297.0 0.85 · 106 6555 m2 0.6

Electrolysis − − − − 925 $/kWel · Pel

4. Numerical results and discussion

The presented techno-economical model with the introduced LCOI (cf. (9)) as objective is optimized using
mathematical optimization algorithms in order to obtain the optimal process design and operation of the re-
duction plant for varying economic assumptions (i.e. price for RE, CRF ). Given the significant variation in RE
prices depending on the location and type of renewable energy plant [18], and the sensitivity of annualized
capital costs to the CRF - and consequently to the assumed interest rate and economic lifetime - the impact of
these economic constraints on the LCOI and the resulting optimized plant designs is evaluated. It should be
noted that the LCOI is primarily influenced by the total capital cost (CC) in terms of both capital expenditure
(CAPEX ) and operating expenditure (OPEX ), as well as the yearly energy consumption in terms of Cel . Ad-
ditionally, the transportation costs (Ctrans) and annual iron production (mFe,year ) are indirectly impacted by the
yearly energy consumption, as the energy consumed during the electrolysis process determines the quantity
of produced iron, which subsequently affects the mass fractions of unreduced iron oxide and produced iron,
ultimately influencing the transportation costs. Therefore, it is expected that the solutions, obtained by mini-
mizing the LCOI, represent trade-offs between the yearly energy consumption and the total capital cost. To
investigate and quantify this trade-off, the optimization is performed multiple times with varying values for cel

and CRF weighting the yearly energy consumption and the total capital costs in the objective function.
The resulting optimization problem is implemented using PySCIPOpt [27], an interface to the mixed-integer
nonlinear problem solver SCIP [28], relying on a spatial branch-and-bound algorithm.
Although SCIP is able to perform global optimization, the following results could not be certified to be global
solutions within reasonable time due to the complexity of the model characterized by nonlinear model equa-
tions as well as the discretized ODE constraint presented in Section 3.2. The solutions are obtained by a local
NLP solver used as heuristic in the SCIP framework and therefore constitute local optimal solutions.

4.1. Fixed CRF and varying energy costs

In a first step, the optimization problem is solved for varying energy costs cel ∈ {0, 10, 55, 70, 100, 150, 200}
[$/MWh] with a fixed CRF ≈ 0.085, i.e. assuming an economic life time of n = 23 years and an interest
rate of i = 6.5%. The obtained objective values and the corresponding shares of CAPEX , OPEX , energy and
transport costs are depicted in Fig. 3. The resulting LCOI varies between 0.05 $/kg iron and 0.68 $/kg iron. As
to be expected there is a close to linear relation between the energy price and the resulting LCOI. The variance
in the LCOI showcases the high dependency of the competitiveness of the investigated process on suitable
locations with low prices for RE. The figure also shows that the transportation costs play an insignificant role
for the LCOI. This suggests, that it could be beneficial to choose reduction locations with rather high transport
distances if in return RE is available at low prices. The results further show that at high prices for RE (e.g.



Figure 3: Objective values obtained by minimiz-
ing the LCOI with a fixed CRF ≈ 0.085 and vary-
ing values for the energy cost cel of RE

Figure 4: Yearly energy consumption versus to-
tal capital cost at the optimization solutions for
fixed CRF and varying values for cel

200 $/MWh), energy costs are dominant, accounting for a significant percentage (87.5%) of the LCOI. In con-
trast, at low energy prices (e.g. 10 $/MWh), a balance is observable between energy and equipment-related
costs, with energy costs contributing 39.8% to the LCOI. Additionally, with increasing cost for RE, also the
energetic efficiency of the system increases from ηsys = 55.6% to ηsys = 69.3%. For further analyses Fig. 4
shows the relationship between the yearly energy consumption and the total capital cost for the different values
of cel . The results indicate that as the price for RE increases, process designs with lower energy demands (and
therefore higher energetic efficiencies), but higher total capital costs (due to larger component dimensions) are
economically more advantageous. This suggests that an optimal design of the considered reduction plant
represents a trade-off between the yearly energy consumption and the total investment costs and is highly
dependent on the cost assumptions for RE.
The optimal design variables illustrate the described behaviour. With increasing cel the reactor volume in-
creases from 1574 to 5519 m3 and the fractional reduction degree X increases from 94.6% to 97.6%, while
the reactor temperature remains constant at 1423 K and the hydrogen equivalence ratio λH2

only varies slightly
between 2.55 and 2.32. The increase in the reduction degree is directly related to an increase in the re-

quired electrical power P
electrolyzer
el of the electrolyzer. The condenser area shows an increase from 0.73 ·103 to

1.53 · 103 m2, the air preheater area an increase from 0.03 · 103 to 3.56 · 103 m2 and especially the hydrogen
preheater an increase from 1.53 · 103 to 55.4 · 103 m2. The increasing dimensions of the design variables ac-
count for the higher total capital cost with increasing RE prices. Regarding the yearly energy consumption, the
values for the recycle compressor and the air compressor only vary little, and the yearly energy consumption of
the electrolyzer increases from 2.46 to 2.54 TWh due to the increasing reduction degree as explained before.
However, the yearly energy consumption of the external heat supply for the reactor decreases from 1.1 to 0.4
TWh. This leads to the overall decreasing yearly energy consumption for increasing RE prices.
Upon examining the shares of the total capital cost of each component, as depicted in Fig. 5, it can be noted
that in a scenario where RE is free of charge, the electrolyzer comprises over 80% of the investment cost. As
the cost of RE increases, the proportion of investment cost attributed to the electrolyzer declines, yet it still con-
stitutes over 50% of the investment cost at the highest considered cost for RE. Furthermore, the electrolyzer
is responsible for nearly 70% of the yearly energy consumption with cel = 0 $/MWh and for more than 85%
with cel = 200 $/MWh. Considering that the electrolyzer incurs substantial capital costs and energy demand,
it has the highest potential for reducing energy demand, capital costs, and consequently the LCOI through
technological improvements.
Although the costs for turbo-machinery are negligible, the cost shares of the heat recovery equipment, includ-
ing the air heater, the iron oxide preheater, and the hydrogen preheater experience a significant increase with
increasing costs of RE. As the sizes of the associated heat exchangers increase, along with their corresponding
costs, a greater amount of the available sensible heat within the reactor effluents can be recovered, resulting
in decreased energy dissipation in the condenser and lower residual energy within exiting streams. Ultimately
this leads to a reduced energy demand of the reactor. Especially the regenerative hydrogen preheater plays a
crucial role for the heat recovery and the reduced energy demand, which is reflected by its increasing share of
the capital costs for higher energy costs.



Figure 5: Components’ shares of the total capital cost and the yearly energy consumption at the
optimization solutions for fixed CRF and varying values for cel .

Figure 6: Objective values obtained by minimiz-
ing the LCOI with varying values for CRF ∈

{0.071, 0.080, 0.094, 0.102} and cel ∈ {10, 55, 100}
[$/MWh]; red diamonds represent base CRF (n =
23 years, i = 6.5%)

Figure 7: Yearly energy cost versus total capital
cost at the optimal solutions for varying values of
CRF and cel ; red diamonds represent base CRF

(n = 23 years, i = 6.5%); lower bounds obtained by
optimization with the specified parameters

4.2. Varying CRF and varying energy costs

As mentioned earlier, the impact of capital costs on the LCOI is significant at low to moderate prices for RE.
However, the annualized capital costs demonstrate high sensitivity to the assumed CRF , and thus, to the as-
sumed interest rate and economic lifetime. To address this uncertainty, the optimization problem was solved for
varying energy costs cel ∈ {10, 55, 100} [$/MWh] and varying values for CRF ∈ {0.071, 0.080, 0.094, 0.102}
corresponding to economic life times of n = 20 and n = 25 years and interest rates of i = 5 and i = 8%. Figure 6
shows the obtained objective values for the different RE costs in dependence of the CRF values together with
the LCOI for the base case (n = 23 years, i = 6.5%, red diamonds) considered in the previous section. Again



an expected nearly linear relation and a clear shift depending on the energy cost is observable. For cel = 10
$/MWh, the LCOI depending on the CRF varies between 0.085 $/kg iron (-5.5% compared to base CRF )
and 0.095 $/kg iron (+6.1% compared to base CRF ), for cel = 55 $/MWh between 0.233 $/kg iron (-2.6%)
and 0.246 $/kg iron (+3.1%) and for cel = 100 $/MWh between 0.371 $/kg iron (-1.8%) and 0.386 $/kg iron
(+2.2%) demonstrating the sensitivities of the LCOI depending on cel and CRF . The results show that the
relative impact of the CRF assumptions increases for low RE prices.
In addition, the total capital cost is plotted against the yearly energy consumption in Fig. 7 for the varying
values of CRF and cel . It can be seen, that the total capital cost decreases with increasing values of CRF and
decreasing values of cel , whereas the yearly energy consumption increases with increasing values of CRF

and decreasing values of cel . This again indicates the trade-off between the total investment costs and the
yearly energy consumption mentioned before. The red lines show the lower bounds for the total capital cost
and the yearly energy consumption. On the one hand, the lower bound for the capital cost is obtained by
solving the optimization problem with cel = 0 and CRF = 1.0, resulting in CC = 305.6 Mio $/year. On the other
hand, the lower bound for the yearly energy consumption is obtained by solving the optimization problem with
cel = 100, CRF = 0.0001 and γ = 0.0 (OPEX fraction of CC), resulting in a yearly energy consumption of
2.9 TWh/year. These extreme cases result in energetic efficiencies of ηsys = 71.6% for high cel and low CRF

and ηsys = 55.4% for low cel and high CRF underlining the strong dependence of the optimal process design
on the economic boundary conditions and showing the techno-economic limits (highest achievable efficiency
vs. lowest achievable capital cost) for the investigated reduction plant.

5. Conclusion and outlook

This work has presented a techno-economic analysis of an innovative reduction plant, based on the flash
ironmaking technology, that could be part of a circular energy economy allowing the large-scale storage and
transport of RE using iron as energy carrier. The assessment was performed with the goal of investigating the
influence of changing economic boundary conditions (price for RE, CRF ) on the economically optimal process
design.
Based on the performed analyses, it can be concluded that the price for RE has a significant impact on the
LCOI. The resulting LCOI varies between 0.05 $/kg iron and 0.68 $/kg iron for energy costs between 0 $/MWh
and 200 $/MWh, respectively. The investigation reveals that changing RE prices lead to noteworthy differences
in design parameters such as component dimensions. As the cost of RE rises, effective heat recovery becomes
increasingly important with respect to the LCOI, resulting in higher capital costs due to larger equipment, but
lower energy demands and higher energetic efficiencies (ηsys = 55.6% to ηsys = 69.3%). In addition, the results
emphasize that access to low-cost RE can offset the expenses linked with long-distance transportation. Since
RE costs outweigh transport costs, it can be inferred that selecting appropriate reduction sites with access to
affordable RE is crucial. Varying CRF values (i.e. economic lifetime and interest rate) further reinforce the
trade-off between total capital costs and yearly energy consumption, even though the influence of the consid-
ered CRF values is less prominent than the change in RE prices. Yet, for lower RE prices, the relative effect of
changing CRF assumptions increases.
Throughout the analysis, the reduction plant was assumed to operate continuously for a fixed number of op-
erating days, assuming continuous availability of RE. However, due to the volatile nature of RE availability,
intermediate storage options for green hydrogen and/or RE are necessary to ensure the continuous operation
of the reduction plant. In future work, the model will be expanded to integrate such storage options and to
couple the reduction plant model with models for RE systems, such as photovoltaic and wind power plants.
This would enable the optimization of the entire storage process for the iron energy cycle and result in location
specific optimal designs, based on different geographic locations and their RE potential. Additionally, consider-
ing uncertainties, e.g. fluctuations in the price or availability of RE, and applying robust optimization strategies
to obtain robust process designs, would be a valuable direction for future research.
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Nomenclature

A area, m2

C cost, $

cp specific heat capacity, J kg−1 K−1

EA activation energy, J mol−1

M molar mass, kg kmol−1

ṁ mass flow rate, kg s−1

p pressure, bar

Pel electric power, W



Q capacity,

Q̇therm heat flow, W

R universal gas constant, J kg−1 K−1

T temperature, K

t time, s

U heat transfer coefficient, W m−2 K−1

V volume, m3

V̇ volumetric flow rate, m3 s−1

Greek symbols

γ OPEX fraction of CC

∆ difference

η energetic efficiency

κ heat capacity ratio

λ hydrogen equivalence ratio

Subscripts and superscripts

B base

E equipment

el electrical

eq equilibrium

in incoming

is isentropic

M material

max maximum

min minimum

misc miscellaneous

mot motor

out outgoing

p pressure

PIP piping

R reactor

s species

sys system

T temperature

therm thermal

trans transport

v vessel
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Abstract: 

Using the exhaust gases from the steel mill generation to produce chemicals can be a promising carbon 
capture and utilization (CCU) concept. Applying the model-based mathematical approach with mixed-integer 
linear programming (MILP) makes it possible to determine the optimal production pathway. However, the MILP 
aims the uncertain future to evaluate the long-term feasibility. It requires a hypothetical construction to show 
possible future states. This study aims to develop scenarios as input data for MILP models, representing a 
comprehensible future description. The investigation domains are determined as the technical, economical, 
and ecological perspectives to fulfil the multi-criteria evaluation. The factors from domains are projected 
qualitatively and quantitatively through objective estimations. The mutual relationships between the factors 
from the different domains such as the electricity price, Carbon footprint, and technical efficiency are 
implemented properly. The result is represented as five different scenarios: (1) Business as usual (BAU), (2) 
CO2 reduction & RE share target (RE-Boom), (3) Technical improvement & Market booming (Market-Boom), 
(4) Energy & Market crisis (Crisis) and (5) Hydrogen booming (H2-Boom). The scenarios depict the 
meaningfully different condition of the CCU concept with the most consistent and plausible combination of the 
key factors. Additional remarkable results from this study are the rough estimations of the initial capital and 
operating expenditures through the independently developed method. Consequently, the generated scenarios 
can be used for MILP models to promote the transparency and traceability of the further decision-making 
process. 
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1. Introduction 
This study investigates a CCU concept which couples the carbon-emitting steel industry with the chemical and 
energy industry [1]. Exhaust gases from the blast-furnace, coke oven and basic-oxygen furnace containing 
large amounts of carbon monoxide, carbon dioxide, methane, hydrogen, and nitrogen serve as raw materials 
to produce chemicals. Hydrogen is identified as the limiting reactant. Therefore, external supplements utilizing 
renewable energy (RE) are required to increase its quantity. The exhaust gas can be used to produce products 
for different markets like methanol (MeOH), acetic acid (AA), ammonia (NH3) and urea. 

The implication of this concept is in a less developed phase. It is still being determined the technical layout of 
the plant, profitability, and potential environmental impacts. For this reason, a model-based mathematical 
approach with MILP is suggested to evaluate the long-term feasibility of the system [2]. The target of the MILP 
model is to find the optimal producing pathway, which includes technologies, design, and time dependent 
operation conditions. However, the MILP aims for an uncertain future, so the results are depending on the 
given future situation. From this perspective, this study aims to develop reliably formulated scenarios as input 
data for MILP. The optimal pathway is represented differently depending on the scenarios. A scenario is 
presented as a specific part of the future by considering relevant key factors rather than a comprehensive 
picture. Combining individual factors forms the space of common development of all these aspects. The 
expanding slice of future developments is described with the scenario funnel in Figure 1. 



 

 

 

Figure. 1. Scenario funnel for representing the developments from a specific start time to a target time. 

Different scenarios in Figure 1, here S1 and S2, now depict the different future possibilities in the target year 
from the start. For that, the possible projections of the different key factors (a, b, and c) are selected and 
condensed into scenarios. It should be noted that the meaning of the projection is not identical to the “forecast”, 
which claims the actual probability of the occurrence, but the hypothetical construction to implicitly refer to the 
possibility of alternative futures [3].  

There are some approaches to utilize the scenarios in this CCU context. Here, a short overview of recent 
contributions and preparatory work in the investigated field is given. 

Stießel et al. [4] utilize a single scenario for the target year, 2030. The main target of the research is to identify 
cross-industrial process concepts of a CCU approach. The authors focus on external influences to formulate 
the scenarios. The process concept is evaluated in specific desired operating conditions by forcing the factors 
to be eco-friendly projected. Schlüter et al. [5] investigate a process concept of using steel mill exhaust gases 
for chemical production in three different operating conditions. The scenarios are developed focusing on the 
internal technical perspectives. The results are analyzed under time-dependent boundary conditions; thus, the 
limiting factors for the binding of carbon are identified. Sadlowski et al. [6] discuss the ecological potential of 
flexible methanol production from steel mill exhaust gases with a MILP model. The authors set up scenarios 
with three key factors which are external H2 production, power supply sources and storage capacities. The 
outcomes are analyzed based on the carbon binding potential for this CCU concept. 

In contrast to the concept of recent publications which focusing on a specific perspective to evaluate the CCU 
approach, the objective from the present work is extended to a multi-criteria evaluation with three different 
domains. It can be understood as a new and novel approach as the complicated relationships between the 
different domains are implemented. This approach of scenario development clearly shows the huge difference 
from the previous studies as it offers more comprehensive future descriptions. In other words, the generated 
scenarios can be utilized to evaluate the genuine feasibility of the CCU concept with a MILP model. 

2. Properties of scenarios for a MILP model 
All interconnections for the various technologies and exhaust gas conditions are implemented in the MILP 
model (e.g., reactors, storages, compressors, separators etc.). The options to be the final products are also 
set up in the decision point [2]. A detailed description of the model can be found in [6]. The outcome of the 
model is the optimal pathway, including the selection of technology, products, design and operation of the 
plants, and it depends on the given future states in form of scenarios. 

The generated scenarios from this work can utilized as the input data in a linear optimization model. For that, 
they involve the special properties which are clearly different from the general scenario development. 

First, the scenarios from this study are formulated based on the multi-criteria evaluation. Considering diverse 
internal and external influences brings reliable results about the technical plant’s feasibility, investment 
decisions, or environmental effects. Secondly, projecting the selected factors from three domains involves the 
quantitative value in either numeric or linear dependencies to suit the feasibility. The quantitative values are 
assumed through the independently developed method or mathematically created functions. Finally, the 
individual relationship between the factors is examined through the software-based method. The cross-impact 
analysis (CIA) is conducted to find the most consistent and plausible combinations of factors. 

3. Scenario development process 
An existing method for scenario development is adapted to consider the functions of the scenarios. Based on 
the scenario technique from von Reibnitz [7]. A modified modelling concept involving the exploratory and 
quantitative approach is created for generating the five multi-criteria scenarios. 

3.1 Premise 

Scenario-specific assumptions for further considerations are defined within the premise. The definitions are 
supplemented by the boundary conditions to form a basis for the scenario development. Table 1 shows a short 
description of the determined premise. 
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Table 1.  Short overview of the scenario-specific premises. 

Parameters Premise 

Time Horizon 25 years (5 years construction + 20 years’ operating life span) 
Target year 2040 (middle of operating life span) 
Maximum generation 40 % of the market volume [8, 9] 
Market boundary European market model 
Discount rate Constant as 2 % annually for life span  
Technical parameters Given from previous studies and project work 

The time horizon of the CCU system is estimated as 25 years, with five years of construction and 20 years life 
span – operating from 2030 to 2050. The target year is 2040, the middle of life span. The maximum generation 
is restricted under German competition law prohibiting market dominance [9]. The market share-based 
presumption provides a first indication of dominance where a company's market share exceeds 40 percent [8]. 
Therefore, the maximum chemical product quantity is 40 percent of its market volume. The overall market 
assumption in scenario development is based on the system boundaries of and the cross-border trade with 
European neighbours. The profitability assessment requires the revision of the future cash flows to be 
compared with the current capital value. The discount rate is assumed to be constant at 2 % annually during 
the whole amortization period. The technical parameters like possible plant connections, efficiencies, reaction 
conditions, exhaust gas amounts etc. are given from previous studies, project work and own calculations. 

3.2 Key factor selection 

First, the domains of influence are determined. For such environmental and energy scenario development, 
economic, political, ecological, technical, and social influence domains are suggested in practice [10]. 
However, the social and political influences are excluded from our scenario boundary. The CCU concept can 
be sensitively affected by adverse social acceptance, which may give policymakers a false sense of security, 
leading to even a rebound effect [11]. Nevertheless, they are not suitable for our scenario’s target. First, the 
factors from these aspects are often measured in a qualitative approach. For example, political inclination may 
function importantly in evaluating the feasibility but is formulated qualitative rather than exact values (e.g., left 
and right orientation). Secondly, the issues depend on subjective assessment. For example, the social 
acceptance and benefit of CCU concepts can be understood totally different. Based on these reasons, the 
technical, economic, and ecological domains are determined as the investigation fields' demarcation. 

In a first step, 106 internal and external influencing factors from the domains are determined. The importance 
of the influencing factors is identified through influence analysis. A detailed explanation of the method can be 
found in [3]. The influence analysis examines the relationships between the factors. All possible pairs of factors 
are measured on a four-level scale from 0 (no effect) to 3 (strong effect) regarding their mutual impact [10]. As 
a result, each influencing factor is represented with its active and passive sum. The factors with a high active 
sum are selected as key factors out of the 106 influencing factors since they have the biggest influence of the 
overall system [7]. This procedure leads to the final 24 key factors to set up further scenario development. 

3.3 Reference scenario 

The reference scenario assumes that there will be no new measurements by the target year [10]. The logic is 
also called “Business as usual” (BAU). The current values are based on well-founded knowledge. 
Extrapolations in the target years (2040 for operating time and 2025 for investing time) are suggested by a 
meta-study of different reports about energy and chemical market development scenarios. If a reliable 
development is unavailable, the assumptions made through trend analysis. It is carried out by collecting 
historical data as long as possible, and past trends are extended to the future [3]. 

The time series of the electricity price in 2040 are derived from a forecasting model [12]. This model assumes 
an energy-only market and calculates the operating plans of the power generation systems. The projected 
time series of the carbon footprint CFt for future energy production and REt share for 2040 is determined based 
on the CFt in 2020 derived with historical data from AGORA [13]. The future CFt is calculated based on the 
hourly based data from 2020 and the varied fraction of RE share in the German grid mix according to Eq. (1): 𝐶𝐹t,2040 = 𝐶𝐹t,2020 ⋅ (100−𝑅𝐸t,2040)(100−𝑅𝐸t,2020)   (1) 

The exemplary results of the projected time series of the CFt are shown in Figure 2. Figure 2(a) shows the 
dimensionless sorted annual CFt of the year 2020 (RE = 48 %) and the projection to reference scenario of 
2040 (RE = 85 %). Figure 2(b) shows an example of a two-week period of the CFt. The average value for the 
reference scenario is projected to ca. 110 gCO2/kWhel. Electricity prices are calculated in a similar way. 



 

 

 

Figure. 2. Time series of carbon footprints (CF) for 2020 (48 % RE-Share) and BAU projection to 2040 
(85 % RE-Share): a) Sorted annual dimensionless CF, b) exemplary two-week period of the CF. 

It is necessary to specify fuel prices for natural gas and coal, as well as the CO2 certificate prices to determine 
the marginal cost. The prices in the target year are taken from the EU [14] and Bloomberg [15]. H2 price plays 
an important role in defining the potential of RE and green electricity. The price is derived from the IEA [16]. 

Market prices of the chemicals are the biggest part of the revenue. Oxygen as by-product from water 
electrolysis is also considered a part of revenue. The prices are assumed by the trend analysis based on the 
historical data from 2019 to 2021. Plus, the chemicals’ market volumes dramatically affect the size of the plant 
and expenditure as the maximum generation is regulated by 40 % of the market share limit. They are taken 
from the IEA [17]. 

Table 2 shows the data of the most probable BAU scenario. Data from technology domain are shown as 
relative value (1 = no changes) and are derived from project internal communications and plant development 
reports. The H2 generation is a crucial aspect of the system. Therefore, H2 efficiency, the electricity required 
to generate the external carbon-free H2, is considered as a separate factor from the overall energy requirement. 

Table 2.  Key factors and their values of the reference business-as-usual (BAU) scenario. 

Class Key factor Current value Source BAU-value Unit 

Input 

a. Electricity price 41.3 [18, 19] 47.4 €/MWh 
b. Natural gas price 31.4 [19] 46.7 €/MWh 
c. Coal price 7.5 [19] 11.8 €/MWh 
d. H2 price 3000 [16] 2400 €/t 
e. CO2 price 94.5 [4] 135.0 €/t 
f. CO2 certificate price 76.2 [20] 108.8 €/t 
g. CF & RE share (German grid) 373.4 [21, 22] 109.0 gCO2/kWhel 

Output 

h. O2 price 50 [4] 74.3 €/t 
i. Methanol price 342.0 [19] 401.6 €/t 
j. Urea price 256.3 [19] 428.2 €/t 
k. NH3 price 182.9 [23] 305.5 €/t 
l. Acetic acid (AA) price 605.9 [23] 711.5 €/t 
m. MeOH market vol. 2.2 [19] 3.9 Mt/a 
n. Urea market vol. 4.4 [19] 5.4 Mt/a 
o. NH3 market vol. 12.5 [19] 15.3 Mt/a 
p. Acetic acid (AA) market vol. 1.2 [19] 2.1 Mt/a 

Technology 

q. Conversion efficiency 1.0 [24] 1.0 - 
r. Energy efficiency 1.0 [24] 1.0 - 
s. H2 efficiency 1.0 [25, 26] 1.0 - 
t. Steel mill energy demand 1.0 - 1.0 - 
u. Part load range 1.0 - 1.0 - 
v. Dynamic operation 1.0 - 1.0 - 

Expenditure 
w. Investment cost (2025) - [27] 1.0 - 
x. Operating cost 1.0 [27] 1.0 - 

The target year of the capital expenditures (CAPEX) is set as 2025 following a five-year construction period. 
CAPEX is calculated for each plant, including the gas conditioning, external H2 production and chemical 
synthesis plants. Calculation is based on the capacity method [27]. The CAPEX of a plant Cb and its capacity 



 

 

Sb is estimated based on the reference CAPEX Ca and its capacity Sa [27]. The reference data is taken from 
various techno-economic analysis studies and the Ca is extrapolated to the target year of investing 2025. It is 
extrapolated to 2025 value by applying the chemical engineering plant cost index (CEPCI), as i, to account for 
inflation rate. The publication years of the studies are between 2006 to 2021. Original CAPEX C0, capacity Sa 
and CEPCI i0 for all technical plants and years are used or derived from these studies. The CEPCI value for 
the year 2025 ia is determined through trend analysis from the last five years. Therefore, the reference CAPEX 
Ca is calculated with Eq. (2): 𝐶a = 𝐶0 ⋅  𝑖a𝑖0   (2) 

The CAPEX development of the hydrogen production plants is assumed to be lower in the future. According 
to [28], it is assumed that the CAPEX for alkaline (ALK) and proton-exchange membrane (PEM) electrolysis 
are reduced by 14 % and 22.5 % in next five years, caused by reduced manufacturing costs and assumed 
technological breakthroughs. Based on the updated Ca to 2025, the Cb is calculated via the capacity method 
in Eq. (3). Where f is the degression coefficient for the economy of scale for chemical plants with a value from 
0.6 to 1.0. 𝐶b = 𝐶a ⋅ (𝑆b𝑆a)𝑓

   (3) 

However, the final Sb of the plant is not determined in the scenario development process. Therefore, the Cb of 
the individual component is represented as the function within possible installed capacity range of Sbmin and 
Sbmax. The Cbmax of Sbmax is where the exhausted gas utilization is maximized based on the market restriction. 
It should be noted that the Sbmax of each plant is differently estimated depending on the final products due to 
the varied size of the market volume. Cbmin is assumed to be 10 % of Cbmax. Lower than 10 % of Cbmax it’s not 
worth to install these plants because a significant emission reduction is required for the CCU concept. Table 3 
shows the range of Sb and Cb of a water gas shift (WGS) plant for each chemical as an example. 

Table 3.  Range of Sb (capacity) and Cb (CAPEX) of possible water gas shift plants for each chemical. 

Final product Sbmin, kg/s Sbmax, kg/s Cbmin, M€ Cbmax, M€ Market volume, Mt/a 
Acetic acid 2.33 39 0.88 8.8 2.1 
Urea 5.2 86 1.7 17 3.9 
Methanol 7.2 120 2.2 22 5.4 
Ammonia 22.7 376 5.7 57 15.3 

The Cb should be represented in a full range of the plants Sb regardless of the production route. In the case of 
WGS plant, then, the CAPEX is resulted in the function within the overall range of Sb from 2.33 to 376 kg/s. 

If f of the component is less than 1 like WGS plant (0.82), the Cb is a root-function. The MILP model requires 
linearity of Cb and therefore should be revised as a linear approximated function Cb,lin. The linearized functions 
maximum relative error tolerance from the original Cb is set as 10 %. If this doesn’t match, an additional 
sampling point for piecewise linear approximation is considered till it reach the <10 % criteria. In the case of 
the WGS plant, two linear functions are generated with one piecewise sampling point and a maximum relative 
error of 7.4 %. Figure 3 presents the original Cb function on the left side and the derived piecewise linear 
functions Cb,lin1 and Cb,lin2 on the right for the WGS plant. 

 

Figure. 3. CAPEX functions of WGS plant: a) Cost function through capacity method Cb, b) linearized cost 
functions Cb,lin. 



 

 

Other plants CAPEX is calculated in a similar way. The maximum relative error is detected in NH3 synthesis 
plant as 9.4 %. The range of CAPEX for each plant, regardless of the production pathway, is generated. 

The operating cost (OPEX) is the expenditures incurred in the plant. It considers the variable, fixed, and other 
costs of the system. The variable costs, including the raw and auxiliary materials, are calculated differently 
depending on the operating time and final production pathway. The fixed and other costs are structured based 
on [29]. The projected OPEX in BAU scenario is estimated to be constant by the target year. 

3.4 Future projection 

Each key factor is projected into the future in alternative states. Qualitative projections are created at first. This 
includes the possible projections of highly decreasing (↓↓), moderately decreasing (↓), constant (-), moderately 
increasing (↑) and highly increasing (↑↑). Not all projections make sense (e.g., decreasing projection of CO2 
certificate price) so the number of varied projections differs between three or five depending on the key factor. 
As mentioned, each projection involves quantified numerical values. If the data from the BAU scenario is 
available, the projection is based on it. The variation rate from the current value to fixed projection of the BAU 
scenario is applied to other alternative projections identically. 

It should be noted that some key factors involve deliberately exaggerated or passive quantification. The factors 
that contain exaggerated quantification is the “driving factor”. The extreme value of these driving factors brings 
a clear difference from other projections. On the other hand, the passive quantification is for the case that the 
value from the BAU scenario is over-predicted. The scenario which involves the projection may cause discord 
with other elements. Thus, they are quantified at a lower variation rate. Passive quantification makes the 
combination of the factors more consistent. 

If the data from the reference scenario is unavailable, it is quantified based on the independently estimated 
assumption. For example, the H2 efficiency has an improving rate of 5 % for projection (↑) and 10 % for (↑↑), 
according to [16]. The factors, conversion efficiency and energy efficiency, are assumed to be identical in 
improving rates of H2 efficiency. It is not plausible to assume that they have greater improvement than external 
H2 supplements because these plants are at a state-of-art level. 

The investment cost is projected through the independently generated method. A scaling factor, “s-factor”, is 
applied to the generated Cb,lin function of each plant to switch the range of CAPEX by multiplying itself. The s-
factor is derived from the water electrolysis’ CAPEX as it is available to get reliable data on future development. 
Plus, it can be compared with the current CAPEX as the f is equal to 1 - It is not affected by the varied size of 
the capacity. Table 4 presents the assumed CAPEX of ALK and PEM in diverse future situations. 

Table 4.  Development of specific CAPEX of ALK and PEM water electrolysis in varied situations. 

Unit Current 
CAPEX 

BAU 
CAPEX 

Future  
situation 

CAPEX 
in future 

Rate 
 Unit Current 

CAPEX 
BAU 

CAPEX 
Future  

situation 
CAPEX 
in future 

Rate 

ALK 1.0 0.86 
Pessimistic 1.0 1.16  

PEM 1.0 0.775 
Pessimistic 1.0 1.29 

Regular 0.79 0.92  Regular 0.66 0.85 

Optimistic 0.72 0.84  Optimistic 0.55 0.71 
* Rate is the variation rate of future CAPEX from the BAU CAPEX, and it functions as the s-factor. 
* The higher s-factor demonstrates the higher initial expenditures. 

In the BAU scenario, the specific CAPEX for ALK and PEM is estimated to be decreased to 86 % or 77.5 % 
by the target year, respectively [28]. In a pessimistic future, the CAPEX is assumed to be constant as the 
current value. A regular projection assumes 50 % higher decreasing rate of the CAPEX than the BAU scenario. 
In the optimistic situation, the decreasing rate is doubled by the BAU scenario. The variation rates of future 
CAPEX from the BAU CAPEX are the s-factor. They are applied to all considered plants of the CCU concept 
depending on the scenario concept and the result of a cross-impact analysis. Through the process, the range 
of the component’s CAPEX is newly assigned for each scenario. Another external H2 supplement option, 
methane pyrolysis (MP), is applied an identical s-factor with the ALK. 

3.5 Scenario formation 

Based on the projections of key factors, the actual formation of scenarios takes place. The scenario technique 
of cross-impact analysis (CIA) is applied to ensure consistent combinations [10]. The CIA analyses the 
relationships between the key factors and the probabilities of occurrence of future events by considering their 
direct and indirect mutual effects [30]. 

A cross-impact matrix is first created, which assesses the conditional probability of specific projections if 
another future event has occurred according to the seven-level scale from -3 (Strong inhibitory influence) to 3 
(Strong promoting influence) [30]. After that, the concept of each scenario is developed. The scenario concepts 
focus on the state of the specific domain to be improved or regressed or the worst or the best operating 
situations. Based on the concept of the scenarios, the corresponding factors are fixed in a particular projection 
to fulfil the determined idea. Four different scenarios, excluding the reference scenario, are created. A brief 
explanation of the different scenario concept and targets is shown below. 



 

 

3.5.1 CO2 reduction & RE share target (RE-Boom) 

The RE-Boom depicts the best condition from the ecological perspective. Table 5 presents seven key factors 
which are forced to demonstrate the scenario. 

Table 5.  Forced projections for the ecological optimistic scenario RE-Boom. 

Fixed factor Projection Fixed factor Projection 
e. CO2 price Highly decreasing (↓↓) n. Urea market vol. Highly increasing (↑↑) 
f. CO2 certificate price Highly increasing (↑↑) o. Ammonia market vol. Highly increasing (↑↑) 
g. CF & RE share Highly decreasing (↓↓) p. Acetic acid market vol. Highly increasing (↑↑) 
m. Methanol market vol. Highly increasing (↑↑)   

The key factors, CO2 certificate price, and CF & RE share, are forced environment friendly. The chemicals 
market volume is fixed to be highly increased to remove the market restriction for more possible CCU 
production. The CO2 price is defined to be decreased to reduce the availability of direct CO2 sales options. 

3.5.2 Technical improvement & Market Booming (Market-Boom) 

Scenario Market-Boom set the perfect condition from the economic and technical perspectives. Table 6 shows 
the eleven fixed key factors to fulfil the scenario concept. 

Table 6.  Forced projections for the economic optimistic scenario Market-Boom. 

Fixed factor Projection Fixed factor Projection 
h. O2 price Highly increasing (↑↑) r. Energy efficiency Highly increasing (↑↑) 
i. Methanol price Highly increasing (↑↑) s. Hydrogen efficiency Moderately increasing (↑) 
j. Urea price Highly increasing (↑↑) t. Steel mill energy demand Highly decreasing (↓↓) 
k. Ammonia price Highly increasing (↑↑) u. Part load range Highly increasing (↑↑) 
l. Acetic acid price Highly increasing (↑↑) v. Dynamic operation Highly increasing (↑↑) 
q. Conversion eff. Highly increasing (↑↑)    

The key factors related to the revenue are all fixed to be highly increased to maximize the profits. The factors 
in the technology class are defined to be highly advanced. However, the H2 efficiency is estimated to be 
moderately increased to make a clear difference with the H2-boom scenario in section 3.5.4. 

3.5.3 Energy & Market crisis (Crisis) 

Crisis scenario projects the worst situation from the economic perspective. The concept refers to the current 
Ukraine war and an economic crisis. Table 7 presents eight forced factors for the scenario concept. 

Table 7.  Forced projections for the negative extreme scenario Crisis. 

Fixed factor Projection Fixed factor Projection 
a. Electricity Price Highly increasing (↑↑) i. Methanol price Highly decreasing (↓↓) 
b. Natural Gas price Highly increasing (↑↑) j. Urea price Highly decreasing (↓↓) 
c. Coal Price Highly increasing (↑↑) k. Ammonia price Highly decreasing (↓↓) 
h. O2 price Highly decreasing (↓↓) l. Acetic acid price Highly decreasing (↓↓) 

The factors related to the profitability are all negatively assumed. Prices of raw materials goes up immensely, 
and revenue of the products is reduced substantially. Regarding the product’s market condition, it is evaluated 
from the perspective of the supplier. In other words, it is assumed that the chemicals market is in depression, 
so the supplier must sell the product at a lower price. 

3.5.4 Hydrogen booming (H2-Boom) 

The H2-Boom focuses only on the best condition of H2 generation from the technical aspects. Table 8 shows 
six essential key factors to satisfy the scenario concept. 

Table 8.  Forced projections for Hydrogen optimistic scenario H2-Boom. 

Fixed factor Projection Fixed factor Projection 
d. H2 Price Highly decreasing (↓↓) s. Hydrogen efficiency Highly increasing (↑↑) 
q. Conversion efficiency Constant (-) u. Part load range (only H2) Moderately increasing (↑) 
r. Energy efficiency Constant (-) v. Dynamic operation (only H2) Moderately increasing (↑) 

H2 price is assumed to be reduced following a drop in generation cost due to highly increasing manufacturing 
cost and technology breakthroughs. It aims on the hydrogen subdomain from the overall technical domain. 



 

 

3.6 Scenario generation and selection 

Based on the formulated cross-impact matrix and the scenario concepts, the CIA is conducted to determine 
the most consistent combination. It tests all theoretically possible combinations to analyse their contradictions 
with the framework conditions. However, the generated matrix involves more than a billion possible 
combinations. The CIA, thus, can only be checked with algorithm-based software support. For this reason, the 
ScenarioWizard® software is used. Plus, the economic factors related to the chemicals (price and market 
volume) are combined into a single factor to manage the complexity. It is judged by the fact that the scenario 
concepts mostly do not involve the comparison of the superiority between the chemicals. A merge does not 
affect the quantitative values for each factor but merely has an identical qualitative projection. As a result, the 
bundle containing the possible candidates to be a final scenario is generated for each scenario. In our case, 
eight options for RE-boom, five for Market-Boom, two for Crisis, and fifteen for H2-Boom are generated. 

To select the final most consistent combination out of the candidate’s pool, the Consistency Value (CV) and 
Total Impact Score (TIS) function as the evaluation criteria [30]. TIS means the sum of the impact scores of all 
selected scenario variants. The CV is the parameter to evaluate if the chosen combination of the factors is 
consistent. In the case of a positive or zero CV, the combination is accepted as consistent [30]. Based on the 
scenario selection criteria, the final scenarios are determined. All scenarios have the CV equal to 0 and the 
highest TIS out of the possible candidates, so they involve the most consistent combination. 

4. Results 

4.1 Final scenarios 

Table 9.  Final five scenarios with qualitative (QLT) and quantified values (QNT) for the 24 key factors (a - x). 

Key factors with units 
BAU RE-Boom Market-Boom Crisis H2-Boom 

QLT QTY QLT QTY QLT QTY QLT QTY QLT QTY 
a. Electricity price (€/MWh) (↑) 47.38 (↓↓) 20.66 (-) 41.32 (↑↑)* 72.31 (-) 41.32 

b. NG price (€/MWh) (↑) 46.72 (↓↓) 15.68 (-) 31.35 (↑↑)* 69.63 (-) 31.35 

c. Coal price (€/MWh) (↑) 11.82 (↓) 5.62 (-) 7.49 (↑↑)* 18.67 (-) 7.49 

d. H2 price (€/t) (↓) 2400 (↓) 2400 (-) 3000 (↑↑) 3900 (↓↓)* 1500 

e. CO2 price (€/t) (↑↑) 135.0 (↓↓)* 61.2 (-) 94.5 (↓) 76.1 (↑) 112.9 

f. CO2 certificate price (€/t) (↑) 108.8 (↑↑)* 190.5 (↑) 108.8 (↑↑) 190.5 (↑) 108.8 

g. CF & RE share (gCO2/kWhel) (↓) 109 (↓↓)* 0 (↓) 109 (↓↓) 0 (↓) 109 

h. O2 price (€/t) (↑) 74.3 (↓) 25.7 (↑↑)* 110.4 (↓↓)* 13.2 (-) 50.0 

i. MeOH price (€/t) (↑) 401.6 (↓) 282.4 (↑↑)* 471.7 (↓↓)* 233.1 (-) 342.0 

j. Urea price (€/t) (↑) 428.2 (↓) 192.2 (↑↑)* 715.4 (↓↓)* 128.2 (-) 256.3 

k. NH3 price (€/t) (↑) 305.5 (↓) 137.1 (↑↑)* 510.4 (↓↓)* 91.4 (-) 182.9 

l. Acetic Acid price (€/t) (↑) 711.5 (↓) 500.2 (↑↑)* 835.5 (↓↓)* 413.0 (-) 605.9 

m. MeOH market vol. (Mt/a) (↑) 3.85 (↑↑)* 13.36 (-) 2.2 (↓↓) 1.1 (-) 2.2 

n. Urea market vol. (Mt/a) (↑) 5.39 (↑↑)* 25.97 (-) 4.4 (↓↓) 2.64 (-) 4.4 

o. NH3 market vol. (Mt/a) (↑) 15.31 (↑↑)* 18.75 (-) 12.5 (↓↓) 7.51 (-) 12.5 

p. Acetic Acid market vol. (Mt/a) (↑) 2.1 (↑↑)* 3.42 (-) 1.2 (↓↓) 0.6 (-) 1.2 

q. Conversion efficiency (-) (-) 1.0 (↑) 0.95 (↑↑)* 0.9 (-) 1.0 (-)* 1.0 

r. Energy efficiency (-) (-) 1.0 (↑) 0.95 (↑↑)* 0.9 (-) 1.0 (-)* 1.0 

s. H2 efficiency (-) (-) 1.0 (↑) 0.95 (↑)* 0.95 (-) 1.0 (↑↑)* 0.9 

t. Steel mill energy demand (-) (-) 1.0 (↓) 0.9 (↓↓)* 0.8 (-) 1.0 (-) 1.0 

u. Part load range (-) (-) 1.0 (↑) 1.5 (↑↑)* 2.0 (-) 1.0 (↑)* 2.0 (H2) 
v. Dynamic operation (-)  (-) 1.0 (↑) 1.5 (↑↑)* 2.0 (-) 1.0 (↑)* 2.0 (H2) 
w. Investment costs s-factors (-) (-) 1.0 (↓) var1 (↓) var1 (↑) var1 (↓) var1 

x. Operating cost (-) (-) 1.0 (↓) 0.75 (↓) 0.5 (↑) 1.5 (↓) 0.75 
1 Scaling factors (s-factors) for investment cost calculations are plant-dependent and shown in Table 10.  
* The factors with subscript * denote the predetermined fixed projection. 

Additional to Table 9, with all numerical values, the scenarios additional includes the time series for electricity 
price and CF (Figure 2) plus all linearized and scaled CAPEX functions Cs. The explanation for CAPEX, which 
is determined after CIA, is given below. Table 10 shows different s-factors for all hydrogen production plants. 
 
 



 

 

Table 10. Scaling factor (s-factor) to estimate future CAPEX of hydrogen production plants for the scenarios. 

Scenario ALK PEM MP Other components 
BAU 1.0 1.0 1.0 1.0 
RE-Boom 0.92 0.85 0.92 0.92 
Market-Boom 0.92 0.85 0.92 0.85 
Crisis 1.16 1.29 1.16 1.23 
H2-Boom 0.84 0.71 0.84 1.0 

The qualitative projection of CAPEX for the RE-boom and Market-boom are calculated to be decreased (s < 1) 
through the CIA. The CAPEX of the H2 supplement is determined to be regularly improved for both scenarios 
following the projection of H2 efficiency, moderately increasing. Regarding other components, the s-factor is 
estimated to be identical to the ALK for RE-boom and the PEM for Market-boom. It is more plausible that 
Market-Boom has a bigger reduction rate than RE-Boom as the technical factors of other components is 
assumed to be improved at a higher rate in Market-boom. 

Qualitative projection of CAPEX for the Crisis scenario is calculated to be increased through the CIA. The 
CAPEX of the H2 supplement is decided to be the worst development (s > 1). The s-factor of other components 
is assumed as the average value of ALK and PEM. 

The CAPEX of the H2 supplement is determined to be the optimistic future under the projection of H2 efficiency. 
The s-factor is not applied to other components as the concept of the H2-boom focuses only on the H2 
improvement, so it clarifies the difference with the RE-boom and Market-boom. It may look illogical that the 
qualitative projection of CAPEX is calculated to be decreased through the CIA. However, the result of the CIA 
can be varied depending on the weight of the influence. It is plausible that the CAPEX reduction is mainly 
because of the H2 efficiency factor, as it has a more significant impact on the CAPEX. 

The s-factor is multiplied to Cb,lin function for individual plants of each scenario to reach the final scaled CAPEX 
functions Cs. Figure 4 presents the derived Cs function of the WGS plant for each scenario as an example.  

 

Figure. 4. The five developed linear CAPEX functions Cs of the water gas shift plant for each scenario. 

4.2 Scenario evaluation 

All combinations from CIA (Table 9) are evaluated based on the three criteria: plausibility, consistency, and 
differentiation. The BAU scenario is not part of the scenario evaluation due it is generated by the independent 
method (3.3 Reference scenario). Plus, consistency is already measured in the scenario selection process 
(3.6 Scenario generation and selection).  

4.2.1 Plausibility 

Plausibility check of the scenarios is assessed if the combination of the scenario is well matched with the 
aimed concept and the relationship between the fixed factors and the remaining factors are plausibly 
formulated. 

Scenario RE-boom depicts the condition that minimizes the CO2 emission and simultaneously maximizes the 
quantity of used exhausted gas. The concept is well satisfied with fixed factors from Table 5. The combination 
of remaining factors is also well structured. Significantly, the prices of energy raw materials (factors a. to c.) 
are decreased by the CIA. As the CF is assumed to be 0, it is plausible that the prices are decreased 
accordingly. However, the coal price is less affected as it relates more to steel production. 

Main idea of Market-boom is the maximization of profitability and technical performance. The concept is well 
fulfilled by optimizing the product price and technical development in Table 6. Among the remaining factors, 
the chemicals market volume is resulted to be constant by the CIA even if the prices are incremented. It may 



 

 

look illogical in general price and market relationship. However, the generated combination results from all 
factors’ mutual interaction, not a pair of two factors. It is plausible to assume that the chemicals market volume 
is resulted to be constant because of other factors’ indirect influences. 

The Crisis represents the worst situation with the forced factors from Table 7. A discord between the 
combination of the key factors and the scenario concept is identified. The ecological factors (f. and g.) resulted 
in highly increased and decreased, respectively, through the CIA calculation as the prices of energy raw 
materials are forced to be highly increased. It is plausible from the perspective of three considered domains, 
like the case of RE-Boom. However, it does not align with the scenario concept, which refers to the ongoing 
Ukraine conflict. The current abnormal situation decouples the general relationship of the energy complex. 
According to the [31], the price of CO2 permits reached a high of 97 €/kWhel in 2020. After the start of the 
conflict in 2022, the price dropped to almost 60 €/kWhel. It is reported as the biggest crash since 2014. To 
elaborate this unique situation, social or political aspects (e.g., acceptance or political trends) should be 
included. It may function as a "joker", making the retrogress trend plausible. 

H2-boom scenario focuses on the improvement of the overall H2 generation, a subdomain in the technical and 
economic field. The concept is fulfilled with the fixed factors from Table 8. Regarding the energy raw materials 
from the remaining factors may look more plausible to be reduced rather than constant. Assuming that the H2 
price is reduced and the H2 efficiency is notably advanced, a significant price drop is expected. It is particularly 
true if a high proportion of green electricity is used, leading to low market prices and CF. However, the scenario 
from this study assumes that the perfect transition to an emission-free system is impossible by the target year. 
According to the [32], the existing infrastructure has limited application regarding H2 as an energy source. 
Germany’s current gas supply network can tolerate only 10 % of H2 by volume in total [32]. However, it is also 
evident that H2 gradually contributes to the energy system, simultaneously. It becomes obvious by comparing 
it with the BAU scenario. As the H2 price in the BAU scenario decreases at a lower rate than H2-boom, the 
energy raw materials prices are assumed to be moderately increased. So, even if H2 as the energy source 
cannot change the energy system in a flash, it positively influences the gradual transition. Consequently, it is 
more plausible that the prices of energy raw materials will be constant for H2-Boom. 

4.2.2 Differentiation 

The differentiation between the scenarios is assessed if the generated scenarios depict the meaningfully varied 
condition to prevent further calculation results in an identical outcome. Market-Boom and Crisis scenarios can 
be understood as the antipodes in the scenario funnel from the economic point of view. The combinations of 
all the factors in both scenarios are formulated oppositely. They offer different situations in terms of economic 
conditions. Both, Market-Boom and H2-Boom, involve technical improvement by the target year. Because of 
the similar relationship between the factors, most other elements from the different domains resulted in similar 
projections. It may be considered a false combination because both slices depict a similar situation. However, 
the technical concept of these scenarios is distanced - Market-Boom for overall improvement, but H2-Boom for 
mainly H2 subdomain. Thus, comparing the results from the scenarios bring clearly different results to evaluate 
the CCU concept. Finally, the RE-Boom concentrates on the sole independent domain, the ecological criteria. 
The combination of RE-Boom is conspicuously different. In other words, the generated slice is sketched at a 
totally distanced area from other scenarios, so it can offer new criteria to evaluate the feasibility of the CCU 
concept. Figure 5 presents the simplified development process and a qualitative classification to elaborate the 
differentiation of the scenarios. 

 

Figure. 5. Simplified development and differentiation of the scenario concepts as a Venn diagram. 

5. Conclusion and Outlook 

This research aimed to build up consistent, plausible, and meaningfully different scenarios as input data for 
MILP models to evaluate the long-term feasibility of the desired exhausted gas utilization concept. The 
generated five scenarios involve internal and external key factors from three main criteria. To build up the BAU 
scenario, they are extrapolated to the target years for investing (2025) and operating (2040). Especially, the 
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formulation of the investment cost offers a rough sketch of the initial expenditures. A linear approximation 
method for CAPEX functions is applied to be suited for the later use in MILP models. It fulfils the criteria for a 
maximum error tolerance of 10 % from the original nonlinear function. 

All 24 key factors are qualitatively and quantitatively projected into the target years to construct the hypothetical 
future development. The process is carried out in an objective methodology, utilizing the BAU scenario data 
rather than forecasting the random value. It also involves exaggerated or passive projection so that further 
evaluation of the CCU approach becomes more evident. If the data from the BAU scenario is unavailable, then 
the quantification is determined based on independently estimated assumptions. The investment costs are 
quantitatively projected by applying a scaling factor (s-factor). The s-factor is derived from the water electrolysis 
CAPEX and ranges from 0.71 to 1.29. It is applied to other plants to switch the amplitude of CAPEX functions 
and offering varied economic situations. An s-factor greater 1 is represents economically unfavourable 
scenarios due to higher initial expenditures. This compositional work provides new insight into the probable 
future development of the "Hot-potato" factors - such as the electricity price, RE share, or the chemicals market. 

The concept of each scenario is determined in advance of the scenario formulation. In other words, the 
scenarios are developed based on the deliberately specified condition. Four scenario concepts are generated: 
1. CO2 reduction & RE share target (RE-Boom), 2. Technical improvement & Market booming (Market-Boom), 
3. Energy & Market crisis (Crisis), and 4. Hydrogen booming (H2-Boom). The RE-Boom depicts the best 
condition from the ecological perspective. The Market-Boom set the perfect condition from the economic and 
technical perspective. The Crisis projects the worst situation from the economic domain. Finally, the H2-Boom 
focuses only on the best condition of H2 generation from the technical and economic aspects. 

Based on the predetermined concept, the CIA is carried out to find the most consistent combination of the key 
factors within the fixed condition. The calculated combinations are considered highly reliable consequences. 
First, regarding consistency, all scenarios have the desired CV and the highest TIS out of the possible 
candidates. Secondly, the determinations of the remaining factors' projections through the CIA calculation are 
also plausible to describe the scenario concept within the investigation domains. Finally, the results also offer 
meaningfully different operating conditions. These results build on existing evidence of the reliably structured 
scenarios. The generated scenarios can now be directly utilized in a MILP model for the CCU approach. 

In conclusion, the generated five scenarios represent a comprehensible description of the possible situation 
of the CCU concept in the target years based on a complex network of factors from different impact parameters. 
All scenarios have consistent, plausible, and meaningfully different combinations of the key factors. 
Consequently, the optimal solutions for utilizing the exhausted gas are calculated by the MILP optimization 
model in varied ways depending on the scenarios. It promotes the transparency and traceability of the further 
decision-making process of the CCU concept. 
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Nomenclature 𝐶 Capital expenditures of the plants, M€ 𝐶𝐹 Carbon footprint, g/kWh 𝑓 Degression coefficient, - 𝑅𝐸 Renewable energy share, % 𝑆 Capacity of the plant, kg/s 𝑠 Scaling factor, - 

Subscripts and Superscripts 

0 Index for reference year of data source 

a,b Index for reference year (2025) before (a) and after (b) scaling with degression coefficient 

lin Linearized function 

min/max Minimum and Maximum value 

s,t Index for scenario number and time series 
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Abstract: 
Currently, there is a set of variables that directly and indirectly influence the level and quality of life of human 
beings. Climate change, pandemic situations and wars raise questions about their survival. Thus, the 
development of systems allowing efficient monitoring of the surrounding environment seems appropriate. In 
this sense, since the agricultural sector is a pillar of modern societies, the application of technologies such as 
IoT (Internet of Things), for its sustainable development is the motivation for this multidisciplinary work. The 
work carried out uses emerging technologies, wireless communication networks, alternative energy sources, 
control systems and friendly human-machine interfaces. Communication between the devices uses LoRa 
(Long Range) technology due to its low consumption. Depending on the location to be monitored, alternative 
sources of energy, solar and hydropower, are selected individually, using an algorithm that monitors the power 
available at each instant. Data acquired such as temperature and humidity by several network nodes 
(peripheral towers), communicate to a gateway (main tower). These data are stored, treated statistically, and 
presented in a user-friendly application for different users. The system was installed in an urban vegetable 
garden in the Vila Nova de Famalicão municipality. After its operational validation, the temperatures and 
humidity values were registered. In conclusion, the developed system is low cost, autonomous, modular, 
flexible, has a low energy consumption and uses alternative energies, allowing the optimization of techniques 
and types of cultivation.  

Keywords: 
IoT systems; LoRa technology; Renewable energy; Agricultural sector; Sustainability. 

1. Introduction 
The internet of things, also known as IoT, is a current concept that continues to demonstrate great relevance, 
mostly because it allows autonomous interaction between different entities of a system endowed with 
technology. In practice, the IoT consists of a system of devices that are related to each other, which can 
represent equipment with a mechanical or digital operation, intelligent objects and people or animals monitored 
by sensors. Each entity in the system must have a unique identifier in order to enable communication/data 
transfer over a network without the need for human interaction. According to Fortino et al.[1], the IoT represents 
a seamless interaction between dynamic communities of users, smart objects and traditional computer 
systems that have the possibility to interact with each other and with the surrounding environment. When 
building an IoT system from smart objects, another important aspect is being able to differentiate several types 
of smart objects.  



In [2], Kortuem and his co-authors present a classification of these types of objects where they highlight their 
most relevant differences. The authors refer to three fundamental aspects of intelligent objects, such as 
"Awareness", "Representation" and "Interaction". The first represents the ability of an object to interpret and 
react to events and activities that occur in a real physical context. The second denotes the digital representation 
of the object obtained through an applied programming model. The latter represents the ability of the object to 
interact with the user concerning the input, output and data visualization. The authors also mention that IoT 
systems based on smart objects raise research questions such as “What is the right balance for the distribution 
of functionality between smart objects and the supporting infrastructure? How do we model and represent 
smart objects’ intelligence? What are appropriate programming models? And how can people make sense of 
and interact with smart physical objects?”. These questions may have different answers according to the 
context of the problem. However, they must be considered when defining the project objectives. 
Over time, different architectures for IoT systems have been defined, some more detailed than others (number 
of layers in the model) that are being adapted to emerging technologies. An exhaustive literature review of the 
IoT architecture evolution and main concerns was provided by [3]. The review considered architectures from 
2008 to 2018 and the IoT challenges, for example, security and privacy issues. More attention to data security 
is being paid over the last years due to the massive data gathering and analysis. IoT can be applied to different 
areas of activity, however, all systems provide an architecture where data collection and transport, data 
storage, processing and data availability are required [4]. In general, the most comprehensive system must 
incorporate the requirements identified in Table 1 that are associated with an inherent technological process. 

Table 1. Summary of IoT system requirements and respective process description 

IoT system requirements Process description and inherent methods or technology 

Transport and collect data 

The system in real physical context contains objects connected to local 
data collection points that can establish communication through wired 
technology such as fibre optics or ethernet or through wireless networks 
such as Wi-Fi or LoRaWAN. 

Storage data 
The transmitted information is stored in databases appropriate to the 
context of the problem, using database management systems as 
MongoDB or SQLServer. 

Processing data 

Data processing occurs through data analysis techniques, based on 
statistical procedures, data mining, programming models and artificial 
intelligence techniques. Several methods can be used, such as 
exploratory data analysis, exact methods, heuristics, among others. 

Make data available 

The data must be made available to the user in a summarized form, 
providing only the information necessary for the process under analysis. 
This can be available through APIs or GUIs, such as a web application 
or a dashboard. 

In the agriculture sector, IoT systems are increasingly used to allow better monitoring, support decision-making 
and, consequently, an increase of the business value. IoT can be applied in different ways in agriculture, from 
telemetry systems, computational software, data collection and efficient automation control. IoT enables data 
generation, which can be analysed to improve how agricultural activities are carried out [5]. The applications 
in irrigation are emerging in the literature [6–8]. Syrmos et al [5] presented an intelligent modular water 
monitoring IoT system for real-time data collection to sustain operational reliability. The authors discuss the 
relevance of IoT communications and infrastructure maturity, which are the foundation for a robust smart water 
metering solution. The proposed system uses LoRaWAN as the communication protocol and the flowmeter is 
equipped with a gyroscope for detecting movements. The limitation of the system is the cost since the proposed 
system cannot be adopted for domestic use due to frequent sensor replacement costs and an increased 
energy consumption. LoRaWAN defines the communication protocol and system architecture for the network, 
while the LoRa physical layer enables the long-range communication link. LoRaWAN is also responsible for 
managing the communication frequencies, data rate, and power for all devices [9]. Cheema et al. [10] proposed 
an IoT applied in a farm, based smart system equipped with accessible and economical devices and sensors 
to capture real-time parameters, such as temperature, soil moisture and pH level or humidity at frequent 
intervals of time. The IoT system evaluates these environmental factors, facilitating the decision-making.  
Ragnoli et al. [11] proved that implementing low power wide area network technologies in IoT-oriented wireless 
sensor grids because it can help to good energetic performances, which are essential for energy harvesting in 
powered devices.  



Thus, there is a need for emerging technologies to reduce energy consumption and cost-effectiveness in 
control and monitoring systems [12,13]. It has been predicted that the global energy consumption of IoT edge 
devices will reach of about 46TWh by 2025 [14]. Thus, it is of utmost importance to use renewable energy 
sources to power IoT devices, in line with the ambitioned sustainable development of modern society. Outdoor 
IoT devices can use photovoltaic panels to power themselves. Liu and Ansari [14] presented an example of a 
green energy solution to power IoT devices.  
This study proposes the development and implementation of a monitoring system based on open IoT hardware 
and software platforms. Also, a LoRa supporting low-power long-distance network is applied through a low-
cost solution. The IoT system can be powered by alternative energy sources, solar panels and a µhydroelectric 
plant. An algorithm was developed to monitor and collect several parameters, such as temperature and 
humidity by the different network towers, which communicate with the main gateway. These data are stored, 
statistically treated and presented in a user-friendly application.  
This system's novelty is related to the possibility of using different renewable energy sources since the 
microcontroller can switch from solar to hydroelectric, which ensures constant battery power. Also, to increase 
their efficiency, the peripheral towers were programmed to remain in active mode only during the data sending 
and receiving. Otherwise, the microcontroller of the peripheral tower remains on standby. This aspect also 
enhances the batteries’ useful life span.  

2. System design and architecture 
The IoT monitoring system consists of three main parts: the First is an energy IoT node that collects data, a 
second is IoT gateway that receives and stores data from nodes at remote locations, and the last is the low-
cost LoRa network which is support wide area networking and low costed wireless solution. In this research 
work, when referring to IoT systems, one should keep in mind their properties and limitations. In this sense, 
an IoT system should be, when possible, battery-powered, have a small size, low cost and perform simple 
tasks. The assigned restrictions imply a study of consumption, autonomy, computational power, and specific 
tasks. 

2.1. Schematics of the system design  
The methodology used in this work for monitoring air and soil quality in an agricultural environment is based 
on the principles of IoT systems in which it seeks to find adequate solutions for its limitations. Figure 1 presents 
a general design of the developed system. The system is composed by peripheral towers for acquisition of 
soil-related variables; a main tower for monitoring variables related to air quality and to serve as a gateway of 
all information; a server to store and analyse data and an informatic application to query and monitor it. 

 
Figure. 1. Schematics of the system design. 

2.2. Characterization of data acquisition towers 
The data acquisition subsystem includes the main tower and the peripheral towers, both equipped with sensors 
and communication systems. Each peripheral tower, Figure 2 (a), is composed of temperature and soil 
humidity sensors. These sensors are connected to a data acquisition developed board capable of 
communicating with the main tower through a wireless network (LoRA at 868 MHz).  



Regarding the power supply of each tower (battery), this is charged by using renewable energy that comes 
from the solar panel installed. Figure 2(b) depicts a peripheral tower installed to collect soil parameters.  
The main tower, Figure 2(c), serves as a gateway to the data acquisition system. In this tower, there is also a 
meteorological station that provides information on atmospheric pressure, air temperature and humidity, wind 
direction and speed and precipitation rate, as well as, CO2, O3 or particles (e.g., PM2.5, PM10). The air quality 
information is provided through sensors installed. Data is sent over the internet to a remote server.  
 

   

(a) (b) (c) 

Figure. 2. Data acquisition subsystem: (a) detail of peripheral tower with the solar panel to feed the battery 
and the antenna; (b) peripheral tower installed in the urban garden near the river flow; (c) main tower with the 
meteorological station. 

 
2.3. Architecture of the energy feeding system 
One of the requirements of this project is that the peripheral towers are powered by using renewable energy. 
Renewable energy sources cause some disturbances in electrical power grids. In this sense, designing a 
system that monitors the available power in real time is required, whereas the energy is provided from solar 
panels or hydroelectric plants, with the use of small generators.  
The monitoring system comprises two components: hardware and software. Regarding the hardware, it is 
necessary the physical interfaces connected to the current and voltage intensity sensors, necessary for the 
calculation of the available power. Power drives were also developed to charge the battery responsible for 
powering the electronic system (microcontrollers, relays, development board and others) implemented in each 
peripheral tower. In addition to the software that controls the hardware, an algorithm was also developed to 
articulate historical or via satellite information regarding the seasonality and predictability of the variables to 
be monitored, for a specific location (agricultural zone) with the data coming from physically implemented 
sensors. Figure 3 shows the flowchart of the developed algorithm. 
The algorithm developed is based on the history of available information and it was created to consider two 
types of energy input, i.e., solar energy and/or hydroelectricity. For instance, on a summer day, the hours from 
sunrise to sunset and the hours of highest solar irradiance are both known. So, if the power available from the 
solar panel is below the nominal power to charge the battery, then, the algorithm commutes to the alternative 
energy source. In case there is only solar energy available, its current intensity is calculated to power the 
system during the night.  
Figure 4 shows the flow of information between the different components. The available power from each of 
the alternative energy sources are measured (product of the current intensity by the voltage) and compared to 
determine the highest one. Afterwards, the microcontroller (development board) activates an output for the 
relay drive. Through a relay contact, the current intensity is physically routed to the circuit that charges the 
battery. Once the alternative energy source has been chosen, the others are blocked by the auxiliary contacts 
of the relay associated with that source. A hysteresis cycle was also implemented in the algorithm, which 
prevents the switch whenever the instantaneous power available is of a higher energy than the current one 
that is charging the battery. 
 



 
Figure. 3.  Flowchart of the developed algorithm to manage the architecture of the energy feeding system. 

The implementation of renewable energies in the project facilitates the acquisition of data in remote locations, 
mostly where there are no conventional energy sources. The supplying companies offer a set of equipment 
solutions with several sizes and available capacities. However, regarding the hydroelectric production, it is 
difficult to obtain components with potentials available for IoT applications. In this sense, this project includes 
the design of an innovative µhydroelectric plant. 
 

 
Figure. 4. Information flowchart between the system components. 

An optimized printed circuit board was developed with hardware improvements, allowing a better efficiency of 
the switch system between alternative energy sources. Despite to the fact that, in this study, only solar and 
hydroelectric energy sources are assessed, the developed printed circuit board allows the switch between 3 
different types of alternative energies. The optimized printed circuit board layout is presented in Figure 5. 
 



 
Figure. 5. Optimized printed circuit board layout. 

The µhydroelectric plant was designed based on a modular architecture, capable of adapting to the most 
diverse scenarios related to its installation. Different configurations were studied, according to the 
environmental conditions related to natural water courses. The two basic configurations, turbines arranged in 
series (Figure 6(a)) or in parallel (Figure 6(b)), can be adapted to different natural river bed scenarios. The 
number of turbines can also change according to the intensity of electrical current required to power IoT 
devices. 
As technical specifications, the turbines used in this work have the output Voltage of 5V DC and a maximum 
intensity of electrical current output of 150 mA for a constant water flow rate (4L/min). Solidworks® software 
was used for the development and testing of components. Depending on where the water is collected, for 
example, in a small river, if the bed is flat, the best turbine configuration is in series. That is, a use of the kinetic 
energy caused by the natural current of the river. On the other hand, if the riverbed is uneven, the best 
configuration is parallel. That is, the use of potential energy at a height of about one meter of distance towards 
to the turbine position. Mixed configurations (series/parallel) of turbines are also possible. 
 

 

(a) 

 

(b) 

Figure. 6. CAD files of turbines developed for the project: (a) turbines arranged with a parallel flow architecture; 
(b) turbines arranged with a series flow architecture. 

2.4. Definition of the communication protocols  
Recent studies show a wide variety of IoT applications using the LoRaWAN Protocol. This defines the system 
architecture as well as the communication parameters in relation to LoRa technology. 
In this work, the technologies involved were considered, seeking to standardize the power supply voltages of 
the devices, powers involved and communication networks. In this sense, the WEMOS TTGO ESP32 SX1276 
LoRa development board was chosen. As main features, this board is low cost, composed by the ESP32 
microcontroller and a LoRa SX1276 radio communication module.  



The ESP32 is a 32-bit microcontroller with integrated Wi-Fi and Bluetooth connectivity, which has several 
advantages, such as low power consumption associated with high processing performance. The SX1276 LoRa 
radio communication module allows you to communicate with other LoRa devices over long distances, usually 
in the range of a few kilometres (about 10 km with an unobstructed view), depending on the environment and 
device configuration. It is usually used in projects that require long-range wireless communication with low 
data transfer rate and low power consumption. 
The TTGO development board allows the use of an external antenna, in order to provide a greater performance 
of the LoRa technology. When choosing an outdoor antenna, it is important to consider the type of antenna 
that will best meet the specific needs of each project. There are two main types of antennas: omnidirectional 
and directional. Omnidirectional antennas emit signals in all directions, while directional antennas emit signals 
in a specific direction. Omnidirectional antennas are ideal in situations that require signal coverage in all 
directions, such as in urban areas or places with many obstacles. On the other hand, directional antennas are 
best suited in situations that require a strong signal in a specific direction, such as in rural areas or places 
where there are few obstacles. As presented in Figure 7, an omnidirectional antenna was chosen. 
Omnidirectional antennas provide easier installation compared to directional antennas, which require prior 
positioning in relation to the other nodes in the network. It is possible to add new nodes (sensors) to the LoRa 
network, which is one of the objectives of future work. The solar panel as a nominal capacity of 20 W.   
The use of the TTGO development board that integrates the ESP32 microcontroller has the advantage of 
allowing operation in different energy modes. There are five power modes available on the ESP32, ordered 
from highest to lowest consumption: active mode (pre-set mode by default), modem-sleep mode, light-sleep 
mode, deep-sleep mode, and hibernation mode. 
 

 
Figure. 7. Omnidirectional antenna installed in the peripheral towers. 

The monitoring of the environmental variables and their transmission by the peripheral towers are carried out 
every 10 minutes, which makes it unnecessary to keep the microcontroller constantly in active mode. In this 
work, the efficiency of the peripheral towers is a relevant aspect, since they are powered by batteries, and it is 
important to guarantee their efficiency. To increase their efficiency, the peripheral towers were programmed to 
remain in active mode while reading and sending environmental variables. After this process, the 
microcontroller of the peripheral tower goes into sleep mode, leaving only the sensors connected to the GPIO 
(programmable input and output ports) and an RTC timer responsible for waking it up after 10 minutes. With 
this procedure, it is possible to improve the efficiency of the microcontroller, reducing the current consumption 
from 50 mA to 10 mA during the respective period of 10 minutes. 

2.5. Development of the application interface  
On the server, data is stored in a non-relational database DB (Mongo DB) created for this purpose. Some of 
the attributes that contributed to its choice were: easy adaptation to new data, open source, and familiarization 
with this DB. Data is treated statistically and presented in the form of an application (App) for users. This 
application is a user-friendly application because it was thought and designed considering the different ages 
of users. The system architecture for data storage and visualization is divided into three main components: 
backend, frontend, and database. The backend is composed by a NodeJS application that provides two 
different API’s considering the requests that are served. Indeed, there is a specific API to receive and store 
the data provided by the central control tower.  



The second API have methods to provide the necessary data or validations for the frontend application. The 
communication is based on HTTP requests and considers the different GET, POST, DELETE and PUT 
methods. The information is stored in a non-relational database (MongoDB). Finally, the frontend provides, 
through several HTML, CSS and Javascript files, the information to the user. A dashboard is made available 
through a web application accessible with an Internet connection. Such information contains plots with, for 
example, temperature and humidity data and has methods that enables the user to change the visualized data 
by a temporal period (e.g., reset the zoom of an axis). By separating the backend from the frontend, the system 
may be more responsive since the backend has the only goal of providing the information, whereas the 
frontend is responsible for formatting and display such information. Indeed, the backend server is not 
overloaded with graphical requests. 

3. Results and discussion 
The results obtained with this work are presented taking into account the validation of each component of the 
IoT monitoring system architecture, considering the improvements of each subcomponent. In this section, the 
process for data acquisition and communication protocol validation is presented, as well as the assessment of 
the µhydroelectric plant operation and the variables measurement which can be accessed by the dashboard 
developed for the informatic application.  

3.1. Data acquisition and communication protocol validation  
Although the main tower is prepared to operate, in a remote location, with a current intensity of 600 mA, for 
technical reasons related to the compatibility of the developed system and the existing internet devices in the 
urban garden, the power supply to the tower was carried out using the mains. The data from the peripheral 
towers are sent together with the data acquired in the tower to a remote server located in the University 
Laboratories. The sending cadence corresponds to a 10 minutes interval period. 

Regarding the battery charging, the initial calculations were carried out for a battery capable of supplying the 
designed circuits for each one of the peripheral towers. It was determined a current intensity value of 
480 mA. This current intensity would be required for the constant and continuous system operation.  

Nevertheless, during the project development, improvements were made at both hardware and software levels, 
which lowered the initially calculated value to around 250 mA. Taking into account the values initially calculated 
for the current intensity and the inclusion of more sensors in the near future, the average current intensity 
stipulated for the development of battery charging systems is 600 mA. 
Regarding the sensors calibration, the system was also optimized for the application in study. The sensors 
that are part of the peripheral towers to measure soil temperature (SONOFF SENSOR-DS18B20) and moisture 
(SKU: SEN0193 Analog Capacitive Soil Moisture Sensor) were calibrated according to the manufacturer's 
specifications. 
The temperature sensors were calibrated with ice (for a reference temperature of 0ºC) and with boiling water 
(for the reference temperature of 100ºC) in order to maintain their linearity in the measurements taken. The 
humidity sensors were calibrated according to the resolution of the analogue to digital converter (ADC) of the 
development board microcontroller. For a 12-bit ADC resolution, the value of 1490 corresponds to 100% 
humidity (immersed in water) and the value of 2980 corresponds to 0% (dry value). Figure 8 shows a cycle of 
reading and sending temperature and humidity values from the peripheral tower to the main tower. After the 
RTC timer wakes up the device, the program reads the humidity and temperature and sends the information 
through LoRa. Afterwards, the system enters in deep-sleep again. 
 

 
Figure. 8. Cycle of reading and sending temperature and humidity values. 



3.2. Assessment of µhydroelectric plant operation 
As previously stated, a µhydroelectric plant was developed as the second renewable energy source of the IoT 
monitoring system. Prior to the tests to monitor the turbines behaviour, they were calibrated individually, 
according to the manufacturer's specifications, using information from a flow sensor and an ammeter. This 
process ensured an output current intensity of 150 mA. The water supply pipe diameter of was also sized to 
guarantee a constant flow rate of 4 L/min.  
Regarding the series configuration of the 4 turbines (Table 2), it was verified that the first turbine was producing 
150.0 mA, the second turbine 147.9 mA, the third 145.8 mA and the fourth turbine 142.6 mA. The fact that all 
the turbines were not producing all 150 mA was caused by mechanical losses and junction losses. One of the 
solutions to solve the problem may be to increase the flow rate. Yet, the flow rate increase results in higher 
wear rates of the first and second turbines since, by increasing the flow rate, the maximum intensity of the 
current does not increase as they are already in saturation.  
Regarding the parallel configuration of the 4 turbines, the performance improves, as it was possible to obtain 
a maximum current intensity of 600 mA through a summation circuit. The problem lies in the need for a gap of 
about one meter in the riverbed.  

Table 2. Intensity of current produced by the turbines considering the series configuration  
Generator equipment ID Current intensity (mA) 
Turbine 1 150.0 
Turbine 2 147.9 
Turbine 3 145.8 
Turbine 4 142.6 

 
At the moment, a hybrid system is being developed with the architecture of a parallel system of two turbines 
in series, capable of producing 600 mA. With this architecture it is possible to solve the problems described 
above. This configuration is being tested, so the data will be subject to future analysis.  

3.3. Temperature and humidity measurements 
The IoT system developed in this study aims to monitor environmental parameters registered at an urban 
vegetable garden located in the vicinity of a river stream in the Vila Nova de Famalicão municipality. Figure 9 
shows the visualization dashboard obtained from the data of temperature and humidity registered in March 
16th of 2023, between 10 a.m. and 11 p.m. The developed interface is able to estimate the mean obtained 
values.  
 

 
(a) 



 
(b) 

Figure. 8. Temperature (a) and humidity (b) registered by the IoT monitoring system in March 16th of 2023, 
between 10 a.m. and 11 p.m. 

Like the Portuguese national meteorological service (Portuguese Institute of the Sea and Atmosphere -IPMA) 
the interface is very user-friendly, since it uses a coloured code for variables range classification: light green 
(very good), green (Good), yellow (medium), orange (weak) and red (bad). In addition, the interface was 
programmed to disclose the collected data with statistically treated. The dashboard detailed by Figure 9 shows 
the average, maximum and minimum values for both temperature and humidity during the time of data 
acquisition. For instance, regarding the temperature data from March 16th, the application reported an average 
value of 21.18 ºC, with an amplitude ranging from 20.30 ºC to 21.72 ºC. The temperature standard deviation 
corresponds to ±0.25. 

 
Figure. 9. Print of the statistic information provided by the interface application dashboard, regarding the 
registered temperature and humidity values.   

 
Thus, with this IoT monitoring system it is possible to define the best techniques and types of agricultural crops 
for a certain environmental pattern. Soil humidity sensors are used in detecting the changes which are required 
and to adjust the irrigation practices. Minor changes in irrigation practices increases the cultures growth and 
saves water.  
For instance, a proper irrigation management using soil humidity level variation depends on the specific soil 
type. The modularity of the developed system also allows to design and size an economical, appropriate and 
a low maintenance solution for agricultural small-scale applications, mainly in rural areas. 

4. Conclusions and final remarks 
This paper presented the architecture and development of an IoT monitoring system to effectively collect 
environmental data such as temperature and soil humidity to facilitate agriculture activities. A LoRa supporting 
low power long distance network was applied through a low-cost solution, the WEMOS TTGO ESP32 SX1276 
LoRa. The system can be powered by alternative energy sources, solar energy and hydroelectric and it uses 
an algorithm that monitors and collects several parameters by the different network towers, which 
communicate with the main gateway tower, which is equipped with an atmospheric station to collect air quality 
data.  



All the stored data are statistically treated and presented in a user-friendly application that can be used by 
different users. The system was installed in an urban vegetable garden in the Vila Nova de Famalicão 
municipality. 
The monitoring of the environmental variables and their transmission by the peripheral towers are carried out 
every 10 minutes. Since these towers are battery powered, the control circuit was optimized to reduce the 
current consumption, from 50 mA in activated mode to 10 mA in sleeping mode. The peripheral towers can 
also be feed by hydroelectricity, since an optimized printed circuit board was conceived allowing a better 
efficiency of the switch system between alternative energy sources. Due to the irregularities of the river bed, 
two configurations for the turbine connexion were studied – in series and in parallel. In series configuration, 
due to mechanical and junction losses, it is not possible to guarantee the intensity of 150 mA from all turbines. 
Hybrid configurations need to be implemented. Through the dashboard developed as the informatic application 
interface, it was possible to validate the IoT system by monitoring the temperature and humidity.  
The use of different renewable energies makes this project thrive in all weather conditions and seasons, with 
wind and hydro energy for nights and winters and solar energy during the day and especially in summer. The 
implementation of renewable energies in the project facilitates the collection of data from remote places where 
there are no conventional energy sources. As future work, the IoT monitoring system will be able to select the 
most appropriate source from wind, water or solar, since the defined architecture allows to adapt the system 
to operate with three renewable energy inputs. 
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Abstract: 

Sustainable energy solutions are highly dependent on the availability and costs of resources during their 
operation. For instance, power output of solar cells and wind turbines vary over time which impacts the 
technical, economic, and environmental feasibility of Power-to-X (P2X) systems. In addition, efficient system 
solutions for energy conversion will require an optimal heat integration between several technologies and 
conversion routes. Thus, several methods have been proposed to conceptualize and optimize the design 
and operation of process plants. However, the possibilities of heat integration and storage during dynamic 
operation of different P2X-processes have been rarely evaluated by existing methods in literature. In this 
context, this research aims to provide an optimization framework, based on linear optimization and pinch 
analysis, to fill this knowledge gap, crucial to the development of dynamic renewable systems. The novel 
method is exemplified in the optimization of a Power-to-Methanol plant using solid oxide cells (SOCs) 
subjected to varying electricity production of wind turbines. The optimization estimates a minimal methanol 
production cost of 1772-1793 USD/ton for integrated scenarios and 1820-1807 USD/ton for non-integrated 
cases. Thus, heat integration plays a crucial role in cutting up to 2% of fuel production cost, while storage 
and optimal operation reduces further 3.3 % of the electrolysis size compared with reference scenarios. 

Keywords:
 

energy integration; energy storage; optimization; pinch analysis; power-to-methanol. 

1. Introduction 
The increasing capacity of renewable electricity generation, combined with goals to reduce the dependency 
on fossil fuels in the global economy, has driven interest in the electrification of the industry. For instance, by 
replacing natural gas with wind or solar power as the main source of energy in hydrogen production, several 
chemical products (such as ammonia, methanol, natural gas, etc.) could be produced sustainably, with 
regional security and possibly at a lower cost. Processes plants that focus on using electricity to produce 
chemical goods have been called Power-to-X plants in the literature. Recent studies indicate that Power-to-X 
systems will play a major role in energy storage and industry decarbonization, and several large-scale 
projects are currently under development [1]. 

In this context, research has been focusing on different challenges associated with the design and 
optimization of Power-to-X plants. Most of these studies rely on thermodynamic models and mixed integer 
linear optimization problems (MILP) to estimate and optimize key performance indicators of novel system 
solutions. With regards to the optimization framework, these works can be categorized by their methods into 
two major types: energy integration and multi-period optimization studies. The first aims to assess the best 
technology types and sizes that can be integrated using a heat exchanger network [2,3]. On the other hand, 
the second type focus on optimizing equipment sizes under variable production profiles and market prices 
[4,5]. 

However, energy integration studies usually disregard the effects of intermittent resources, partial load 
efficiencies and storage solutions. In addition, multi-period optimization usually oversimplifies the heat 
integration problem (i.e., reduced number of temperature levels) or assume lumped models with fixed heat 
connections. Thus, each optimization approach has gaps that could be fulfilled by combining the two 
approaches. For instance, recently Li et. al [6] has proposed a complex optimization that merges both 
approaches to optimize distributed energy systems. Nonetheless, the optimization of Power-to-X systems 
including the variability of resources, storage and detailed heat integration opportunities have seldom been 
studied in literature. For example, a Power-to-X operating solely with wind power may benefit from power 



and heat storage to stabilize energy supply. However, the optimal size of storage and utility systems is 
interconnected with operation and therefore both aspects should be considered to minimize production 
costs. 

Thus, this research aims to address this research gap by proposing a simple and generalized optimization 
framework merging pinch analysis and multi-period optimization for energy systems like Power-to-X plants. 
The method allows to select and size technologies while ensuring an optimal heat integration at each time 
step. To exemplify the method and assess its possible gains, the design and optimization of a Power-to-
Methanol system is evaluated using the optimization framework and the results are compared with non-
integrated solutions. 

 

2. Case study: Power-to-methanol 
The optimization framework proposed in this section is applied to design an off-grid Power-to-Methanol plant 
comprised of wind turbines, solid oxide electrolysis system, methanol synthesis and distillation, as illustrated 
in Fig. 1. Each technology is represented by a linear model based on previous investigations using different 
modelling environments (e.g., Julia, Aspen Plus, etc.) [7]. The lists of every technology input, output, heat 
transfer and costs considered in this analysis are provided in Appendix A. In addition, a brief description of 
the main technologies employed in this case study is given in this subsection. 

Battery

Wind turbines SOEC

H2 tank
H2O-MeOH 

tank

Methanol 

synthesis

Methanol 

distillation

Purge gas 

tank

Steam boiler

(1.12/3.25 bar)

Cooling 

water

Electric 

heater

Purge gas 

burner

ou
t

in CO2

Power H2 H2O-MeOH MeOH

Purge

Purge

Steam

Steam/

Condensate

Utilities  

Figure. 1.  Flowchart of the study case for a Power-to-Methanol plant (some resources and heat transfer 
were omitted for clarity) 

The data of wind power generation reported by Champion, et al. [4] for an onshore wind turbine located in 
Esbjerg, Denmark was used to simulate the hourly power generation of a wind turbine. The main information 
about the wind turbine is reproduced in Table 1 from the source reference [4]. 

Table 1.  Reference wind turbine parameters 

 

Parameter Value 

Nominal power generation 3.15 MW 

Rotor diameter (D) 142 m 

Hub height 100 m 

CAPEX 1.76 M€2019/MW 

Fixed OPEX 14.4 €2019/kW/y 

Variable OPEX 1.56 €2019/MWh 

 

 

The electrolysis system, Fig. 2, uses solid oxide cells to efficiently convert steam at high temperature (750 
°C) and close to atmospheric pressure (1.12 bar) into hydrogen, which is compressed for storage and 
methanol production. A small portion of the products from the cathode of each cell are recirculated to 
maintain a minimal hydrogen concentration of 10% vol. in the reactants, which helps to control the 
electrochemical reaction, degradation, and thermal management. A detailed description of the process and 
modelling assumptions can be referenced in our previous works [7–9].  
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Figure. 2.  Flowchart of the electrolysis system based on solid oxide cells (SOEC) 

Methanol is produced in a quasi-isothermal reactor (265 °C, 90 bar) from the stoichiometric mixture of carbon 
dioxide and hydrogen (CO2+3H2→CH3OH+H2O). The chemical reactor is designed to achieve the same 
product’s composition of 20 °C below the chemical equilibrium condition, as it is reported by previous works 
[10]. The reaction rate is estimated based on the model proposed by Bussche and Froment [11] for a 
copper/zinc oxide catalyst [12]. The methanol synthesis and distillation are divided as shown in Fig. 3 to 
include the possibility to store the water-methanol mixture (H2O-MeOH) and operate the distillation on 
demand. Methanol distillation is an energy intensive process with little operational flexibility, therefore 
modelling it separately allows the optimization to reach more precise solutions. The detailed description of 
the process parameters and additional assumptions can be referenced in our previous work [7]. 
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Figure. 3.  Flowchart of the methanol synthesis and distillation units based on the isothermal reactor design. 

 

The same technology and storage solutions shown in Fig. 1 and detailed in Appendix A are assumed to 
analyse optimal configurations under the same conditions, which are summarized in Table 2. In total, five 
scenarios are proposed to examinate how the wind power profile, heat integration and storage impact on the 
results. A summary of these scenarios is provided in Table 3. 

Table 2.  Summary of common parameters for optimization scenarios 

Parameter Value 

Annual production of methanol (t/year) 54750 

CO2 cost (USD/ton) 30 

Plant lifetime (years) 20 

Interest rate of return (%/year) 8 %/year 

Partial load limits (% nominal capacity) 0-100% 

Installed capacity limits ≥ 0 

Storage efficiency 100% 

Ramping limits (% nominal capacity / h)  

    Solid oxide electrolysis system 20 %/h 

    Methanol synthesis 20 %/h 

    Methanol distillation 20 %/h 



Table 3.  Summary of scenarios description 

 Scenario acronym 

Characteristics AVG NI-NS NI-S I-NS I-S 

Wind power profile No Yes Yes Yes Yes 

SOEC/Methanol heat integration Yes No No Yes Yes 

Storage technologies No No Yes No Yes 

 

The base scenario, AVG, represents the usual energy integration optimization at steady-state conditions, 
where only an average of the power supply and costs is assumed. The other four scenarios include the 
possibility to heat integrate the electrolysis and fuel production (I – integrated; NI – non-integrated), as well 
as the use of storage to allow the processes to operate out of sync (S – storage; NS – no storage). 

 

2. Methods 
The objective function of the proposed optimization problem is the operating revenues of a process plant 
over a year discounting the amortized investment cost and fixed expenses, as expressed in Eq. (1). In this 
equation, 𝑟𝑖,𝑡𝑖𝑛  and 𝑟𝑖,𝑡𝑜𝑢𝑡  represent the rate of resources imported and exported by the process plant, 
respectively, while 𝑐𝑖,𝑡𝑖𝑛 and 𝑐𝑖,𝑡𝑜𝑢𝑡 denote their associated cost. In addition, the investment repayment and fixed 
expenses are estimated based on the grassroot cost for each technology (𝐶𝐺𝑅𝜏 ) multiplied by the scale factor 
(𝑓𝜏) and capital recovery factor (𝛽𝐶𝑅𝐹). 

  

max {∑  [∑(𝑟𝑖,𝑡𝑜𝑢𝑡𝑐𝑖,𝑡𝑜𝑢𝑡 − 𝑟𝑖,𝑡𝑖𝑛𝑐𝑖,𝑡𝑖𝑛)𝐼
𝑖 ] − ∑ 𝑓𝜏𝐶𝐺𝑅𝜏 𝛽𝐶𝑅𝐹𝜏𝑛

𝜏
𝑇
𝑡 } (1) 

Technologies are divided into two categories, conversion and storage, which are denoted by the superscripts 
κ and σ, respectively. Each converting technology (κ) is represented by a black-box model consisted of a set 
of inlet resources (𝑟𝑖𝜅,𝑖𝑛), outlet resources (𝑟𝑖𝜅,𝑜𝑢𝑡) and heat transfers divided into temperature intervals (𝑄𝑘𝜅), 
as exemplified in Figure 1. The main constraints of the optimization problem, Eq. (2) and (3), represent the 
balance of resources and heat between the boundary conditions of the process plant and its components 
(i.e., technologies). Moreover, resources and heat balances are influenced by transfers between 
technologies, which are affected by a temporal size factor (𝑓𝑡𝜅). This reflects the partial-load conditions of a 
technology in a particular timeframe (t).  

𝑟𝑖,𝑡𝑖𝑛 + ∑ 𝑠𝑖,𝑡−1𝜎 𝜂𝑖𝜎𝜎𝑛
𝜎 + ∑ 𝑓𝑡𝜅(𝑟𝑖𝜅,𝑖𝑛 − 𝑟𝑖𝜅,𝑜𝑢𝑡)κn

𝜅 = 𝑟𝑖,𝑡𝑜𝑢𝑡 + ∑ 𝑠𝑖,𝑡𝜎𝜎𝑛
𝜎     ∀𝑖, 𝑡 (2) 

𝑅𝑘−1,𝑡 + ∑ 𝑓𝑡𝜔 (∑ 𝑄𝑘𝜔𝑁
𝑛 )Ω

𝜔 = 𝑅𝑘,𝑡   ∀𝑘, 𝑡 (3) 
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Figure. 2.  Generalized sketch of a technology model in the optimization framework (where multiple 
technologies are coupled). 

The heat cascade constraint, Eq. (3), is based on the work of Marechal and Kalitventzeff [13] and recently 
adapted by Li, et al. [6]. The heat transferred in a temperature interval, k, in a specific timestep (𝑅𝑘,𝑡) is 
positive to indicate a possible exchange from higher to a lower temperature level, and null in the extremes of 
the heat cascade (0 and K) [14]. These variable limits are represented in Eq. (4). 



𝑅𝑘,𝑡 = 0, 𝑘 = 0, 𝐾𝑅𝑘,𝑡 ≥ 0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (4) 

 

On the other hand, storage technologies relate to accumulation variables (𝑠𝑖,𝑡) in Eq. (2) by limiting their 
maximum value to a size factor (𝑓𝜎), as written in Eq. (5). It’s important to notice that storage losses can be 
modelled throughout an efficiency factor (𝜂𝑖𝜎) in Eq. (2), while inefficiencies in charging and discharging 
processes can be described by conversion technologies with an unequal balance of resources (𝑟𝑖𝜅,𝑖𝑛 ≥𝑟𝑖𝜅,𝑜𝑢𝑡). 𝑠𝑖,𝑡𝜎 ≤ 𝑓𝜎 (5) 

Resources can be imported or exported by the process plant under limited conditions that may vary 
depending on the problem analysed. For instance, a certain amount of product “i" may be delivered after a 
finite number of time steps (e.g., yearly demand of fuel), which can be represented by a constraint like Eq. 
(6). Another common scenario is that the supply and/or demand for each timestep is defined (e.g., hourly 
power generation or heat demand), as exemplified in Eq. (7).  ∑  𝑟𝑖,𝑡𝑡 = 𝑐𝑡𝑒 (6) 𝑟𝑖,𝑡 = 𝑐𝑡𝑒 (7) 

The technology size factors (𝑓) are limited by upper and lower bounds, Eq. (8), while the temporal size 
factors for converting technologies (𝑓𝑡) are restricted by maximum and minimal loads relative to their size 
(𝑙𝑚𝑖𝑛  and 𝑙𝑚𝑎𝑥 , respectively), Eq. (9). In addition, some converting technologies may have ramping limits 
proportional to their size (𝑟𝑑𝑜𝑤𝑛 and 𝑟𝑢𝑝), which can be represented by Eq. (10).  𝑓𝑚𝑖𝑛 ≤ 𝑓 ≤ 𝑓𝑚𝑎𝑥 (8) 𝑙𝑚𝑖𝑛𝑓 ≤ 𝑓𝑡 ≤ 𝑙𝑚𝑎𝑥𝑓 (9) 𝑟𝑑𝑜𝑤𝑛𝑓 ≤ 𝑓𝑡 − 𝑓𝑡−1 ≤ 𝑟𝑢𝑝𝑓 (10) 

The constraints described in Eq. (8) and (9) have been proposed by different authors [4,15] and they allow to 
optimize the technology sizes and operation loads simultaneously. However, these constraints don’t allow to 
model operational discontinuities such as shutdown and standby periods without fixing the technology size. 
A possible alternative is to use a reformulation strategy as proposed by Voll et. al. [16] and recently 
employed by Li et al. [6]. 

3. Results 
The main results for the optimization of each scenario are presented in Table 4. The cost estimates for 
methanol production and CAPEX excluding wind turbines vary between 1290-1820 USD/ton and 5123-8918 
USD/t/y, respectively. Due to the current high investment of SOECs ($/kgH2), these numbers are in the upper 
end range of those reported by IRENA and Methanol Institute [17] for e-methanol production through CO2 
from renewable sources (820-1620 USD/ton and 2000-9720 USD/t/y). The optimization results also 
exemplify how the variability of wind, heat integration and storage solutions can lead to different designs and 
costs.   

For instance, the estimated costs for fuel production in the base scenario (AVG) are 27-29 % lower than 
other cases in which the influence of the wind power variability is considered. This difference can be 
explained by the need to oversize wind turbines, to compensate curtailment losses, and the Power-to-MeOH 
system, to match the varying rating of power generation, as it can be observed in Table 4. Figure 5 illustrates 
the distribution of CAPEX investments among all the technologies in each scenario. It is noticeable that the 
increase of SOEC size, due to the variability of wind power, represents the lion share (56-59%, 2766-2981 
USD/t/y) of the CAPEX increase relative to the AVG scenario. 

The optimization results also indicate the possibility to reduce 1-2% of methanol costs by integrating high 
temperature electrolysis with a methanol plant. This cost reduction can be attributed to the lower power 
consumption in the electric heaters for the integrated cases, as depicted in the Figure 6, which lowers the 
wind turbine sizes and, consequently, the total CAPEX investment. As can be observed by the integrated 
composite curves, heat provided by the condensation of the methanol reactor’s products could be used to 
generate steam for the electrolysis system, reducing approximately 22% of electric heaters rating at steady 
state conditions (~1.5 MW). 

 

 

 



Table 4.  Main optimization results for each scenario proposed 

 Scenarios    

Result AVG NI-NS NI-S I-NS I-S 

Size factors      

Wind turbine 1.00 1.25 1.24 1.22 1.21 

SOEC 1.00 1.74 1.71 1.73 1.67 

MeOH synthesis 1.00 1.74 1.71 1.73 1.66 

MeOH distillation 1.00 1.74 1.59 1.73 1.66 

Steam boiler (1.12 bar) 1.00 0 0 1.73 1.67 

Steam boiler (3.25 bar) 1.00 1.74 1.59 1.73 1.66 

Purge gas burner 1.00 1.74 2.00 1.73 3.48 

Electric heaters 1.00 0.18 0.59 1.73 2.30 

Cooling water 1.00 1.47 1.41 1.73 1.66 

Battery (MWh) 0 0 6.79 0 3.85 

Hydrogen (m3) 0 0 0 0 1.49 

Purge gas (m3) 0 0 6.33 0 13.18 

Water-MeOH (m3) 0 0 167 0 57.32 

Economics*      

Annual costs (MMUSD/y) 70.62 99.65 98.9 98.16 96.99 

CAPEX (MMUSD) 625.97 919.49 911.98 905.58 894.29 

CAPEX (USD/t/y) 11433 16794 16537 16540 16334 

CAPEX excluding wind turbines 
(USD/t/y) 

5124 8919 8846 8857 8705 

Methanol cost (USD/t) 1290 1820 1807 1793 1772  

*The year base for economic values presented in this research is 2022  

 

 
Figure. 5.  Distribution of CAPEX investment for each scenario 

 

The inclusion of storage solutions in scenarios NI-S and I-S allows an additional reduction in size of the wind 
turbines and electrolysis system and, consequently, lower the fuel costs in 0.7-1.2% compared with NI-NS 
and I-NS scenarios. It is important to highlight that a larger reduction in the electrolysis size is observed for 
the integrated scenario (3.3% against 1,6% for the non-integrated), which indicates that excluding heat 
integration during operating optimization could hide significant improvement opportunities. In particular, the I-
S scenario operates differently depending on the wind power availability, as can be observed in Figure 7. For 
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instance, the system stores purge gas when wind power is close to maximum to be used when electricity 
availability is diminished. In addition, the optimal configuration also shuts-down the distillation process to 
reduce power consumption in electric heaters. This effect on the utility’s consumption can be more clearly 
examined from the integrated composite curves depicted in Figure 8 

 

 
Figure. 6.  Heat integration between utilities and processes for scenarios I and NI 

 
Figure. 7.  Wind power and storage load variation of purge gas and H2O-MeOH for the I-S scenario 

 

  
  

(a) Low wind power (t = 170 h) (b) High wind power (t = 277 h) 

Figure. 8.  Integrated composite curves for I-S scenario at different hours 
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3.1. Discussions 

The results of the optimization study presented in the previous subsection exemplify how the steady-state 
assumption may hide costs and inefficiencies linked with the variability of renewable energies such as wind 
and solar power. This underestimation may also diminish the possible benefits of using biomass energy, 
which is usually less efficient than wind/solar power, but it can supply a stable source of energy. For 
instance, a possible alternative to further reduce the SOECs and wind turbine sizes is to complement wind 
power with biomass energy. The impact of this hybridization in the product costs, which could be assessed 
by the optimization framework proposed here, can’t be fully evaluated from traditional steady-state 
integration studies. 

In addition, the Power-to-Methanol example also demonstrates how heat integration is a crucial part of high 
temperature electrolysis systems such as SOECs. On the other hand, this may not be an important factor for 
traditional technologies, such as alkaline electrolysis, which may lead to unfavourable designs of Power-to-X 
plants for the future. For example, choosing to produce hydrogen separated from its use may not impact on 
product’s cost today, but it may hinder the possibly benefits of switching from alkaline/PEM electrolysis to 
SOEC technology in the future. A similar observation can be drawn from the storage optimization scenarios, 
which may require oversized process parts (e.g., distillation and burners) from conception to reduce 
operating costs. 

Previous studies have also pointed to possible improvements by generating steam from heat integration and 
proposed to reduce steam consumption by using co-electrolysis [2]. Other suggested modification indicated 
by Zhang et al. [3] is to operate at strongly exothermal conditions (0.9-1.1 A/cm2, 1.42 V, 750-870 °C) to 
provide enough heat for steam generation and reduce cells size. However, the operation under exothermal 
conditions may severely increase cells degradation, which mostly likely will limit this optimization solution. On 
the other hand, the impacts of wind power variability and storage in the optimization of plant design and 
operation, as demonstrated in this study, have seldom been evaluated.  

The optimization framework proposed in this study has several limitations, which can be overcome by 
including additional modelling strategies. For instance, the nonlinear properties of certain systems (e.g., 
efficiency and costs) can be approximated by a series of lines for specific intervals [16]. Another example is 
the details of the heat exchanger network, which can be designed to minimize the number of units to 
indirectly reduce the cost of the energy integration [8,14]. An extended version of this research work will 
focus on including these improvements and extending the Power-to-Methanol analysis. 

4. Conclusions 
An optimization framework is proposed to evaluate opportunities for heat integration on energy conversion 
and storage systems operating at dynamic conditions (e.g., fluctuating power loads, seasonal resources, 
etc.). The method aims to merge techniques from multi-period optimization with energy integration methods 
derived from pinch analysis to assist in the optimization of size and operation of future energy systems such 
as Power-to-X. The optimization of a Power-to-Methanol plant operating off-grid using wind power is used to 
exemplify the different insights provided by the optimization framework. For instance, the results indicate that 
conventional heat integration studies assuming constant power supply and costs may significantly 
underestimate technology sizes and costs (27-29 %). In addition, heat integration between high temperature 
electrolysis and methanol production may reduce up to 2% of fuel costs by reducing the required electric 
heating for steam generation. Moreover, a reduction of up to 4% in the electrolysis systems can be achieved 
by optimizing storage and operation including heat integration. This is possible by storing purge gas during 
high wind power periods and shutting down methanol distillation during low wind power generation. It is 
important to highlight that this size reduction is reduced by half in the case without including the possibility of 
heat integration, exemplifying the hidden opportunities for design in Power-to-X compared with previous 
studies of multi-period optimization. 
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Appendix A – Technologies details 
The main details of each technology and storage options assumed in the optimization study are presented in 
Tables 5-8. The balance of resources and heat transfer, Tables A.1 and A.2, are based on thermodynamic 
models described in a previous study. The cost of investment, maintenance, and operation (Tables A.3 and 
A.4) were estimated following the equations proposed by Turton, et. al. [18] and Seader et. al. [19], except 
for the SOEC system and storage, which was determined based on values proposed by Refs. [4,20]. 



 

Table A.1.  Balance of resources for each technology at reference size 

 Inputs   Outputs   

Technology Type Qnt. Unit Type Qnt. Unit 

Wind turbines    Electricity 0-130.5 MW 

SOEC thermoneutral Steam 1.12 bar 365.37 ton/d Hydrogen 29.84 ton/d 

 Electricity 46.06 MW    

SOEC thermoneutral /  Electricity 52.91 MW Hydrogen 29.84 ton/d 

independent system       

Methanol synthesis Hydrogen 29.84 ton/d H2O-MeOH 237.07 ton/d 

 CO2 217.02 ton/d Purge gas 4.76 ton/d 

 Electricity 1.19 MW    

Methanol distillation H2O-MeOH 237.07 ton/d MeOH 150.00 ton/d 

 Steam 3.25 bar 212.63 ton/d Cond. 3.25 bar 212.63 ton/d 

Steam boiler (1.12 bar)    Steam 1.12 bar 365.31 ton/d 

Steam boiler (3.25 bar) Cond. 2.5 bar 212.63 ton/d Steam 3.25 bar 212.63 ton/d 

Purge gas burner Purge gas 4.76 ton/d    

 Electricity 3.79 kW    

Electric heater Electricity 5.77 MW    

Cooling water Electricity 0.19 MW    

Table A.2.  Heat transfers associated with each technology at reference size 

 Heat transfers    

Technology Type Rate (MW) T source (K) T target (K) 

SOEC thermoneutral Steam heating 5.77 376 1023 

 H2 cooler -5.05 1023 344 

 H2 condenser -2.66 344 313 

 O2 1st cooling -4.56 1023 473 

 O2 2nd cooling  -0.43 481 313 

 O2 reheat 2.96 480 1023 

 H2 compression -3.80 473 313 

Methanol synthesis CO2 compression -1.37 422 313 

 Preheater 7.71 308 538 

 Reactor -3.35 538 537 

 Cooling -3.66 537 424 

 Condenser -7.94 424 313 

Methanol distillation Preheater 0.16 314 328 

 1st Condenser -0.01 323 322 

 2nd Condenser -5.17 343 342 

 MeOH cooling -0.20 343 313 

 H2O cooling -0.35 388 313 

Steam boiler (1.12 bar) Liquid heating 1.38 298 376 

 Phase change 9.51 376 377 

Steam boiler (3.25 bar) Evaporating 5.30 408 409 

Purge gas burner Air preheater 0.06 304 398 

 Radiative -1.10 1174 1173 

 Convective -0.65 1173 433 

Electric heater Heating 5.77 1273 1272 

Cooling water Cooling 13.46 298 318 



 
 
 

Table A.3.  Estimated costs for each technology at refence size 

 Costs   

Technology Type Value (MMUSD) Lifetime (years) 

Wind turbines CGR 345.45 20 

SOEC thermoneutral CGR 225.76 20 

SOEC thermoneutral / 
independent system 

CGR 227.45 20 

Methanol synthesis CGR 29.16 20 

Methanol distillation CGR 23.49 20 

Steam boiler (1.12 bar) CGR 0.13 20 

Steam boiler (3.25 bar) CGR 0.07 20 

Purge gas burner CGR 0.70 20 

Electric heater CGR 1.21 20 

Cooling tower CGR 0.54 20 

 

Table A.4.  Estimated costs for each storage technology at reference size 

 Resource   Cost   

Technology Type Qnt. Unit Type Cost (MMUSD) Lifetime 

Battery Electricity 100 MWh CGR 54.43 20 

H2 tank Hydrogen 1 T CGR 0.69 20 

Purge gas tank  Purge gas 1 t CGR 0.25 20 

Raw MeOH tank Raw MeOH 1000 t CGR 3.24 20 

 

Nomenclature 𝑐  specific cost, USD/kg or USD/MWh or - 𝐶𝐺𝑅  investment cost, USD 𝛽𝐶𝑅𝐹 capital recovery factor (𝑖/(1 − (1 + 𝑖)−𝑦𝑒𝑎𝑟𝑠)), year -1 𝐷  rotor diameter, m 𝑓  size factor, - 𝑟  resource amount, kg or MWh or m3, or rate, kg/h or MW or USD/h. 𝑟𝑎𝑚𝑝 ramp limit factor, - 𝑅  heat transfer rate between temperature intervals, kW 𝑠  stored amount, kg or MWh or m3. �̇�  heat transfer rate, kW 

Greek symbols 𝜅  converting technology index 𝜅𝑛  number of converting technologies 𝜎  storage technology index 𝜎𝑛  number of storage technologies 𝜂  efficiency, - 𝜌  specific mass, kg/m3 𝑣  velocity, m/s 

Subscripts and superscripts 𝑑𝑜𝑤𝑛 discharge rate 𝑓𝑖𝑥 fix rate 𝑖  resource index 



𝐼  number of resources 𝑖𝑛  inlet 𝑘  temperature interval index 𝐾  number of temperature intervals 𝑟𝑎𝑡𝑒 design condition 𝑇  number of time frames 𝑡  time index 𝑛  stream index 𝑁  number of streams 𝑚𝑖𝑛 minimal size or load 𝑚𝑎𝑥 maximum size or load 𝑜𝑢𝑡 outlet 𝑢𝑝  charging rate 
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Abstract: 

This work presents a novel concept of reactor design in CLC technology. This is the second concept in a 
series of patents on the construction of air and fuel reactors. The first patent ”The combustion chamber 
design of a duo-fluidized bed reactor with circulating solid oxygen carriers of the CLOU type” was presented 
at the 6th International Conference on Chemical Looping in Zaragoza, Spain in September 2022.  
The purpose of the presented solution according to the invention was to develop a simple reactor structure 
for the optimization of the chemical looping combustion process. According to the invention, the presented 
reactor dedicated to solid fuels combustion in the CLC system has two chambers of identical conical-
cylindrical shapes, which are symmetrically and permanently attached with their upper conical parts to 
rotatably fixed transport pipes located on a common axis.  
The simple and compact design of the reactor makes it economic & easy to manufacture and takes up 
significantly less space than a classical unit designed for the chemical looping combustion process. The 
proposed design enables uncomplicated process control due to fewer auxiliary devices as compared to the 
previous designs used for process control. Moreover, the reactor according to the invention has a lower 
energy expenditure because it uses lower gas velocities for effective operation than in a traditional CLC unit. 

Keywords: 

Chemical looping combustion, fuel reactor, oxygen carrier, moving bed. 

1. Introduction 
The currently visible climate changes encourage the reduction of pollutant emissions and the search for low-
emission combustion technologies. There are many ways to mitigate climate change, but two are the most 
common. The first method includes all means that reduce CO2 emissions into the atmosphere while 
increasing energy efficiency or using zero or low-carbon fuel sources. Another, also effective method is the 
use of negative emissions (NET) to reduce carbon dioxide from the atmosphere using sequestration 
techniques [1]. Commonly known and used CO2 capture methods are: pre-combustion, oxy-fuel combustion, 
and post-combustion separation [2]. Another method of reducing carbon dioxide emissions into the 
atmosphere is oxy-fuel combustion. In this method, the combustion process takes place in a mixture of 
oxygen and CO2 [3]. 

All of the above methods are effective, but at the same time energy-intensive, resulting in a significant 
decrease in overall combustion efficiency and consequently leading to higher energy prices [4]. 

1.1. CLC technology a brief characteristics 

The Chemical Looping Combustion (CLC) technology is one of the methods of reducing CO2 emissions. In 
the combustion process, fossil fuels release pollutants responsible for the greenhouse effect into the 



atmosphere. Fossil fuels are estimated to be responsible for as much as one-third of global CO2 emissions 
[5–7]. This undoubtedly has a significant impact on climate change. CLC allows to obtain a high 
concentration of CO2 in flue gases, therefore it eliminates the need to use Carbon Capture and Storage 
(CCS) methods. This type of combustion can be classified under the category of oxy-combustion techniques, 
it has the advantage of producing nitrogen-free flue gases from the combustion air. It is an environmentally 
friendly method that reduces costs and time while reducing CO2 emissions into the atmosphere [8–10].  

A typical CLC unit consists of two separate reactors: an air reactor and a fuel reactor, which form two 
separate circulation contours (Figure. 1). In the literature, a system for chemical looping combustion of fuels 
is known, which was designed by Chalmers University of Technology (Sweden). A conventional unit consists 
of fuel and air reactors, a cyclone and two loop seals connecting the reactors. Each of the reactors has a 
different structure and dynamics of the fluidized bed, characteristic for a given chamber: a circulating 
fluidized bed in an air reactor and a bubble fluidized bed in a fuel reactor. The reactors are located parallel to 
each other, and the entire unit has a stationary structure [9,11]. 

 
Figure. 1. Typical scheme of a CLC unit divided into circulation contours. 

 

CLC technology applies solid oxygen carriers in the fuel combustion process, which are metals or metal 
oxides that carry oxygen between the air reactor and fuel reactor. Oxygen carriers play a vital role in the 
overall process because their oxygen-carrying capacity eliminates direct contact between air and fuel [12]. 

The selection of the appropriate oxygen carrier is a very important issue in the design of CLC combustion, as 
its properties affect the entire process. Therefore, the oxygen carrier should be: environmentally friendly, 
economically viable, resistant to abrasion and agglomeration. Additionally, the oxygen carrier should be 
characterized by the following features: high oxygen carrying capacity, reactivity, both during the oxidation 
and reduction stages, high melting point, ease of fluidization and mechanical resistance [13–16]. 

 

1.2. CLC pilot facilities 

One of the largest pilot CLC installations with a capacity of 1MW is located at Darmstadt University of 
Technology. The air reactor and fuel reactor are designed as two separate circulating fluidized bed reactors. 
The inner diameter of the fuel reactor is 0.40 m, while the air reactor is 0.59 m. The height of the fuel reactor 
structure is 11.35 m, while that of the air reactor is 8.66 m.  In addition, the entire system has been covered 
with insulating material to minimize heat losses. The use of insulation of the entire system is crucial because 
the reactors are not additionally heated with electric heaters. Tests  studies were carried out on the pilot 
plant in Darmstadt using coal as fuel and Fe, Cu, Mn and ilmenite as oxygen carriers [17–19]. 

Another example is CLC pilot plant  which is located at the Vienna University of Technology. The 120 kW 
test stand is dedicated to burn gaseous fuels [20]. The structure of the fuel reactor is designed to operate in 
a turbulent fluidization regime. This ensures better mixing of the gaseous fuel with the oxygen carriers in the 



fluidized bed. In studies conducted on this pilot unit used nickel and ilmenite as oxygen carriers, while the 
fuel was natural gas and a gas mixture of CH4, CO, H2 and C3H8 [8,20,21]. 

Another well-known CLC pilot unit is located at Chalmers University in Sweden. The designed 100 kW 
system is dedicated to burn solid fuels. The pilot plant was developed as part of the European ÉCLAIR 
project coordinated by the ALSTOM concern. Tests were conducted using hard coal and ilmenite as oxygen 
carriers. During the test studies, a temperature of 1000°C was maintained in the fuel reactor and 970°C in 
the air reactor. A good CO2 capture rate of 98 – 99% was achieved [17]. 

There are two CLC units in Poland. The first one is located at the Institute for Chemical Processing of Coal in 
Zabrze (IChPW). The second one is located at the Czestochowa University of Technology. The CLC unit 
located in the IChPW is dedicated for the combustion of gaseous fuels. The following gases are supplied to 
the installation: nitrogen, methane and process gases. The CLC plant operates at atmospheric pressure, at 
temperatures 800°C - 1000°C. The maximum feed rates for fuel, air and oxygen carrier are 1 m3/h, 15 m3/h 
and 40 kg/h, respectively. The height of fluidized bed reactors are 1 m high and 0.133 m in diameter [16]. 

The second unit for Chemical looping combustion of solid fuels is located at the Institute of Advanced Energy 
Technologies, Czestochowa University of Technology [5]. 

The CLC system for solid fuels consists of two main circulating contours [11]: 

(1) an air reactor with a circulating fluidized bed, an ascending section and a return system comprising a 
cyclone and a precipitation section,  

(2) a bubbling fluidized bed fuel reactor and a particulate collector. 

The air reactor is constructed as a cylinder, which transitions into a cone at the top. In contrast, building a 
fuel reactor is more complex (Figure 2), as the structure is a cuboid with incomplete internal baffles. These 
baffles are designed to improve mixing processes and increase the residence time of the gas and material 
grains. The CLC stand is equipped with electric heaters with a total output of 72 kW. The heating system is 
located at full height on both sides of the stand [5,11,22,23]. 

 

    
Figure. 2. Photo of the fuel reactor: a) side view; b) cross-section of the fuel reactor. 

 

1.3. Motivation and scope of research  

The proposed idea concerns the new design of the fuel reactor with a moving bed and is dedicated to solid 
fuels. It can be used in power plants and research laboratories. This reactor design allows for the 
implementation of subsequent processes of solid fuel combustion and regeneration of the oxygen carrier. In 
addition, this reactor design increases the efficiency of the system. 

The reactor for solid fuels in a chemical looping combustion system, according to the invention has 
chambers of identical conical-cylindrical shapes, which are symmetrically and permanently fixed with their 
upper, conical parts to rotatably fixed transport pipes located on a common axis. In the channel narrowing 
between the conical parts of the chambers there is a material flow control valve, and in the conical part of the 
air chamber there are air supply nozzles. In the conical part of the combustion chamber there are gas 

a) 
b) 



nozzles, while the outlets of the chute channels are located in both chambers in their conical parts from the 
side of the cylindrical parts. 

 

2. Results and discussion 

2.1. Two-bed reactor design 

A novel two-bed reactor for a chemical looping combustion system with a moving bed is presented in this 
paper. The invention is the subject of patent No. PL 234783 (Czakiert et al., 2017). The novel fuel reactor is 
designed to ensure the more efficient performance of the CLC process in general. The idea of the 
construction is shown in Figure 3, and the details are provided below [24]. 

 

 
1 – air chamber 

2 – combustion chamber 

3 – transport pipes 

4 – the supports of the frame structure 

5 – channelled constriction 

6 – control valve 

7 – air nozzles 

8 – gas nozzles 

9 – outlets 

10 – ash chute channels 

11 – grate 

12 – air box 

13 – gas inlet port 

14 – gas outlet stack 

15 – fuel feeder 

 

 

Figure. 3. Schematic of two-bed reactor for a chemical looping combustion system with a moving bed. 

 

The chemical looping combustion reactor for solid fuels has two chambers (1) and (2) of identical conical-
cylindrical shapes, with one chamber being air chamber (1) and the other combustion chamber (2). 



Chambers (1) and (2) are symmetrically and permanently fixed with their upper conical parts to pivotally fixed 
transport tubes 3, for removing ash from the reactor, situated on a common axis. The transport tubes (3) are 
connected by bearings to the supports of the frame structure (4). The mobile connection of transport pipes 
(3) ensures that the entire reactor can rotate around the horizontal axis. Between the conical parts of 
chambers (1) and (2), which are connected to each other, there is a channelled constriction (5) in which a 
control valve (6) for the flow of material during the combustion process is fitted. In the conical part of the air 
chamber (1), nozzles (7) are fixed to supply air to the inside of the air chamber (1) and in the conical part of 
the combustion chamber (2) there are gas nozzles (8). Gas nozzles (8) in the combustion chamber allow air 
to be supplied when combustion chamber (2) is above air chamber (1), while, after the rotation of chambers 
(1) and (2), when combustion chamber (2) is below air chamber (1), gas nozzles (8) allow exhaust gases to 
exit combustion chamber (2). Both chambers (1) and (2) are equipped with outlets (9) of chute channels of 
ash (10) connected to transport pipes (3). The outlets (9) of chute channels (10) in chambers (1) and (2) are 
located in their conical parts on the side of the cylindrical parts. The positioning of the outlets (9) of the ash 
chute channels (10) close to the vertical walls of the cylindrical section allows efficient ash removal during 
reactor operation.  

In the lower cylindrical part in each chamber (1) and (2), above the bottom, there is a grate (11) with an air 
box (12) equipped with a gas inlet port (13) and a gas outlet stack (14). Above the grate (11) in combustion 
chamber (2) there is a fuel feeder (15). 

The reactor according to the invention, shown in Figure 3, allows pendulum movements during which, in an 
alternating cycle, once the air chamber (1) and once the combustion chamber (2) are in the upper position, 
while the other chamber is in its lower position. Depending on the position of chambers (1) and (2) in relation 
to each other, their functions change. The chamber in the lower position becomes combustion chamber (2), 
while the chamber at the top of the reactor becomes air chamber (1).  

When the upper air chamber (1) of the reactor is emptied, chambers (1) and (2) rotate 180 degrees around 
the horizontal axis - the transport pipe (3). The lower chamber (2), which acted as the combustion chamber 
(2) and was fluidized with an inert gas in the form of carbon dioxide, henceforth becomes air chamber (1) 
and is fluidized with air. A channelled constriction (5) connecting chambers (1) and (2) equipped with a 
control valve (6) allows the flow of material between chambers (1) and (2). The gas in the lower chamber of 
the reactor constituting combustion chamber (2) is fed through a gas inlet port (13) via an air box (12) and 
grate (11), while in the upper chamber of the reactor constituting air chamber (2) it is fed through nozzles (7). 
Gas is discharged from air chamber (1) through a gas outlet stack (14) and from combustion chamber (2) 
through gas nozzles (8). 

The solution according to the invention allows for the implementation of subsequent processes of solid fuel 
combustion and regeneration of the oxygen carrier. 

 

To summarise the novel design concept of the CLC unit, the innovative reactor is characterised by: 

1. The fuel and air reactors are made in the form of identical cylindrical-conical chambers connected by 
a flow channel. 

2. The flow channel connecting the tops of the reactors is equipped with a valve to regulate the flow of 
material between the reactors. 

3. The rigidly connected reactors, after emptying the upper chamber, perform a pendulum motion - a 
rotation of 180 degrees around the horizontal axis. 

4. Nozzles are used in the reactors, which in the air reactor supply air to the chamber, while in the fuel 
reactor they are used to exhaust the flue gases. 

 

The fuel combustion reactor design is simple and compact, so it is cheap to produce and takes up much less 
space than a classical unit designed for a chemical looping combustion process. The developed design 
allows for easier process control due to the smaller number of auxiliary devices previously used to control the 
process. In addition, the reactor according to the invention is characterised by lower energy expenditure 
because lower gas velocities are used in the reactor than in a traditional CLC unit to lift the fluidised layer. In 
addition, the reactor during operation is characterised by a lower consumption of the media and gases 
necessary for the fluidisation process needed for the chemical looping combustion process. The advantages 
mentioned above will affect the faster dissemination of ecological CLC technology in various industrial 
applications. 

 

3. Conclusions 
The CLC concept generally offers a highly concentrated CO2 stream at the outlet of the power unit without 
any additional energy-consuming systems for gas separation (oxygen fractionations from atmospheric air or 
carbon dioxide capture from conventional flue gases), which makes this technology competitive with other 



pro-CCSU (Carbon Capture, Storage and Utilization) technologies. However, the presented novel fluidized-
bed fuel reactor, which is tailored to the use of solid oxygen carriers and the utilization of solid fuels, provides 
further reduction of operating costs with even higher inherent CO2 capture efficiency. 
The new fuel reactor concept was designed for solid oxygen carriers. Solid fuels, such as coal, and biomass, 
can be used as fuel. The proposed idea is characterised by an innovative reactor design that makes it 
economic and easy to manufacture.  In addition, such a design takes up significantly less space than a 
classical unit designed for the chemical looping combustion process. These are undoubtedly the most 
significant advantages of the presented idea. As a result, the new fuel reactor concept ensures more efficient 
operation of the CLC processes. 
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Abstract: 

Wastewater treatment (WWTP) is one of the major challenges due to the growing global population. Despite 
the complexity of the non-linearity and dynamic of environmental data, deep learning technologies should be 
created for WWTP. In this study, deep learning of long short-term memory (LSTM) is adopted to forecast 
permeate flux in membrane bioreactor of WWTP with five parameters involved such as permeate flux, 
transmembrane pressure (TMP), air flow, pump (voltage) and backwash. Three deep learning models derived 
from LSTM namely vanilla LSTM, bidirectional LSTM, and stacked LSTM  including recurrent neural network 
(RNN) were constructed. The proposed LSTM’s models provide promising results with 90 % accuracy of the 
predicted permeate flux model and can aid in establishing fouling backwashing process strategies, leading to 
reduced capital, energy consumption, and operational cost. Therefore, the proposed LSTM model is an 
adequate interpolation tool to predict the permeate flux of membrane bioreactor process in WWTP systems. 

Keywords: 

LSTM; Deep Learning; Neural Network; WWTP. 

1. Introduction 
One of the promising 21st-century technologies is the membrane bioreactor, which combines a biological 
process with permeable membranes. Since then, this technology has experienced constant advancement, and 
its uses have covered a wide range of industries, including water treatment, wastewater reclamation, juice 
concentration, dairy production, medical use, and cell harvesting [1-5]. But a serious issue that continues to 
restrict this technique's potential is membrane fouling. Fouling lead to an increase in operational costs due to 
more labour expenses for maintenance, increase energy demand, increase cleaning chemical expenses that 
will lead to shorter membrane life [6, 7]. It needs to be controlled and minimized through effective and efficient 
approaches. 

The formation of fouling includes several mechanisms including adsorption, pore blockage and the formation 
of cake on the membrane [6]. Adsorption takes place when there is certain interaction between 
solutes/particles with the membrane. It results from the surface energy process and thermodynamic equilibrium 
process. Internal fouling caused by in-pore adsorption can contribute to overall flux drop as well as rise in 
transmembrane pressure (TMP) since the pore of membrane are equivalent to those of many macromolecules 
[8] [9]. Meanwhile the pore blockage is caused by entire or partial blockage by colloids and particles that cause 
pore obstruction [10]. Cake formation is the process by which particles accumulate on a membrane outside 
surface layer by layer, increasing the flow of permeates resistance. The additional resistance is known as a 
cake resistance, and the process is frequently referred to as the development of a fouling cake. 

In order to maintain the membranes' ability to function sustainably, routine operations must include cleaning 
the membranes—both physically and chemically. Chemical cleaning is recommended to be avoided or limited 
in frequency in the full-scale application of submerged membranes due to the detrimental effects it has on the 
membrane [11]. However, by using efficient physical cleaning techniques, which would lengthen the membrane 
lifetime, the use of cleaning agents can be decreased. Procedures for backwashing are essential to the 
longevity and effective operation of low-pressure membranes. As a result, this operating technique has 
become essential to ensuring reliable, consistent, and high-quality water [12]. Backwashing is a vital 



component of physical cleaning and is done by pushing a reversed flow through a membrane from the 
permeate side to the feed side while utilizing a specific kind of medium. Backwashing causes foulants that 
were deposited or adsorbed on the membrane surface or pores to become loosened or detached. 

The widespread application of artificial intelligence (AI) in areas including healthcare, smart cities, intelligent 
search, big data, and pattern recognition, as well as its rapid development, present a huge chance to 
accomplish this goal. One of the most popular AI method used for water quality prediction is artificial neural 
network (ANN) [13]. ANNs are feedforward neural networks consisting of multiple layers of interconnected 
nodes, or neurons. They are primarily used for supervised learning tasks, such as image classification and 
regression, and are not well-suited for handling sequential data. As a typical representative of ANN, the 
conventional feed-forward neural network (FFNN) and its upgraded algorithm are a classic example of neural 
networks and have been successfully used to predict water quality [14-16]. Another neural network that has 
been extensively used in model prediction in various water environment is radial basis function (RBF), as it 
has a straightforward structure, quick training time and capacity to estimate any functions globally with arbitrary 
precision [17-19]. However, the above ANN’s  model are not designed to consider the sequential nature of 
data, and thus are not well-suited for tasks such as time-series prediction problems. Hence, the so-called time 
series is a collection of observations that have been made in a time. Compared to automatic water quality 
monitoring plant, automatically collects the quality water parameters at a defined time interval such as once 
per day and uploads it into a server to reflect the variations of water quality. As a result, time series data is 
presented for water quality metrics. 

On the other hand, one of deep learning neural networks that are designed to handle sequential data, such as 
time series-data is known as long short-term memory (LSTM) is highly recommended for time-series prediction 
[20-22]. LSTMs are specifically designed to address the problem of vanishing gradients in recurrent neural 
networks (RNN), which can make it difficult to train models that rely on long-term dependencies in the input 
data. LSTMs use a gating mechanism to selectively remember or forget information over time, which makes 
them particularly useful for tasks such as speech recognition, machine translation, and sentiment analysis. In 
summary, while ANNs are used for a wide range of tasks and have a general-purpose architecture, LSTMs 
are specifically designed to handle sequential data and have a unique architecture that enables them to model 
long-term dependencies in the input data. Due to those characteristics of LSTM, the research has grown 
significantly as a result of their successful time-series prediction ability [23]. In our knowing, just a few research 
have used LSTM models to predict permeate flux in membrane for drinking water quality process [20, 24]. 

The main objective of the current study is to develop and validate the capabilities of deep learning neural 
network models based on LSTMs, including vanilla-LSTM, bi-directional LSTM, and stacked LSTM, in 
predicting the permeate flux in a submerged membrane bioreactor. In addition to LSTM models, a comparison 
will be made with another neural network model called RNN. The study utilizes a dataset consisting of 
approximately 4021 samples, encompassing five key parameters: permeate flux, transmembrane pressure 
(TMP), air flow, pump voltage, and backwash. These parameters are utilized to construct the predictive 
models. The results of the study demonstrate the potential of deep learning LSTM models in accurately 
predicting time series data, particularly within the context of a submerged membrane filtration system. The 
ability of LSTMs to capture long-term dependencies and model complex dynamics makes them suitable for 
accurately forecasting the permeate flux over time in this specific application. 

2. Modeling methodology 

2.1. Long short-term memory (LSTM) 

Long short-term memory (LSTM) is a type of recurrent neural network (RNN) that specifically designed for 
time-series problem and their long-range dependencies more accurately than conventional RNNs [25]. Figure 
1(a) shows the architecture of RNN network. An RNN can be viewed as the design of a normal feedforward 
MLP network with loops added. Recurrent neural networks have cycles that feed previous time step activations 
into the network as inputs to influence predictions at the current time step. The network's internal states, which 
are theoretically capable of storing long-term temporal contextual information, store these activations. As a 
result of this process, RNNs can take use of a contextual window that changes dynamically over the course of 
the input sequence history [25]. 

A LSTM memory cell contains one tanh layer in addition to three sigmoid layers. The input, forget, and output 
gates of the LSTM are used to maintain and refresh the memory cells while filtering out extraneous data. The 
forget gate first chooses whether data should be kept or removed from the model. The input gate also manages 
the reserve of data on the current cycle input. The input gate has two responsibilities. Finding the state of the 
cell that needs to be updated is the first task; the sigmoid function chooses the value that needs to be updated. 
The second duty is updating the data to reflect the current condition of the cell. The output gate is the final 
gate. The following hidden state is determined by the output gate. 

2.2. Vanilla LSTM 



A vanilla LSTM is a most basic LSTM model as it has a straightforward LSTM configuration as shown in Figure 
1(b). LSTM have a input layer and output layer that directly connected to single hidden layer of LSTM memory 
cells to create predictions [26]. The LSTM architecture described in the original LSTM study from 1997 is the 
one that will perform well on the majority of minor sequence prediction challenges. Contrary to its extensions, 
vanilla LSTM still performs brilliantly on a range of datasets more than 20 years after its launch, according to 
Greff and K. et al. [27]. Nelson et al. [28] used Vanilla LSTM to predict stock prices for the first time, and they 
were encouraged by the findings. 

2.3 Stacked LSTM 

Stacked LSTM were introduced by Graves et al. [29], in their application of LSTMs to speech recognition, 
beating a benchmark on a challenging standard problem. In the same work, it was found that the depth of the 
network was more crucial to accurately modelling rather than the number of memory cell. A stacked LSTM 
architecture is made up from multiple LSTM layers. Instead of sending a single value to the LSTM layer below, 
an LSTM layer above sends a sequence of values. Instead of having one output time step for all input time 
steps, specifically, one output per input time step [30]. Figure 1© shows the architecture of stacked LSTM. 

2.4 Bidirectional LSTM 

In order to maximise the use of the input sequence, bidirectional LSTMs walk through input time steps in both 
the forward and backward directions [31]. In order to implement this design, the first recurrent layer of the 
network is duplicated so that there are now two layers side by side. The input sequence is then provided as-is 
to the first layer as input, and a reversed copy is provided to the second layer. This method was created in the 
past as a broad method for improving the effectiveness of recurrent neural networks (RNNs). Figure 1(d) shows 
the architecture of bidirectional of LSTM network. 

 

 



Figure. 1. Architecture of: (a) RNN (b) Vanilla LSTM (c) Stacked LSTM (d) Bidirectional LSTM. 

 

3. Organization of paper 

3.1. Pilot source water 

A schematic diagram of submerged membrane bioreactor (SMBR) with four configurations of inlet stream, 
permeate stream, aeration and backwashing stream is illustrated in Figure 2. The permeate stream used 
diluted palm oil mill effluent (POME) collected from Mahamurni Plantation palm oil Sdn. Bhd., Wastewater 
treatment plant, located in Sedenak Johor Bahru as its source. The plant comprises of a single bioreactor tank 
that has been fitted inside with submerged hollow fibre and Polyethersulfone (PES) material is used to 
construct the hollow fibre membrane. 

The POME was supplied into the 20 L bioreactor tank through the inlet stream. When the level reaches the 
specified level, the influent supply to the bioreactor will be stopped off by a mechanical level controller. The 
filtered influent is then pumped to the effluent tank down the pipe using a peristaltic pump (P-101). During 
permeate stream, the P-101 is activated to open the valve (SV-101). Electronic flow sensors are used to detect 
the permeate flux flow rate (FM-101). This part employs an electronic pressure sensor to monitor the 
transmembrane pressure (TMP) (P-101). 

In order to study the long-term effects on transmembrane pressure (TMP) and membrane flux, the membranes 
were cleaned using just physical cleaning which are backwashing and aeration stream. The membrane was 
cleansed from the inside out in the backwash stream. When pump (P-102) is activated and valve (SV-102) is 
opened, the backwash procedure is complete. The membrane was cleaned by the backwash using filtered tap 
water that was kept in the backwash tank. The air that was pumped into the bioreactor using an air compressor 
(C-101). Electronic flow sensors are used to measure the air velocity under proportional valve (PV-101) control 
(FA-101). To produce bubbles, the air from the compressor is sent through the air diffuser. 

 

Figure. 2. Schematic diagram of submerged membrane pilot plant. 

The pilot plant system was equipped with full monitoring and control using a data acquisition of National 
Instrument. Supervisory Control and Data Acquisition (SCADA) software is a type of graphical language-based 
programme that can be used with LabVIEW. For the aim of modelling, the software was created to record the 
collected data in the pilot plant. In this research, POME is used to generate fouling in the MBR filtration process. 
Figure 3 shows the actual sample used in the filtration process. 

  



 

 

 

Figure. 3. Samples of the collected data using submerged membrane bioreactor plant. 

3.2. Data pre-processing 

Data pre-processing involved normalization or standardization of the data before they were used to train 
models. The normalization data is a method of scaled down the collected data that in the original range, so all 
values fall between 0 and 1. Meanwhile, standardize means rescaling the distribution values to have a mean 
of 0 and a standard deviation of 1. This can be thought of as subtracting the mean value or centering the data. 
Like normalization, standardization can be useful and required in machine learning algorithm when the data 
contains input values with different scale. Standardization makes the underlying assumption that your data 
has a Gaussian distribution (bell curve) with a well-behaved mean and standard deviation. If this assumption 
is not satisfied, an accurate result might not be able to achieve. The collected data was normalise using scikit-
learn object MinMaxScaler and standardization can both be achieved using scikit-learn machine learning 
library in Python programming [32]. 

3.3. Transform time series data 

A key function in Pandas library that is crucial tool for converting time series data into a supervised problems 
is Pandas shift () function. The shift() function can be used to make copies of columns that are pushed forward 
(rows of NaN values are added to the front) or pulled back (rows of NaN values added to the end). This is to 
generate columns of lag observations as well as columns of prediction observations. In terms of time series 
forecasting, forecasts are made using prior observations (t-1, t-n) and the current time (t), as well as future 
times (t+1, t+n). We can see how a time series containing sequences of input and output patterns can be 
utilised to generate a new DataFrame for a supervised learning task [32]. 

4. Result and discussion 

4.1 Model performance 

In this study, three different architecture of LSTM models such as Vanilla LSTM, Stacked LSTM and 
Bidirectional LSTM including RNN were developed to predict the permeate flux in submerged membrane 
bioreactor. During training these models, two loss function was used which are mean absolute error (MAE) 
and mean square error (MSE) to evaluate the performance of the models as it is suitable and recommended 
for time series problems. In this work, 100 epoch and 50 batch size were used. An epoch is an iteration over 
the entire training dataset. The model was iterating over the training data, multiple times until it achieves 100 
epochs and updating the model’s parameters at each time. The accuracy metric will be reported at each 
training epoch to reflect the performance of the model in addition to the loss function. The dataset consists of 
4021 samples, and it were divided into 60/40 for each training and testing dataset. Figure 4 shows the loss 



function graph of RNN, Vanilla LSTM, Stacked LSTM and Bidirectional LSTM models that were iterates for 
100 epochs. From the graph, we can clearly seen that the model learned the problem by achieving towards 
zero error. A train (blue) and test (orange) line is created showing the MSE over the training epochs converged 
up to three decimal places which is a good sign for training models. The performance of the model suggests 
that the MAE and MSE error is a good match for a deep learning neural network LSTM’s model as compared 
to RNN model which achieved MAE slightly lower than the others LSTM’s model. 

 

Figure. 4. (a) RNN, (b) Vanilla LSTM (c) Stacked LSTM (d) Bidirectional LSTM 

After training using 60 % of dataset, the rest 40 % of the samples were used to predict the models. Figure 5 
shows the plotted graph of training and testing dataset for RNN model. RNN model has the simplest 
architecture with 50 memory units, and it takes inputs from previous time steps direct to the output. From the 
training graph, RNN are able to forecast the training data set with 92.4 %. Meanwhile, the testing dataset only 
able to forecast the testing dataset with 89.0 %. Figure 6 shows the graph of vanilla LSTM. The architecture 
of Vanilla LSTM used 50 memory unit with 1 dense and batch size of 32. For training and testing dataset, it 
achieves 93.2% and 90.6 % respectively. As compared to RNN, Vanilla LSTM are able to improve the accuracy 
performance better when predicting the unknown model. Figure 7 shows the training and testing graph of 
stacked LSTM. For stacked LSTM, 50 memory unit were stacked with another 100 memory unit and 1 dense 
for its architecture. The results shows that 93.2% were achieve during training plot while 90.7% during the 
testing plot. The same result was obtained for bidirectional LSTM for both training and testing graph as shown 
in Figure 8. The overall accuracy performance results were also evaluated using root mean square error 
(RMSE) and it was tabulated in Table 1. 



 

Figure. 5. The graph of training and testing dataset for RNN model. 

 

Figure. 6. The graph of training and testing dataset for Vanilla LSTM model. 

 

Figure. 7. The graph of training and testing dataset for Stacked LSTM model. 

 

Figure. 8. The graph of training and testing dataset for Bidirectional LSTM model. 



Table 1.  Overall performance results of the models. 

Model Accuracy Training Testing 

Vanilla LSTM 
Epoch: 100 
Batch Size: 32 

𝑀𝑆𝐸 0.679 0.818 

𝑅𝑀𝑆𝐸 0.824 0.905 

𝑀𝐴𝐸 0.360 0.465 

𝑅
! 0.932 0.906 

Stacked LSTM 
Epoch: 100 
Batch Size:32 

𝑀𝑆𝐸 0.683 0.808 

𝑅𝑀𝑆𝐸 0.826 0.899 
𝑀𝐴𝐸 0.363 0.466 
𝑅
! 0.932 0.907 

Bi-Directional LSTM 
Epoch: 200 
Batch Size: 64 

𝑀𝑆𝐸 0.676 0.806 

𝑅𝑀𝑆𝐸 0.822 0.898 

𝑀𝐴𝐸 0.367 0.467 

𝑅
! 0.932 0.907 

RNN 
Epoch: 100 
Batch Size: 32 

𝑀𝑆𝐸 0.762 0.955 

𝑅𝑀𝑆𝐸 0.873 0.977 

𝑀𝐴𝐸 0.414 0.534 

𝑅
! 0.924 0.890 

 

4.2 Conclusion 

The good prediction model of submerged membrane filtration process can be a good useful in order to 
analysing backwashing strategies and helps to gaining some understanding on the fouling phenomena.  

 

The main objective of the study is to compare the performance of two popular neural network architectures: 
RNN (Recurrent Neural Network) and LSTM (Long Short-Term Memory). Specifically, the researchers 
explored different types of LSTM models, including Vanilla LSTM, Stacked LSTM, and Bidirectional LSTM, to 
assess their effectiveness in comparison to RNN. Upon conducting the experiments, the researchers found 
that all three types of LSTM models Vanilla LSTM, Stacked LSTM, and Bidirectional LSTM yielded similar 
results. Despite their architectural differences, these variations of LSTM exhibited comparable performance, 
indicating that the core LSTM mechanisms were effective in capturing the underlying patterns in the data. 
However, when comparing these LSTM models with the RNN architecture, it was evident that the different 
types of LSTM consistently outperformed RNN. This suggests that LSTM's specialized design, which 
incorporates memory cells and gates to selectively retain and forget information, offers distinct advantages 
over the basic RNN architecture. 

The improved performance of LSTM models can be attributed to their ability to capture and remember long-
term dependencies in sequential data, thereby mitigating the vanishing gradient problem that hampers RNN 
performance. Vanilla LSTM, Stacked LSTM (which includes multiple LSTM layers), and Bidirectional LSTM 
(which processes input sequences in both forward and backward directions) all leverage these capabilities to 
achieve better results compared to RNN. These findings underscore the significance of employing LSTM 
architectures, in their various forms, for tasks involving sequential data or temporal dependencies. By utilizing 
the memory cells and gating mechanisms, LSTM models are better equipped to handle complex patterns and 
long-range dependencies in the data, leading to improved performance and more accurate predictions. 

The performance of LSTM models can be further enhanced through various optimization strategies, including 
tuning the number of epochs, batch size, memory units, and dense architecture network. These adjustments 
aim to improve the accuracy and reliability of predictions. Additionally, the effectiveness of LSTM can be further 
amplified by integrating optimization techniques such as particle swarm optimization (PSO) or genetic 
algorithms (GA). These optimization methods assist in identifying the optimal architecture for the LSTM 
network, ensuring its efficiency and effectiveness in capturing complex patterns and delivering robust 
predictions. By leveraging these optimization approaches, LSTM models can be fine-tuned to achieve superior 
performance and more accurate results. 
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Nomenclature 

𝑀𝑆𝐸 mean square error 

RMSE root mean square error 

𝑀𝐴𝐸̇  mean absolute error 

R
!  correlation coefficient 
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 Abstract: 

In this paper, an optimization algorithm based on a Mixed-Integer Linear Programming (MILP) solver is 
developed to determine the best energy generation solutions for marine applications. Environmentally 
sustainable systems (e.g., fuel cells and batteries), heat recovery devices (e.g., HRSG and Organic Rankine 
Cycles) and traditional power technologies (e.g., diesel generators and fired boilers) are modelled as linear 
systems to simulate their off-design performance. The tool considers thermal, electrical and propulsion power 
demands, space constraints, fuel type and availability for up to three main-vertical zones of the ship. From this 
information, the optimizer identifies the energy system configuration which minimizes a cost optimization 
function. The objective function considers the actualized capital costs of each technology (based on real 
market data and updated literature review), fuel costs and CO2 emissions taxes.  
In this article, the case study of a cruise ship is considered. The optimization is performed referring to real 
historical load demands of the cruise ship and several typical mission profiles are considered to simulate a 
whole operational year. 
Then, the same optimization is performed after a reduction of the price of H2, which is expected in the near 
future according to the latest market forecasts. Thanks to this analysis, it is possible to determine the influence 
of this economic parameter on the optimal on-board power generation configuration. 
It is worth noting that the approach presented here has a general validity and can be applied for the optimization 
of various typologies of maritime vessels. Moreover, the MILP algorithm could be easily expanded to consider 
additional demands (e.g. cooling power), constraints (e.g., weight), and power systems. 

Keywords: 

MILP; Energy systems; optimization model; sustainability; alternative fuels. 

1. Introduction  
It is a matter of fact that, as total final energy consumption is increasing more and more at global level (298 EJ 
in 2000, 365 EJ in 2010 and 418 EJ in 2019), CO2 emissions are growing as well (22.3 Gtons in 2000, 30.6 
Gtons in 2010, 33.6 Gtons in 2019) [1]. Despite recent international energy policies that are trying to limit the 
increase, it is evident that further efforts must be done to comply with the 2015 Paris agreement (COP21). 
According to IEA data, electricity and heat production is the most impactful sector (14.0 Gtons), followed by 
transports (8.2 Gtons). The maritime sector represents an important contributor, responsible for the emissions 
of nearly 3% in terms of CO2 (1 Gton/year). In order to decrease the impact of this sector, the International 
Maritime Organization (IMO) set a long-term strategy in 2018, with the ambitious goal of reducing transport-
related CO2 emissions of 40% by 2030, with the final target cut of 70% by 2050, compared to 2008 levels [2]. 
In 2023 the strategy is going to be revised, with the possibility of introducing further reduction targets. 
Furthermore, the European Commission has recently proposed adding maritime transport to the EU Emissions 
Trading System (EU-ETS) [3]. More in detail, The Commission is proposing to extend the scope of the EU-
ETS to cover CO2 emissions from all cargo vessels and passenger ships above 5000 gross tons, regardless 
of the flag they fly. The extension will include, starting from 2024: (i) all emissions from ships calling at an EU 
port for voyages within the EU; (ii) 50% of the emissions from voyages starting or ending outside of the EU; 
(iii) emissions that occur when ships are at berth in EU ports [3]. To reach the ambitious targets of emissions 
reduction, many parallel strategies can be adopted [4][5], including optimization in vessel design, speed 
reduction in navigation, use of alternative systems for power propulsion (i.e. fuel cells) and alternative fuels 
(i.e. biofuels, e-fuels) [6][7]. As far as power systems are concerned, the use of different kinds of fuel cells has 
been investigated in recent literature [8][9][10], focusing on: (i) high temperature Solid Oxide Fuel Cells 

mailto:matteo.cavo@edu.unige.it
mailto:luca.mantelli@edu.unige.it
mailto:massimo.rivarolo@unige.it
mailto:andriy.vasylyev@edu.unige.it
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(SOFC), usually in hybrid systems configuration to increase efficiency [11] (up to 60%); (ii) low temperature 
Proton Exchange Membrane Fuel Cells (PEMFC), directly fuelled by hydrogen, which represent a zero 
emissions solution. The latter solution is the most employed today, in particular in research vessels as reported 
in recent literature. Regarding fuels, many alternatives are possible to replace Heavy Fuel Oil (HFO) and 
Marine Diesel Oil (MDO), which are the most employed today and have high CO2 emissions (about 3.1 
kgCO2/kg fuel). Natural gas is an alternative [12], however larger volumes are required for storage on-board 
and it only allows for a limited reduction (specific emission 2.75 kgCO2/kg fuel). The use of hydrogen [13], 
ammonia [14], or other low carbon fuels is under investigation for several types of vessel [15].  

To compare the different possible solutions in terms of power propulsion and storage technologies, it is 
important to develop reliable tools and models able to identify the best alternatives [16][17][18], taking into 
proper account the constraints of the problem, such as the volume and weight constraints of the vessel, the 
navigation route and the required performance in terms of autonomy and maximum power. The use of 
Mixed-Integer Linear Programming (MILP) models is largely recognized to optimize the distributed energy 
systems [19], also in presence of energy storage systems and not programmable renewable energy sources 
[20]. However, only a few applications of MILP models for power propulsion and fuel storage on-board maritime 
vessels are available in literature [21]. MILP models have never been developed before to investigate a wide 
spectrum of innovative technologies for a maritime application considering a time-dependent simulation on 
one year. In this paper, the tool developed by the Authors aims at: (i) choosing the optimal installation mix to 
meet the energy demands of the ship (electrical and thermal), while considering the most relevant constraints; 
(ii) minimizing an objective function which represents the annual costs. 

 

2. Model Description  
This section describes the optimization model developed for this study. It was designed as a tool capable of 
supporting the preliminary design phase of the energy systems installed on a ship. The optimization is 
performed by comparing different technologies for the generation of onboard electric and thermal power. The 
ship layout is split into three Main-Vertical-Zones (MVZ): each main-vertical-zone respects the tool constrains 
in order to identify the optimum location for each technology. The optimization model was tested considering 
a cost-based optimization function, which includes taxes on CO2 emissions. 

2.1. Library and user-interface  

The optimization model was developed in MATLAB, while the optimization procedure relies on the BNB built-
in solver of the Yalmip toolbox [19]. Within Yalmip, the GUROBI optimizer was adopted. This optimizer 
implements a standard branch & bound algorithm [20] to solve different kinds of mixed-integer problems 
[20][21]. The following technologies have been considered for electrical and thermal energy production: 

• Internal Combustion Engines: Diesel Generators (DG). 
• Heat Recovery System Generators (HRSG). 
• Organic Rankine Cycles (ORC). 
• Fire Boilers (FB). 
• Heat Pump (HP) 
• Battery Electrical Storage (BES). 
• Proton-Exchange Membrane Fuel Cells (PEMFC). 

Each technology requires a certain amount of primary energy source. Heat recovery systems (HRSG, ORC) 
or storages (BES) interact with the ship balance depending on their efficiency and usage. Then, Diesel 
Generators, Fired Boilers and PEMFCs require a primary energy source. The fuel of these technologies is 
considered by the tool as a limited energy source: if the fuel tank is empty, the associated technology is shut 
down. The type of fuel and storage systems implemented are: 

• Tank for liquid storage: HFO, MDO, LNG, liquid hydrogen. 
• Tank for gas storage: compressed hydrogen. 
• Metal Hydrides (MH) for solid hydrogen storage. 

Some system contributes to the production of both thermal and electrical power, which are requested to satisfy 
the demands of the ship. Assuming that a propulsion unit driven by an electric generator is installed on the 
ship, the propulsive power is included in the electricity balance. The propulsive demand is increased to 
consider an overall efficiency for energy transformation of 95%. 

The user interfaces with an Excel worksheet (Figure 1) to specify which technologies will be considered in the 
simulation, the volumes allocated to each technology and their distribution in each main vertical zone. 
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Figure 1 – The Excel user interface where the inputs of the MILP model can be defined. 
 

Then, the user selects from a database the models to be compared during the simulation for each technology. 
The database contains the information required for optimisation computation and performance estimation of 
energy systems. Appendix A lists the data stored in the database. The model determines certain technical 
working characteristics of the systems under investigation based on their performance and thermal/electricity 
demands.  

2.2. Constraints 

The solution found by the MILP model is limited by four different types of constraints that are implemented on 
the algorithm: 

• Operative constraints. 
• Size constraints. 
• Specific constraints of each energy system. 
• Balance constraints: they allow the balance constraints of electrical and thermal demand and ensure 

continuity in the energy flow where energy systems interact (i.e. DG, HRSG ORC). They also verify 
the overall plant volume against the available space. 

 
Operative constrains are necessary to guarantee that every variable under consideration have physical limits. 
Usually, all the technology considered in this tool have a minimum power output and a maximum power output. 
Size constraints ensure that each energy system respects an overall volume constraint. For each main vertical 
zone, the user defines both the volume dedicated to each specific technology and the total volume available 
in that main-vertical-zone. So, over imposing a total main-vertical-zone constraint is possible to guarantee that 
all the technologies installed don’t exceed the volume available.  
Every energy system must respect the constraints characteristic of the physics representing it, which correlate 
power (thermal and electrical), efficiency, current, consumption, etc (Table 1). In order to maintain the problem 
linear, the tool considers a linear correlation to evaluate the technologies off-design, as presented in the 
following table. Also, binary variables are limited to guarantee that a technology installed can be set on or off 
by the tool just in case it is installed. 
 
Table 1 – System constrains description. 

System constraints 

DG ∇𝑑 = 1 … 𝑁𝑚𝑜𝑑𝑒𝑙𝐷𝐺  ;  ∇g = 1 … 𝑁𝑚𝑎𝑥𝐷𝐺  

𝑥𝐷𝐺 ≤ 𝑦𝐷𝐺 𝜂𝐷𝐺 = 𝛼 𝑃𝑒𝑙𝐷𝐺 + 𝛽 𝑥𝐷𝐺   ;   𝑃𝑡ℎ,𝑑𝑖𝑠𝑠𝐷𝐺 = 𝑃𝑒𝑙𝐷𝐺(1 − 𝜂𝐷𝐺) ; �̇�𝑓𝑢𝑒𝑙𝐷𝐺 = 𝑃𝑒𝑙𝐷𝐺𝜂𝐷𝐺𝐿𝐻𝑉𝑓𝑢𝑒𝑙  
HRSG ∇h = 1 … 𝑁𝑚𝑜𝑑𝑒𝑙𝐻𝑅𝑆𝐺  ;  ∇r = 1 … 𝑁𝑚𝑎𝑥𝐻𝑅𝑆𝐺 

𝑥𝐻𝑅𝑆𝐺 ≤ 𝑦𝐻𝑅𝑆𝐺  𝜂𝐻𝑅𝑆𝐺 = 𝛼 𝑃𝑡ℎ,𝑜𝑢𝑡𝐻𝑅𝑆𝐺 + 𝛽 𝑥𝐻𝑅𝑆𝐺  ;  𝑃𝑡ℎ,𝑖𝑛𝐻𝑅𝑆𝐺 = 𝑃𝑡ℎ,𝑜𝑢𝑡𝐻𝑅𝑆𝐺𝜂𝐻𝑅𝑆𝐺  
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ORC ∇o = 1 … 𝑁𝑚𝑜𝑑𝑒𝑙𝑂𝑅𝐶  ;  ∇c = 1 … 𝑁𝑚𝑎𝑥𝑂𝑅𝐶  

𝑥𝑂𝑅𝐶 ≤ 𝑦𝑂𝑅𝐶  𝜂𝑂𝑅𝐶 = 𝛼 𝑃𝑒𝑙𝑂𝑅𝐶 + 𝛽 𝑥𝑂𝑅𝐶  ;  𝑃𝑡ℎ,𝑖𝑛𝑂𝑅𝐶 = 𝑃𝑒𝑙𝑂𝑅𝐶𝜂𝑂𝑅𝐶  

FB ∇f = 1 … 𝑁𝑚𝑜𝑑𝑒𝑙𝐹𝐵  ;  ∇b = 1 … 𝑁𝑚𝑎𝑥𝐹𝐵  

𝑥𝐹𝐵 ≤ 𝑦𝐹𝐵 𝜂𝐹𝐵 = 𝛼 𝑃𝑡ℎ𝐹𝐵 + 𝛽 𝑥𝐹𝐵 ;  �̇�𝑓𝑢𝑒𝑙𝐹𝐵 = 𝑃𝑡ℎ𝐹𝐵𝜂𝐹𝐵𝐿𝐻𝑉𝑓𝑢𝑒𝑙 
HP ∇h = 1 … 𝑁𝑚𝑜𝑑𝑒𝑙𝐻𝑃  ;  ∇p = 1 … 𝑁𝑚𝑎𝑥𝐻𝑃  

𝑥𝑐𝑜𝑜𝑙𝐻𝑃 + 𝑥ℎ𝑒𝑎𝑡𝐻𝑃 ≤ 𝑦𝐹𝐵 𝐶𝑂𝑃𝐻𝑃 = 𝛼 𝑃ℎ𝑒𝑎𝑡𝐻𝑃 + 𝛽 𝑥ℎ𝑒𝑎𝑡𝐻𝑃  ;  𝐸𝐸𝑅𝐻𝑃 = 𝛼 𝑃𝑐𝑜𝑜𝑙𝐻𝑃 + 𝛽 𝑥𝑐𝑜𝑜𝑙𝐻𝑃  𝑃𝑒𝑙,𝑖𝑛𝐻𝑃 = (𝛼 𝑃ℎ𝑒𝑎𝑡𝐻𝑃 + 𝛽 𝑥ℎ𝑒𝑎𝑡𝐻𝑃 ) + (𝛼 𝑃𝑐𝑜𝑜𝑙𝐻𝑃 + 𝛽 𝑥𝑐𝑜𝑜𝑙𝐻𝑃 ) 

PEMFC ∇p = 1 … 𝑁𝑚𝑜𝑑𝑒𝑙𝑃𝐸𝑀𝐹𝐶 ∇e = 1 … 𝑁𝑚𝑎𝑥𝑃𝐸𝑀𝐹𝐶 

𝑥𝑃𝐸𝑀𝐹𝐶 ≤ 𝑦𝑃𝐸𝑀𝐹𝐶 𝜂𝑃𝐸𝑀𝐹𝐶 = 𝛼 𝑃𝑒𝑙𝑃𝐸𝑀𝐹𝐶 + 𝛽 𝑥𝑃𝐸𝑀𝐹𝐶  ;  �̇�𝐻2𝑃𝐸𝑀𝐹𝐶 = 𝑃𝑒𝑙𝑃𝐸𝑀𝐹𝐶𝜂𝑃𝐸𝑀𝐹𝐶𝐿𝐻𝑉𝐻2 

BES ∇b = 1 … 𝑁𝑚𝑜𝑑𝑒𝑙𝐵𝐸𝑆  ∇s = 1 … 𝑁𝑚𝑎𝑥𝐵𝐸𝑆  

𝑥𝑐ℎ𝐵𝐸𝑆 + 𝑥𝑑𝑖𝑠𝑐ℎ𝐵𝐸𝑆 ≤ 𝑦𝐵𝐸𝑆 𝐶(𝑡,𝑤+1)𝐵𝐸𝑆 = 𝐶(𝑡,𝑤)𝐵𝐸𝑆 + ∆𝑡 (𝑃𝑐ℎ,(𝑡,𝑤)𝐵𝐸𝑆 𝜂𝑐ℎ𝐵𝐸𝑆 − 𝑃𝑑𝑖𝑠𝑐ℎ,(𝑡,𝑤)𝐵𝐸𝑆𝜂𝑑𝑖𝑠𝑐ℎ𝐵𝐸𝑆 ) ;  𝐶(𝑡,1)𝐵𝐸𝑆 = 𝐶𝑚𝑎𝑥𝐵𝐸𝑆  

∑ (𝑃𝑐ℎ𝐵𝐸𝑆𝜂𝑐ℎ𝐵𝐸𝑆 − 𝑃𝑑𝑖𝑠𝑐ℎ𝐵𝐸𝑆𝜂𝑑𝑖𝑠𝑐ℎ𝐵𝐸𝑆 )𝑤 ≥ 0 

FUELS 𝑆𝑜𝐶(𝑡,𝑤+1) =  𝑆𝑜𝐶(𝑡,𝑤) − ∑ �̇�𝑓𝑢𝑒𝑙𝑖𝑁𝑢𝑚𝑏.𝑇𝑒𝑐ℎ𝑛.
𝑖=1  ;  𝑆𝑜𝐶(𝑡,1) =  𝑆𝑜𝐶𝑚𝑎𝑥 

 
 

2.2.1. Balance constraints 

Balance constraints are presented in Table 2. These constraints have been introduced in order to guarantee 
the overall thermal and electrical energy balances of the ship. Also cooling demand has been introduced but 
it’s not considered by the model at this stage. 
 
Table 2 – Balance constraints description. 

Balance Constraints 

Electrical Balance ∑ ∑ 𝑃𝑒𝑙𝐷𝐺𝑔𝑑 + ∑ ∑ 𝑃𝑒𝑙𝑂𝑅𝐶𝑟𝑜 + ∑ ∑ 𝑃𝑒𝑙𝑃𝐸𝑀𝐹𝐶𝑐𝑓 + ∑ ∑ 𝑃𝑑𝑖𝑠𝑐ℎ𝐵𝐸𝑆𝑠𝑏 − 𝐷𝑒𝑙 − ∑ ∑ 𝑃𝑒𝑙,𝑖𝑛𝐻𝑃𝑝ℎ − ∑ ∑ 𝑃𝑐ℎ𝐵𝐸𝑆𝑠𝑏 = 0 

Thermal Balance ∑ ∑ 𝑃𝑡ℎ,𝑜𝑢𝑡𝐻𝑅𝑆𝐺𝑟ℎ + ∑ ∑ 𝑃𝑡ℎ𝐹𝐵𝑏𝑓 + ∑ ∑ 𝑃ℎ𝑒𝑎𝑡𝐻𝑃𝑝ℎ − 𝐷𝑡ℎ = 0 ∑ ∑ 𝑃𝑡ℎ𝐷𝐺𝑔𝑑 − ∑ ∑ 𝑃𝑡ℎ,𝑖𝑛𝑂𝑅𝐶𝑟𝑜 = 0 

 

2.3. Optimization Function 

The objective function adopted aims to minimise the costs of the ship considered. Furthermore, the tool 
includes fuel costs and CO2 taxes. The main technologies costs considered by the objective function are: 

• The total Installation Cost (1) obtained by the Capital Cost (CC) of each technology considered (s) and 
installed (i) adjusted by the Capital Recovery Factor (CRF). 

• The total cost of the fuel consumed (2) during navigation into the time-lap considered (t) and every 
cruise profile (w). This equation takes into account the different costs for each fuel considered (f). 

• Taxes due to CO2 emissions (3). 

 𝑇𝑜𝑡. 𝐼𝑛𝑠𝑡. 𝐶𝑜𝑠𝑡 = ∑ ∑ 𝐶𝐶𝑖  𝐶𝑅𝐹𝑖  𝑖𝑠  𝑤ℎ𝑒𝑟𝑒,    𝐶𝑅𝐹 = (1 − 𝑟)𝑈𝐿(1 + 𝑟)𝑈𝐿 − 1 

(1) 

𝑇𝑜𝑡. 𝐹𝑢𝑒𝑙𝐶𝑜𝑠𝑡. =  ∑ ∑ ∑ �̇�𝑓 ∆𝑡 𝑐𝑓𝑢𝑒𝑙𝑓𝑡𝑤  (2) 
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𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝐶𝑜𝑠𝑡. =  ∑ ∑ �̇�𝐶𝑂2  ∆𝑡 𝑐𝑡𝑎𝑥𝑡𝑤  (3) 

 

The time lap adopted for simulation considers a whole cruise from port to port for one year. Costs are 
influenced by the number of cruise that the ship schedule during the year 

 

3. Analysis and Results 

3.1. Case study  
To verify the correct operation of the MILP optimizer presented in Section 2, the case study of a passenger 
ferry boat was considered. The specifications of the boat, as well as its daily path and load profile were derived 
from the study by Rafiei et al. [22][5]. The ferry boat has an overall length of 47 m and in this specific scenario 
it sails with an average speed of 11 knots and a maximum speed of 13 knots. To guarantee the correct 
operation of the ferry boat, a propulsion system with at least 600 kW nominal power must be installed onboard. 
Moreover, the electrical power required by the auxiliary systems must be taken into account, both during 
navigation and while docked in port.  

The ferry boat is used to carry passengers across a bay, following the same navigation plan every day: 

• 06.00: departure from the port A 
• 10.00: arrival at port B 
• 13.00: departure from the port B 
• 18.00: arrival at port C 
• 20.00: departure from the port C 
• 01.00: arrival at port A 

Figure 2 shows the propulsion and auxiliary power demands for each hour of the navigation plan, specifying if 
the ferry boat is sailing or is docked in that moment. 

 
Figure 2 – Load profile of propulsive power and electrical power of the auxiliary systems; on the top it is 
specified if the ferry boat is sailing between ports or if it is docked. 
 

For this analysis, only the port A is supposed to be equipped for cold ironing, and the BES are always 
completely charged at the beginning of each daily path (6.00). 

The data used in [22] include only information of propulsive and auxiliary electrical loads. However, the MILP 
algorithm was designed to optimize the generation onboard of both electric and thermal power. Therefore, 
three possible daily weather conditions (i.e., hot, mild, cold) were defined, associating a different thermal load 
profile to each one of them: 

• Hot weather: no thermal load – 92 days a year  
• Mild weather: low thermal load – 151 days a year  
• Cold weather: high thermal load – 122 days a year  

Similarly to the electrical load of the auxiliary systems, the thermal load is present also when the ferry boat is 
docked. Figure 3 show the thermal load profiles for mild and cold weather, respectively. 
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Figure 3 – Load profiles of thermal power for days with mild and cold weather. 
 

3.2. Current scenario optimal solution 

This section presents the results of a simulation using the current scenario: CO2 tax 100€/ton, according to 
recent ETS [23]  and hydrogen cost 6€/kg [24]. The technologies considered by the tool to minimise the 
objective function are listed in the Table 3, together with the best resulting configuration. 

 

Table 3 – Optimization results, considering the actual scenario. 

Supplier Model N° of elements installed 
CAPEX / FuelCost 

[€/unit] / [€/y] 
Diesel Generator 

Solè Diesel SDZ-205 1 35750 
Solè Diesel L1306C2 MSD 1 147500 
Isotta Fraschini SDZ-280 0 - 

Organic Rankine Cycle 

Orcan Energy eP M 050.100 HP 0 - 
Zuccato Energia ZE-30-ULH 0 - 

Proton Exchange membrane Fuel Cell 

Genevos HPM-15 0 - 
Nuvera E-45-HD 0 - 
Nuvera E-60-HD 0 - 

Battery Electrical Storage 

Corvus Energy Orca Pack249 0 - 
Nidec Marine battery pack 3 48000 

Heat Recovery System Generators 

Siemens Energy 100 2 9900 
Siemens Energy 10 1 990 

Fired Boiler 

AlphaLaval Aalbotg CHB 0 - 
AlphaLaval Aalbotg CHB 1 4000 

Fuel Considered 

DG: Heavy Fuel Oil 
249150 

FB: Heavy Fuel Oil 
PEMFC: Compressed green hydrogen - 

Emissions 

CO2 177190 
 

The selection of these items is the outcome of some preliminary tests necessary to roughly identify the size of 
the systems which may potentially be installed. Therefore, some technologies have been excluded as too small 
or too large for this case study. 

The results (Figure 4 and Figure 5) led to a configuration where the PEMFC technology is not present due to 
the high fuel cost. However, three battery modules were installed to manage the electrical load in combination 
with a smart modulation of the diesel engines. The capital cost of this technology is offset by the lower fuel 
consumption of the engines and the reduction in annual CO2 emissions. The configuration also includes the 
installation of 3 HRSGs and 1 FB. It is clear that in the current scenario the most competitive technology is still 
the Diesel Generator due to its compactness, low cost per unit of power and low fuel cost. 

The tool also determines the best strategy for using these technologies to cover the electricity and heat 
demands. It is important to observe that the electrical load distribution in the first two mission profiles (hot and 
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mild weather) is similar, so it is presented only once in this article. On the other hand, in the third mission profile 
(cold weather), the electrical power generation strategy is notably influenced by the high thermal demand of 
the ferry boat. 

 

 
Figure 4 – Electrical load profile solutions for current scenario for mild (left) and cold weather (right).

  

 
Figure 5 – Thermal load profile solutions for current scenario for mild (left) and cold weather (right). 

 

Analysing the results, it can be observed that the batteries are used to operate DG technology as close as 
possible to the optimum point, in order to maximise the efficiency of the system by decreasing both 
consumptions and emissions. Regarding the thermal demand, HRSG units from DGs heat waste are used 
whenever possible. This technology requires a considerably higher investment compared to the fired boiler 
solution; however, it is justified by the fact that it saves fuel and reduces emission taxes. Turning on a fired 
boiler is necessary when demand is below the technical minimum. 

 

3.3. Near future scenario optimal solution 

This section presents the results of a simulation using a near future scenario, characterized by CO2 tax [23] 
100€/tons and hydrogen cost 1.5 €/kg, according to recent forecasts [25]. 
The technologies considered by the tool to minimise the objective function are listed in the Table 4 together 
with the best resulting configuration. 

 

Table 4 - Optimization results, considering the actual scenario. 

Supplier Model N° of elements installed 
CAPEX / FuelCost 

[€/unit] / [€/y] 
Diesel Generator 

Solè Diesel SDZ-205 1 35750 
Solè Diesel L1306C2 MSD 1 147500 
Isotta Fraschini SDZ-280 0 - 

Organic Rankine Cycle 
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Orcan Energy eP M 050.100 HP 0 - 

Zuccato Energia ZE-30-ULH 0 - 

Proton Exchange membrane Fuel Cell 

Genevos HPM-15 0 - 
Nuvera E-45-HD 0 - 
Nuvera E-60-HD 1 88500 

Battery Electrical Storage 

Corvus Energy Orca Pack249 0 - 
Nidec Marine battery pack 3 48000 

Heat Recovery System Generators 

Siemens Energy 100 2 9900 
Siemens Energy 10 1 990 

Fired Boiler 

AlphaLaval Aalbotg CHB 0 - 
AlphaLaval Aalbotg CHB 1 4000 

Fuel Considered 

DG: Heavy Fuel Oil 
213810 

FB: Heavy Fuel Oil 
PEMFC: Compressed green hydrogen 40089 

Emissions 

CO2 152230 
 

According to the results of the tool, it appears that the price drop of hydrogen had a significant influence on 
the optimal energy mix. In this configuration, a PEMFC of 60 kWe is installed. Therefore, this technology 
currently has a major weakness: the price of fuel. However, the expected reduction of H2 price in the near 
future will make it a competitive solution, not only for their zero-emissions, but also from an economical point 
of view. 

As shown by the load profile solution (Figure 6), the tool highlights that PEMFCs cannot be operated at 
maximum load all the time. This result is due to the SoC of the hydrogen stored in the ship: its energy density 
is fairly low, so the volume dedicated to hydrogen storage does not allow for a more intensive use of the fuel 
cells. However, it can be observed in Figure 6 how the fuel cells replace the batteries during the port stays.   

  

 
Figure 6 – Electrical load profile solution for the near future scenario for mild (left) and cold weather (right). 
 

Figure 7 shows that the installation of the PEMFCs did not affect significantly the thermal power generation, 
compared to the results shown in Figure 5 for the current scenario. In fact, the thermal power is mostly supplied 
by the HRSG, with the FB that is turned on only when necessary. 



9 
 

 

 
Figure 7 – Thermal load profile solutions for the near future scenario for mild (left) and cold weather (right). 

4. Conclusions  

This paper presented a MILP model designed to determine the best power generation mix to be installed on a 
ship and, at the same time, to optimize the operation of each energy system. The MILP model was developed 
in MATLAB environment relying on the Yalmip optimization toolbox. The model compares different 
technologies to find the layout that minimizes an objective function, representing the annual costs necessary 
to cover the electrical and thermal energy demands of the vessel. The analysis is performed considering the 
specific constraints of the problem, related to the available volume on-board, technical limitations for each 
technology and overall energy balances (electrical and thermal) to satisfy the demand in each period (hour) of 
the navigation year. Fixed costs, fuel costs and CO2 taxation are included in the objective function. The case 
study of a small passenger ferry boat is considered, taking into account three different representative energy 
demand profiles, for hot, mild and cold season respectively. Different possible market technologies are 
considered for on-board installation and electrical (diesel generators, PEMFC, batteries, ORC) and thermal 
(HRSG, fire boilers) energy production. The following conclusions can be drawn from the results: 

• In the current scenario, the optimal configuration mostly relies on traditional and consolidated 
technologies, i.e. DG and HRSG. These systems are installed and employed to satisfy the largest part 
of the demand, with a small contribute by electrical batteries.  

• In the near future scenario, characterized by lower hydrogen price, PEMFC are installed as well on-
board to generate a part of electrical energy. This fact leads to CAPEX increase, but also allows for a 
reduction in terms of CO2 emissions and related fees.  

• In all the scenarios, the largest costs are due to fuel and CO2 taxes, which are both strongly dependent 
on international markets and environmental/energy policies: an increase in CO2 fees or in fossil fuel 
prices, or a decrease in hydrogen production cost, can represent one of the key points for economic 
feasibility of more sustainable solutions. 

In the future, the MILP model will be used to assess more precisely the impact of CO2 taxation on the optimal 
energy solution. The library of components considered by the tool will be expanded, introducing electric boiler 
technology as an alternative to HFO-fuelled boilers. This solution expected to further reduce CO2 emissions. 

Moreover, the MILP tool will be tested on different types of vessels, to understand how different sizes and 
navigation plans change the best power generation strategy. 
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Appendix A 

 
Table A.1.  Database of main technologies implemented and available in the tool. 

Diesel Generators 

Supplier Model 
Brake Power (max-min) 

 [kW] 
Efficiency (max-min) 

 [%] 
Kcost [€/kW] Kgrav  

[t/kW] 
Kvol 

[m3/kW] 

Useful 
Life  
[y] 

Wartsila 8L25 3000-900 55-30 250 0.0089 0.0167 25 

Wartsila 8V31F 4880-1464 55-30 250 0.0117 0.0184 25 

Wartsila 10V31F 6100-1830 55-30 250 0.0106 0.0163 25 

Wartsila 14V31 8540-2562 55-30 250 0.0099 0.0163 25 

Wartsila 16V31 9760-2928 55-30 250 0.0095 0.0154 25 

Wartsila 8L46F 9600-2880 55-30 250 0.0129 0.0108 25 

Wartsila 12V46F 14400-4320 55-30 250 0.0123 0.0155 25 

Wartsila 14V46F 16800-5040 55-30 250 0.0129 0.0191 25 

Wartsila 16V46F 19200-5760 55-30 250 0.0121 0.0184 25 

Rolls-Royce 
MTU 

12V 4000 P63 1350-405 55-30 250 0.0054 0.0062 25 

Rolls-Royce 
MTU 

16V 4000 P63 180-540 55-30 250 0.0049 0.0055 25 

Rolls-Royce 
MTU 

20V 4000 P63 2245-674 55-30 250 0.0048 0.0051 25 

MAN 14V51/60DF 14700-4410 55-30 250 0.0151 0.0199 25 

Isotta Fraschini V1712C2 MLH 1350-405 55-30 250 0.0034 0.0062 25 

Isotta Fraschini V1708C2 MLL 815-245 55-30 250 0.0044 0.0061 25 

Solé Diesel SDZ-280 200-60 55-30 250 0.0034 0.0056 25 

Solé Diesel SDZ-205 143-43 55-30 250 0.0045 0.0076 25 

Organic Rankine Cycles 

Supplier Model 
El.Power Output (max-min) 

 [kW] 
Efficiency (max-min) 

 [%] 
Kcost [€/kW] Kgrav 

 [t/kW] 
Kvol 

[m3/kW] 

Useful 
Life 
 [y] 

Zuccato Energia ZE-30-ULH 30-15 8.5-4 2500 0.103 0.323 15 

Zuccato Energia ZE-40-ULH  40-20 8.9-4 2500 0.078 0.243 15 



II 
 

Zuccato Energia ZE-50-ULH  50-25 9.1-4 2500 0.090 0.206 15 

Zuccato Energia ZE-100-ULH  100-50 8.3-4 2500 0.065 0.348 15 

Orcan Energy eP M 050.100 HP 100-50 9-4 2500 0.023 0.033 15 

Orcan Energy eP M 150.200 200-100 9.5-4 2500 0.023 0.037 15 

Proton Exchange Membrane Fuel Cell 

Supplier Model 
El.Power Output (max-min) 

 [kW] 
Syst.Efficiency (max-min) 

 [%] 
Kcost [€/kW] Kgrav  

[t/kW] 
Kvol 

[m3/kW] 

Useful 
Life 
[y] 

Ballard FCWave 200-55 40-53.5 50 0.0050 0.0098 10 

Nuvera E-45-HD 45-13 37-50 50 0.0042 0.0067 10 

Nuvera E-60-HD 59-16 40-53 50 0.0032 0.0051 10 

Ned Stack PemGen MT-FCPI-100 100-28 37-50 50 0.0250 0.0462 10 

Ned Stack PemGen MT-FCPI-500 500-138 37-50 50 0.0300 0.0858 10 

Powercell Marine System 200 200-55 45-60 50 0.0035 0.0063 10 

Proton Motor HyShip 213-59 40-50 50 0.0035 0.0063 10 

Genevos HPM-40 40-11 40-52 50 0.0048 0.0130 10 

Genevos HPM-80 78-22 40-52 50 0.0042 0.0115 10 

Battery Energy Storage 

Supplier Model 
Capacity 

[kWh] 
El.Power Max (Charge-Discharge) 

[kW] 
Efficiency (Charge-

Discharge) [%] 
Kcost 

 [€/kWh] Kgrav [t/kWh] 
Kvol 

[m3/kWh] 

Useful 
Life  
[y] 

Corvus Energy Orca Pack249 249 747 70-80 400 0.013 0.011 10 

Corvus Energy Orca Pack992 992 2976 70-80 400 0.013 0.011 10 

ABB containerized ESS 1100 1100 70-80 400 0.027 0.049 10 

ABB eStorage Flex 10-190 190 160 70-80 400 0.028 0.114 10 

ABB eStorage Flex 10-240 240 160 70-80 400 0.024 0.090 10 

Nidec marine battery pack 120 120 70-80 400 0.007 0.007 10 

Forsee power Pulse15 146 146 572 70-80 400 0.018 0.017 10 

Forsee power Pulse15 219 219 857 70-80 400 0.018 0.017 10 
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Abstract: 
The operation of wastewater treatment plants (WWTP) faces numerous challenges. These facilities must 
guarantee effluent quality requirements addressing also economic and environmental issues in the presence 
of variable influent conditions. This work presents a comprehensive analysis of the influence of climate and 
meteorological conditions into the eco-efficiency aspects of control/operational strategies applied in WWTPs. 
The main novelty of this work is the consideration of dynamic environmental performance in the assessment 
method, which allows to identify the impact on eco-efficiency of the eventual and seasonal variations of 
temperature and precipitations. Different operation scenarios, with different wastewater temperature profiles 
and precipitation levels are defined, and eco-efficiency is evaluated in terms of emissions to water and energy 
consumption. Annual and monthly performance indicators are computed to provide a general view of plant 
behaviour in the different conditions. The Benchmark Simulation Model (BSM2) has been selected as a 
reference WWTP model. The analysis is performed from a plant-wide perspective, since the effects on different 
units of the plant are considered. The analysis makes possible to identify the operational issues and control 
problems that should be tackled to address environmental impacts as eutrophication and global warming 
potential, resulting in an improvement of WWTP eco-efficiency.   

Keywords: 

Wastewater treatment plants, eco-efficiency, sustainability, process control. 

1. Introduction 
The operation of wastewater treatment plants (WWTP) faces numerous challenges. These facilities must 
guarantee the imposed effluent quality standards, while attempting to address economic issues and 
environmental impact of the operation. These three aspects: emissions to water, environmental impact and 
economics have to be considered in a sustainability framework. In this study a comprehensive analysis of the 
influence of climate and meteorological conditions into the eco-efficiency aspects of control/operational 
strategies is performed.   

The attainment of eco-efficiency targets when running WWTPs is a complex task because it includes the 
evaluation of environmental and economic performance indicators which are usually in conflict [1-3]. Then, a 
holistic viewpoint is necessary [4, 5] in the search for sustainable solutions for WWTP operation.  Several 
performance indicators and assessment criteria for the evaluation of the eco-efficiency of WWTPs are available 
in the literature [1-5]. Among the different environmental performance indicators, measurements and criteria 
of a standardized procedure as the Life Cycle Assessment (LCA) are particularly interesting [1]. 

The variability of the characteristics of the incoming wastewater is one of the main issues that affect the 
operation of WWTPs. The influent flowrate and pollutants load are affected by different factors such as 
population activities, precipitations, sewer management, and industrial discharges [6]. Furthermore, 
wastewater temperature, that depends on ambient temperature and hot water discharges, is a relevant 
parameter [7-9] with a significant influence on biological processes kinetics, oxygen transfer processes and 
heating requirements of some WWTP processes. Therefore, WWTP operation should be accommodated to 
deal with the eco-efficiency, depending on the influent characteristics, while maintaining quality/cost aspects. 

This study aims to determine the influence of climatological and meteorological conditions on treatment 
effectiveness and energy consumption in a conventional WWTP. The analysis is performed from a plant-wide 
perspective, since the effects on different units of the plant are considered. Some typical performance 
indicators [5, 10-12] and complementary efficiency indexes are selected to evaluate the effect of precipitations 
and temperature variations on the throughput of the WWTP. Dynamic evaluation of WWTP of performance 
[13] considering monthly operational windows for different weather scenarios is proposed to observe the 
influence of different operating conditions (and therefore costs) on the eco-efficiency of the operation. The 
Benchmark Simulation Model (BSM2) [10-12] has been selected as a reference WWTP model to drive the 



study. The main idea is to provide an assessment tool that facilitates the integration of meteorological insights 
in the formulation of the WWTP operation strategy. 

The remainder of this paper is organized as follows.  The BSM2 simulation platform, its control system and the 
eco-efficiency indicators are described in section 2. Section 3 introduces the methodology for the eco-efficiency 
assessment under different meteorological conditions. The results of the simulations of BSM2 plant under 
different meteorological conditions and the analysis of performance are presented in section 4. Conclusions 
are presented in section 4. 

2. Process and control system 
The BSM2 simulation platform is selected to describe the behaviour of a conventional WWTP with activated 
sludge biological treatment and anaerobic digestion. This is a widely recognized simulation platform designed 
as a benchmark to test control strategies applied to wastewater treatment facilities from a plantwide 
perspective [10-12]. The BSM2 version used in this work [12] represents only nitrogen removal processes. 
The phosphorous removal processes are not considered. 

The influent data available in the BSM2 platform is obtained from influent generation models [6] that 
contemplates temperature, influent flow and pollutants concentration variations characteristic of a WWTP in 
the Northern Europe region. The analysis presented in this paper concentrates on the effect generated by 
temperature variations and precipitations.  

2.1. Process description 

The BSM2 plant model, the simulation platform and the evaluation protocol are described in [10-12]. BSM2 
layout includes primary clarification and activated sludge process units in the water line, and anaerobic 
digestion, thickening, dewatering units and a storage tank in the sludge line (Fig.1). The influent model is 
described in [6], temperature variation is represented using a combination of sine functions that represents 
daily and seasonal variations, and load data represents influent flow and pollutants concentration variations 
associated with population activities, industrial activities, sewer effects and rain effects. Table 1 summarizes 
characteristic influent parameters.  

 

 

 

 

Figure. 1.  BSM2 simulation platform layout and default control strategy 

 

Table 1. Characteristic values of the significant variables of the influent profile 

Variable Average Maximum Minimum 

T (ºC) 15 20.5 9.5 

Qin (m3/d) 20648 85841 5146 

Ntot influent (gN/m3) 55.2 114.2 7.7 

COD influent (gCOD/m3) 592.2 1213.0 36.5 

 

BSM2 activated sludge process (ASP) [10-12] is described here to facilitate comprehension of the paper. There 
are five bioreactors, denitrification process occurs first in two anoxic and perfectly mixed reactors. External 
carbon dosage (Qcarb) is required to keep denitrification, and internal recirculation (Qa) is used to transfer 
nitrates from aerobic reactors. The 3rd to 5th reactors are aerobic to promote nitrification process. Oxygen is 
provided by an aeration system and the oxygen transfer is represented by oxygen transfer coefficients: KLa3, 
KLa4, Kla5 of each aerobic reactor. A settler separates the clean water (Qe) that is discharged, and the sludge, 



that is divided: wastage flow (Qw) is fed to the sludge line thickener, and external recycle flow Qr returns to the 
head of ASP.  

The anaerobic digester produces biogas and stabilizes the sludge. An operation temperature of 35ºC is 
necessary, then BSM2 considers a micro gas turbine to produce the heat required by the digester [12] and 
immediate electricity. The energy content of biogas is estimated as 13.89kWh/kgCH4, a biogas to electricity 
efficiency of 43% and a biogas to heat efficiency of 50% is considered in BSM2 performance evaluation.  

2.2. Control strategy 

The predetermined control strategy provided with the BSM2 platform [10-12] is employed for all the case 
studies presented in this paper. It consists on DO control in the 4th reactor and timer-based control of Qw. In 
the aerobic reactors, the levels of dissolved oxygen (DO) should be between 1 to 2 gCOD/m3 to promote 
nitrification. Then, BSM2 applies a control system for the regulation of DO in the 4th reactor manipulating the 
oxygen transfer coefficient of the fourth reactor (KLa4). A PID controller is implemented in the proposed control 
loop, the tuning parameters can be found in [13]. The coefficients KLa3 and KLa5 depends on KLa4, with 
proportional gains of 1 and 0.5, respectively. The DO concentration in the 3rd and 5th reactor is affected by 
control actions applied in the fourth reactor.  

Sludge purge flow (Qw) affects the sludge age or solids retention time (SRT). In the BSM2 platform a timer-
based control of Qw is applied. If the wastewater temperature is below 15ºC (colder season) wastage flow (Qw) 
is set to 300 m3/d, else Qw is set to 450 m3/d. 

2.3. Eco-efficiency indicators 

The eco-efficiency assessment of WWTPs includes the evaluation of environmental and economic 
performance indicators which are usually in conflict [1-3], then, the search for sustainable solutions for the 
operation of these facilities results in an interesting multi-objective problem. Several performance indicators 
and assessment criteria for the evaluation of the eco-efficiency of WWTPs are available in the literature [1-3]. 
The consideration of measurements and criteria of a standardized procedure as the Life Cycle Assessment 
(LCA) is recommended, especially, the metrics in the impact categories of Eutrophication Potential and Global 
Warming Potential [1] which are important issues for these facilities. The Eutrophication Potential is associated 
with the emissions to water, and Global Warming Potential is associated with the energy consumption and the 
corresponding indirect emissions to air in the energy sources. 

BSM2 platform provides a systematic evaluation protocol of plant performance under the different control 
strategies tested in the plant. Relevant variables such as the load and concentration of pollutants in the influent 
and the effluent, production of biogas and sludge are computed for a given evaluation period, as well as 
indicators of the suitability of the WWTP operation, as influent and effluent quality, violations of the effluent 
requirements, energy consumption and operation costs.  

In this work, some of the performance indicators proposed in BSM2 platform are used to evaluate the 
environmental performance of the WWTP. The selected indicators are focused on the level of pollutants in the 
influent and the effluent, the use of energy and production of biogas in the plant, and in the operation costs. A 
general description of the indicators is presented below, a detailed description including equations can be 
found in [5,12]. 

2.3.1. Environmental indicators associated with emissions to water 

▪ Effluent Quality Index, EQI (kg/d):  it is a measure of the total pollution load of the plant discharge for a 
given operation period (i.e.one year). It includes the following measurements of pollutants in the effluent: 
total Nitrogen (Ntot), ammonium (SNH), nitrates (SNO), total Chemical Oxygen Demand (COD), total 
Suspended Solids (TSS) and Biological Oxygen Demand (BOD5) [5, 12].   

▪ Influent Quality Index, IQI (kg/d): it is a measure of the total pollution load of the influent for a given operation 
period (i.e.one year). It includes Ntot, SNH, SNO, COD, TSS and BOD5 load in the influent [5, 12].  

▪ Violations of effluent requirements. Desirable limits of pollutants in the effluent (Total nitrogen, ammonium 
concentration, total Chemical Oxygen Demand (COD) and total suspended solids (TSS)) are given in BSM2 
platform [1-3]:  Ntot < 18 gN/m3, SNH < 4 gN/m3, COD <100 gCOD/m3, TSS<30 g/m3.These values are in 
concordance with current effluent requirements in European countries. Deviation of the levels of pollutants 
in the effluent from desired limits are quantified in terms of number of events, extension of time of the 
infringements (absolute and relative), and magnitude of the violation [5, 12]. 

2.3.2. Environmental indicators associated with energy consumption 

▪ Pumping energy, PE (kWh/d): it is computed considering the pumps available on each unit: the internal 
recycle flow Qa, the external recirculation flow Qr, the wastage flow Qw, the primary clarifier bottom flow, the 
thickener feed flow and the dewatering unit bottom flow [5, 12]. 



▪ Aeration energy, AE (kWh/d): it depends on aeration system characteristics: type of diffuser, bubble size, 
depth of submersion. It is computed from oxygen transfer coefficient on each reactor and the volume of 
each reactor for Degrémont DP230 porous disks at an immersion depth of 4 m [5, 12]. 

▪ Mixing energy, ME (kWh/d): it is computed for activated sludge reactors if KLa<20 d-1 (MEAS) and anaerobic 
digester (MEAD), considering the volume of each reactor and digester volume, respectively [5, 12]. 

▪ Heating energy, HE (kWh/d) and heating energy net (HEnet): HE is the energy necessary to heat the sludge 
to the operation temperature required in the anaerobic digester, and HEnet is zero if methane produced in 
anaerobic digester (AD) covers its heating requirements, otherwise, HEnet=HE-7METprod [5, 12], it is 

computed considering that energy content of biogas is 13.89 kWh/kgCH4 and biogas to heat efficiency is 
50% [10]. METprod (kg/d) is the amount of biogas produced in AD. 

▪ Electricity from biogas (EB, kWh/d): biogas is used in BSM2 to heat AD and to produce electricity 
simultaneously with an efficiency of 43%, then electricity from biogas is computed as 6METprod [10]. 

2.3.3. Economic indicators 

▪ Operational Cost Index (OCI): it is defined in BSM2 as the net energy costs, the sludge production for 
disposal (SP) costs and external carbon addition (EC) costs [5, 12]. 

OCI=AE+PE+3SP+3EC-6METprod+HEnet        (1) 

 2.3.4. Efficiency indicators 

Efficiency indices formulated as the ratio between interesting indicators are considered [10, 11]. 

The energy efficiency (EE), defined here as the ratio between pollution removed by BSM2 plant in kg and the 
energy consumed to achieve such objective (kWh): 

EE=
IQI-EQI

Electricity
 (kg/kWh)       (2) 

This performance indicator has been used in previous works [4-5] however, interpretation of the evolution of 
the index should be cautious. Increments of the index are supposed to indicate efficiency improvement, but in 
some cases the index increases due to limitations of the control system that affect the energy use, then the 
index increases, but elimination of pollution is incomplete. 

The treatment efficiency (TE) that is the ratio between the load of pollutants removed and the load of pollutants 
in the influent: 

TE=
IQI-EQI

IQI
        (3) 

The heating methane harnessing (HMH) that is the ratio between available heating energy from methane 
7METprod and anaerobic digester heating requirements: 

HMH=
7METprod

HE
        (4) 

The electrical methane harnessing that is the ratio between the electrical energy obtained from methane and 
the electricity requirements of ASP (EASP): 

EASP=PE+AE+MEAS (kW)       (5) 

EMH=
6METprod

EASP
       (6) 

3. Description of eco-efficiency assessment procedure under different 
meteorological conditions 

Four scenarios characterised by different influent conditions have been defined to evaluate the influence of 
climate and meteorological conditions on treatment effectiveness and energy consumption in BSM2 plant. 
Then, fifth case studies are considered including the default BSM2 scenario. The predeterminate BSM2 control 
strategy described in section 2.2 is applied in all cases. 

▪ Scenario 1. Default. The BSM2 influent characteristics as described in table 1. 

▪ Scenario 2. Wider temperature profile variation (W. T.). Mean temperature: 15ºC, minimum temperature: 
5ºC and maximum temperature: 25ºC. 

▪ Scenario 3. Higher temperature profile (H.T.). Mean temperature: 19ºC, minimum temperature: 10ºC and 
maximum temperature: 27ºC.  



▪ Scenario 4. Rainy year (R.Y.). The BSM2 influent data is modified copying and inserting data corresponding 
to rain events in the dry periods of the default influent profile. 

▪ Scenario 5. Dry year (D.Y.). The BSM2 influent data is modified copying and inserting data corresponding 
to dry periods events in the rainy periods of the default influent profile. 

 

Figure. 2.  Temperature and influent flow influent profiles for the different scenarios proposed to study the 
impact of meteorological conditions on WWTP performance. 

An evaluation period of one year is recommended in the BSM2 protocol, the evaluation period starts the 1rst 
of July. A sample time of 15min is set in BSM2 platform, however monthly temporal windows are used here, 
to show the evolution of relevant variables. The monthly average profile of influent temperature and flowrate, 
Influent Quality (IQI) and total Nitrogen (Ntot) for the different scenarios is presented in Fig. 2. 

The use of monthly windows facilitates the observation of seasonal changes of climate and meteorological 
conditions. In figure 2, in the representation of influent temperature, it is observed a step descend of 
temperature from summer season (1rst of July in the northern hemisphere) to winter (months 6 to 9) and the 
return to warmer periods at the end of the year. This trend is maintained in W.T. and H.T. scenarios within 
their corresponding range of  variation. Regarding the influent flow, the first two months (July and August) are 
equal in all scenarios (dry weather and reduced influent flow due to holiday period), but average influent flow 
increases for precipitations, almost in all months in the R.Y. scenario, and decreases in winter and the 
beginning of summer in the D.Y. scenario. Precipitations affect the load of pollutants in the effluent as observed 
in IQI and Ntot profiles, Ntot concentration diminish in the rainy periods. Temperature variations do not affect 
influent pollutants concentration in BSM2 model. 

4. Results 
Simulations of plant behaviour, using the default BSM2 influent profile and the data adjusted according to the 
four scenarios describing temperature and precipitation changes, have been executed. Annual average 
performance and dynamic performance is evaluated and compared for the different scenarios. Control system 
performance is examined in the case that exhibits the worst behaviour associated with temperature and 
precipitations changes, to determine the possible drawbacks of the control system in these situations and to 
contemplate possible solutions. 

4.1. Performance analysis in the different climate and meteorological scenarios 

The annual average values of some performance indicators were computed to evaluate the overall 
performance in one year of operation. On the other hand, the dynamic evolution of relevant variables along 
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the year is represented using monthly average values. Dynamic analysis makes possible to observe the 
seasonal effects of the influent variations in the operation period.  

4.1.1. Comparison of the annual average performance 

The annual average values of selected indicators of performance are presented in table 2. IQI is used as 
indicator of the load of pollutants in the influent to be removed. Environmental indicators associated with 
emissions to water are EQI, Ntot and SNH violations and TE. SNH violations are measured as the period of time 
out the desired limits. Energy consumption is measured with indicators of electricity use in ASP (EASP) and 
heating energy of AD (HE), and the ratios: EE, HMH and EMH, that measure of the amount of electricity used 
for removing pollution, and the usefulness of biogas to produce the heat and electricity required for the plant 
operation. Evaluation of emissions to water and energy consumption are associated with the eutrophication 
potential and global warming potential, that are environmental impacts in the recognized Life Cycle 
Assessment. OCI indicates the overall operation costs. 

According to annual average values presented in Table 1, in H.T. scenario the operation at higher 
temperatures is favourable for environmental performance. Heating efficiency (HMH, HE) improves because 
the difference between the operation temperature of AD (35ºC) and the temperature of the sludge decreases. 
Electrical efficiency increases (EE), but consumption of electricity in ASP (EASP) is the highest compared with 
the other evaluated scenarios. Then, the EE index increases due to the improvement of pollutants removal. 

On the other hand, W.T scenario exhibits the minimum consumption of electricity (EASP) but the worst electrical 
efficiency (EE), which indicates a lower removal of pollutants. This is corroborated by environmental indicators 
with extremely long violation periods of SNH and Ntot limits. This W.T. scenario exhibits the minimum OCI among 
the different cases studies, probably because it presents the minimum consumption of electricity (EASP). Then, 
the conditions that provoke the minimum operations costs, produce the poorer environmental performance.  

In the case of the Rainy Year scenario (R.Y.), the indicators of violations of the SNH and Ntot requirements in 
the effluent are acceptable, but it exhibits the worst EQI values, with an increment of 7.3% with respect to the 
Default scenario. The temperature profile is equal for the Rainy and the Default scenarios, but a lower heating 
efficiency  (HE) is observed in the former, indicating that the Rainy influent profile produces changes in the 
load of the anaerobic digester that increases the energy demand. 

 
Table 2.  Annual average values of selected performance indicators 

 Default W.T H.T. R.Y D.Y. 

IQI (kg/d) 74783 74783 74783 74747 74584 
EQI (kg/d) 5576.7 5809.1 5218.2 5984.0 5375.0 
OCI (EUR/d) 9450.0 9368.4 9650.3 9462.7 9437.2 
Electricity (EASP, kWh/d) 5017.1 4941.0 5126.3 5012.3 5009.2 
Heating energy (HE, kWh/d) 4225.3 4260.7 3357.2 4437.4 4130.6 
Ntot violation (time d) 4.28 7.48 1.19 5.56 4.23 
SNH violation (time d) 1.49 19.20 0.51 4.17 0.98 
Treatment Efficiency (TE) 0.93 0.92 0.93 0.92 0.93 
Electrical Efficiency (EE) 12.72 12.86 12.54 12.65 12.74 
Heat from methane/HE (HMH) 1.80 1.79 2.17 1.69 1.84 
Electricity from methane/ EASP (EMH) 0.24 0.24 0.28 0.22 0.25 

 

4.1.2. Comparison of the dynamic performance of BSM2 in the proposed scenarios 

The evolution of environmental indicators: Effluent Quality, Ntot concentration, SNH concentration and 
Treatment Efficiency (TE) is presented in Fig. 3. In the figure, it is noticed a superior performance of the WWTP 
in the W.T. scenario compared with Default scenario in the warmer months (months: 1-4, 10-12). In the colder 
months (5-9), temperature of W.T scenario ranges between 13-6ºC (Fig. 2), while the minimum temperature 
of Default and H.T scenarios is 10ºC. In this colder period of operation,  EQI, Ntot and SNH for the W.T scenario 
experiment a significant increase with respect to H.T and Default conditions. Moreover, the treatment efficiency 
(TE) representation shows how pollutants removal efficacy decreases in the colder period in all the cases 
studied, but the reduction in the W.T. scenario is significant due to the lower temperatures. This behaviour 
cannot be appreciated in an analysis based on annual average indicators.  

Regarding energy consumption and methane exploitation, Fig. 4 shows the dynamic evolution of the 
corresponding indicators. Electricity consumption in the ASP presents an important reduction in the colder 
month for the W.T. scenario, that is reflected as an increment of the EE and EMH ratios. In this case, larger 
values of these indicators could be interpreted as an improvement in the electrical efficiency of the plant, 
however, the observation of the environmental metrics leads to detect an operation problem in the colder 
period of W.T scenario. The HMH ratio, in the fourth subplot, is related with the use of methane to cover heating 



requirements of digester; it varies between scenarios in the periods of higher temperature, but attain similar 
values in the colder periods. 

 

Figure. 3. Comparison of the effluent quality indicators for the operation scenarios focused on temperature 
variation (W.T., H.T.). 

 

Figure. 4. Comparison of the energy efficiency indicators for the operation scenarios focused on 
temperature variation (W.T., H.T). 
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Figure. 5. Comparison of the effluent quality indicators for the operation scenarios focused on variation of 
precipitations (R.Y., D.Y.) 

 

Figure. 6. Comparison of the energy efficiency indicators for the operation scenarios focused on variation of 
precipitations (R.Y., D.Y.). 
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Figure 5 shows the comparison of the environmental performance indicators for the Default, Rainy Year (R.Y) 
and Dry Year (D.Y.) scenarios. It is observed that continuous precipitations affect negatively the indicators of 
effluent quality, specially SNH concentration and the Treatment Efficiency (TE), although total nitrogen (Ntot) is 
slightly improved. The dynamic evolution of the energy consumption indicators is presented in Fig. 6. Electricity 
consumption is similar for the three scenarios and the effect of precipitations on the efficiency indicators is not 
clear. The effect of precipitations requires a detailed analysis considering separately the effect of precipitations 
and the effect of human activities. In this study both effects are combined in the R.Y. and D.Y. scenarios. 

4.2. Comparison of control system performance in the W.T. and Default scenario. 

Dynamic control system performance is studied to find the issues behind the atypical behaviour observed for 
the operation in the W.T. scenario in the colder periods. Figure 5 and Fig.6 shows the control variables: KLa4, 
SO4, SO3 and SO5 in the Default and W.T. scenarios, respectively. 

In both scenarios, good tracking of SO4 reference is achieved with reasonable movements of the manipulated 
variable Kla4, there are no saturations nor instabilities.  It is noticed that average  KLa4 decreases between 
the days 275-300, that correspond with the second month (August), that is the period with the lower load (see 
Fig.2). In the colder months (days: 400-500d, months 6-9), a slight reduction of KLa4 is observed in the Default 
scenario, that is significant in the W. T. scenario (blue lines). This behavior explain the reduction of the energy 
consumption in the W.T. scenario. Furthermore, controlled SO4 is not affected by KLa4 reduction in the colder 
days, and good reference tracking is maintained, but SO3 and SO5 concentrations are affected.SO3 increases 
and SO5 decreases in the colder period. This effect is amplified in the W.T: scenario, with SO5 concentration 
approaching to the minimum allowed DO levels (see Fig. 6) This situation possibly produces the poor 
environmental performance in the W.T. scenario that reaches the lower temperatures. 

 

 

Figure. 5. Dynamic response of the plant in the default operation scenario. (SO4 set-point: 2mgCOD/l. 
Yellow and red lines: filtered signals. Blue lines: samples obtained each 15min) 
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Figure. 6. Dynamic response of the plant in the W.T scenario (Wider temperature variation with respect to 
default scenario). (SO4 set-point: 2mgCOD/l. Yellow and red lines: filtered signals. Blue lines: samples 

obtained each 15min) 

 

5. Conclusions 
The evaluation of plant behaviour under different climate and meteorological scenarios has been carried out 
portraying annual performance, computing annual average eco-efficiency indicators, and dynamic 
performance, considering monthly operation windows. The analysis was performed from a plant-wide 
perspective, since the effects on different units of the plant were considered. The effect of weather conditions 
on environmental performance, in terms of emissions to water and energy consumption, an energy 
consumption was evaluated with appropriated indicators. The analysis showed that temperature variations 
affect significantly the environmental performance of the plant. Operational issues and control problems were 
detected in the periods of lower temperatures, that affect energy consumption. On the other hand, an influence 
of precipitations on indicators of emissions to water and energy consumption is observed, but deeper study of 
influent variations of concentration and influent flowrate is necessary. These problems should be tackled to 
address environmental impacts as eutrophication and global warming potential, save energy and reduce 
operation costs to make WWTP operation more eco-efficiency.   
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Nomenclature 
 

Temperature (ºC) T  Activated Sludge Process ASP 

Influent flow (m3/d) Qin  Anaerobic Digestion AD 

Total nitrogen (gN/m3 o mgN/l) Ntot  Wider Temperature W.T. 

Chemical oxygen demand (gCOD/m3) COD Higher Temperature H.T. 

Influent Quality Index (kg/d) IQI  Rainy year R.Y. 

Effluent Quality Index (kg/d) EQI  Dry year D.Y. 

Operational Cost Index (EUR/d) OCI  Oxygen Transfer Coefficient for i 
reactor 

KLai 

Electrical Efficiency (kg/kWh) EE Oxygen concentration reactor i SOi 

Heat from methane (kWh/d) HE Dissolved Oxygen DO 

Treatment Efficiency  (Dimensionless) TE Total Suspended Solids TSS 

Electricity from methane (Dimensionless) EMH Aeration Energy AE 

Heat from methane (Dimensionless) HMH Mixing Energy ME 

Electricity consumption in ASP (kWh/d) EASP Pumping Energy PE 
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Abstract: 

An accurate ship fuel consumption prediction model is the basis for ship energy analysis. Based on an 
established ship fuel consumption prediction model with input navigational features. We use the Gurobi 
solver to optimize the ship's speed to minimize fuel consumption on a given route. In addition, We compare 
the changes in the fuel-saving rate before and after applying the smoothing method and discuss the pros 
and cons. Compared with the historical average speed, the speed optimization can save 7.9% and 3.2% of 
fuel consumption before and after smoothing, respectively. Proved by experiments that ship speed 
optimization considering the influence of weather conditions can significantly reduce ship fuel consumption 
and provide decision support for shipping companies' operations. 

Keywords: 

Machine learning; Grey-box model; Ship fuel consumption prediction; Ship speed optimization; Data 
smoothing. 

1. Introduction 
In recent years, with the gradual warming of the global climate, the international community has paid 

more attention to the issue of greenhouse gas emissions. According to the Fourth International Maritime 
Organization (IMO) Greenhouse Gas (GHG) Study, the carbon intensity (i.e., CO2 emissions per unit of 
Gross Domestic Product(GDP)) of international shipping decreased by about 11% between 2012 and 2018. 
Still, annual greenhouse gas emissions increased from 977 million tons to 1,076 million tons ([1], [2]). The 
emission of GHG is closely related to the fuel consumption of ships. As the carrier of waterway transportation, 
ships consume massive amounts of energy every year, producing a large amount of GHG. The IMO has 
already set strict limits on air pollutants to reduce GHG emissions from the shipping industry. At the same 
time, shipping companies are paying more attention than ever to the energy efficiency of their ships as fuel 
costs become an increasing proportion of their operating costs. Improving ship energy efficiency and 
reducing fuel consumption and GHG emissions through various energy efficiency optimization measures are 
essential for shipping companies to reduce ship operating costs and improve their competitiveness. 
Therefore, these resources need to be managed and utilized more effectively. 

With the continuous development of ship intelligence and digitization, as well as the continuous 
improvement of machine learning, data mining, and other methods, through the intelligent and diversified 
monitoring of various parameters and indicators generated during the ship's navigation, as well as the 
weather, sea conditions and other information encountered and analysis, the decision support system can 
make more realistic suggestions for different situations in the course of the ship's navigation. Using data 
analysis to study ship fuel consumption has become a research hotspot. It is applied to analyze the massive 
data generated during ship navigation as a fuel consumption optimization analysis and decision support 
system [3]. 

The rest of the paper is organized as follows. Section 2 is an introduction to published articles in related 
fields. Section 3 is the data pre-processing and a short introduction to the proposed model, which we have 
covered in detail in another paper. Section 4 developed the function model of speed optimization and the 
introduction of Gurobi. Section 5 introduces the solution results of Gurobi before and after data smoothing 
using the EWMA. Finally, conclusions are drawn in Section 6. 

 



2. Related work 
Many researchers have devoted themselves to optimizing the navigation process of ships through 

mathematical formulas and calculation methods of ship energy consumption terms of ship energy 
consumption. Zaccone [4] proposed a three-dimensional dynamic planning-based ship navigation 
optimization method, which takes the minimum fuel consumption as the goal and selects the best route and 
speed for the ship's navigation according to the weather forecast map. The results show that the fuel-saving 
effect is very significant. Still, the percentage of fuel-saving and the influence of related parameters (trim, 
draft, etc.) on fuel consumption have yet to be reported. The mathematical model, the white-box model, 
derives the fuel consumption by calculating the resistance in different wind and wave conditions. Because of 
the derivation and superposition of the formula, the error will be magnified, and detailed hull parameters are 
required, which requires high accuracy.  

Statistical data analysis is a prevalent and widely accepted method in optimizing ship energy 
consumption. It is necessary to study the data generated by ships in different states during operation through 
additional classification and clustering methods. Perera [5] analyzed different trim values of engine fuel 
consumption rates based on statistical data analysis and achieved optimal sailing conditions by identifying 
different draft values. In addition, he proposed a data processing framework, including data pre-processing 
with the data-driven model, sensor, and fault identification and post-processing. This data processing 
framework laid a foundation for the ship's data analysis platform [6].  

Data analysis methods extract hidden information and knowledge by analysing various datasets to help 
explain information and make decisions [7]. Lu [8] discussed voyage optimization, which involved selecting 
the best route for a ship's voyage to increase energy efficiency and reduce greenhouse gas emissions, and 
proposes a semi-empirical ship operational performance prediction model that can accurately predict a ship's 
performance under different conditions. Venturini [9] proposed a mathematical model to solve the Berth 
Allocation Problem (BAP) in the container shipping industry, which extends to cover multiple ports in a 
shipping network, optimizes speed on all sailing legs, and reduces the total time of operation and fuel 
consumption, and emissions. Compared with the ship fuel consumption prediction model based on ship 
propulsion principles and mathematical formulas (white-box model) ([10]), the model based on the machine 
learning method (black-box model) ([11]) usually has higher prediction accuracy and can relatively accurately 
capture the impact of various weather/sea conditions and other external factors on the ship fuel consumption. 
Jeon [12] proposed a big data analysis approach for smart ships, using artificial neural network (ANN) to 
accurately predict the fuel consumption of main engines, after testing various hidden layers, neurons, and 
activation functions, which outperforms polynomial regression and support vector machine methods. Kee [13] 
proposes the multiple linear regression (MLR) methods to construct fuel efficiency profiles for working 
tugboats and the development of a Fuel Consumption Analysis System for real-time fuel consumption 
monitoring and operation at optimal fuel efficiency, demonstrating up to 37.1% fuel savings in real 
operational data. Omer [14] proposed a tree-based modeling approach using high-dimensional data to 
monitor ship performance under operational conditions. This model uses publicly accessible data, and the 
results show that the proposed model outperforms other methods, such as ANN and GP, in ship 
performance monitoring. The findings contribute to ship management companies in monitoring ship 
operational performance. The high accuracy of the black-box model has laid a solid foundation for multiple 
measures of ship energy efficiency optimization. 

The inexplicability inside the black box model has caused many researchers to have concerns. 
However, its high accuracy and simple method for ship fuel consumption prediction provide a good example 
and research prospect for ship energy consumption analysis. Bialystocki and Konovessis [15] calibrated ship 
fuel consumption-speed curves by polynomial regression method based on 418-noon report data of transport 
ships, thus obtaining a set of ship fuel consumption-speed curves that can be used under most weather 
conditions and loading conditions. Yan [16]used the Hadoop framework and the MapReduce method based 
on the ship sensor data and realized the fine segmentation of the ship route. They optimized the engine 
speed of inland ships by obtaining the optimal segment set by the particle swarm optimization algorithm. Du 
[17] built an Artificial Neural Network (ANN) model to predict the ship fuel consumption by using the noon 
report data of ships and then optimized the speed and trim of ships during navigation by two-stage 
optimization method of shore-based and offshore. Because of the high nonlinearity of the ANN model, they 
proposed a dynamic programming algorithm to solve the objective function of the optimization problem. Their 
results show that optimizing speed and trim can reduce ships' fuel consumption by 2% - 7% in actual 
navigation. Yan [18] proposed a Random Forest model for fuel consumption prediction of dry bulk carriers 
based on 242 noon-report data. The Mean Absolute Percentage Error (MAPE) reached 7.91% in the model 
evaluation results. They used a linear programming solver to solve the speed optimization problem and the 
Savitzky Golay filtering method (SG) [19] to smooth the predicted fuel consumption and make the 
optimization result more reliable. Their results show that fuel consumption can be saved by 6.53% after 
speed optimization. 



Through the above literature analysis, most researchers use the noon report data as the modeling 
dataset for the fuel consumption prediction model. In contrast, the sensor data is collected within a few 
seconds or minutes and can reflect the changes in fuel consumption during the ship's voyage than the noon 
report data collected by days and have a better modeling effect. Although there are studies using sensor 
data to build ship fuel consumption prediction models in speed optimization, their research objects are inland 
ships. Compared with inland ships, ocean-going ships have numbers and substantial power, and they have 
significant potential for energy conservation and emission reduction. Given the above reasons, We have 
established a gray-box model with meteorological conditions as input, combining the black-box model 
(XGBoost) with the Kwon formula in the white-box model. On this basis, we simulated the actual 
meteorological conditions (wind and waves) and the external parameters of the ship (trim, bow, stern draft, 
etc.). We applied the Gurobi solver to optimize the speed of a voyage with an ocean-going carrier as the 
research target. The Exponential Weighted Moving Average (EWMA) method is proposed for the prediction 
model to smooth the prediction results. 

 

3 Data pre-processing and proposed model 
Data pre-processing has a crucial impact on the establishment of models. This section briefly 

introduces a data pre-processing method and machine learning model proposed in previous work [27].  

3.1 Data description and pre-processing 

In this study, we analyzed a sailing test case from an oil tanker consisting of 496 data features, but due 
to sensor failure, some of the collected data had fault signals. We kept the remaining 378,468 (4.38 days) 
data records collected at one-second intervals. Raw data often contain noise that can negatively impact the 
model's generalization ability by causing over-fitting or leading to misleading decisions [20]. Hence, data pre-
processing plays a vital role in improving the generalization performance of a supervised machine-learning 
algorithm [21]. 

This dataset includes alarm signal detection points, temperature, pressure, flow, and other signals, collected 
during a sailing test case from an oil tanker. Fuel consumption optimization is of utmost importance to 
shipping companies since it directly impacts the navigation economy, surpassing rpm and power. Therefore, 
the study aims to filter the data and select relevant features for modelings, such as speed, engine power, 
trim, and draft. The chosen parameters' influence on fuel consumption must be considered. The correlation 
between engine power and fuel consumption already thinks the impact of ship speed and other features. The 
modeling features include speed, fuel consumption rate (FCR), trim, fore and aft draft, and external features 
such as wind and waves. As the sensor dataset lacks wave and current features, wave data (wave high and 
wave direction) was obtained from ECMWF and matched into the sensor data using geographical location 
(latitude and longitude) and collection time. To consider the relative relationship between absolute wind 
direction and ship heading, the angle between the absolute-wind direction and heading was calculated as 
the relative wind direction. The wind from the port side and starboard side has an identical impact, so the 
relative wind direction was converted from 0° ~ 360° to 0° ~ 180°, with 0° meaning the wind is from the bow 
and 180° from the stern. 

After extracting the above data features from the sensor dataset, the following data pre-processing is 
carried out: the data of FCR, wind speed, and wind direction less than 0 are removed; the data of speed 
beyond the range of 10~16.8 knots are removed. The dataset includes nine features: ship speed (V), fore 
draft (Df), aft draft (Da), trim (T), wave high (Waveh), wave direction (Waved), absolute wind speed (Winds), 
wind direction (Windd) and FCR,  147845 rows after these steps. The data distribution of ship speed and fuel 
consumption is shown in Figure. 1. The data statistics are shown in Table 1.  

 



 
Figure. 1. Speed - fuel consumption data distribution after preliminary data pre-processing. 

 

Table 1. Statistical of the modeling input features. 

 V 
(knots) 

Winds 
(knots) 

Windd 
(°) 

Da (m) Df (m) T (m) Waveh 
(m) 

Waved 
(°) 

FCR 
(tons/h) 

Count 147845 147845 147845 147845 147845 147845 147845 147845 147845 

Mean 13.14 9.42 84.49 18.80 17.23 1.57 0.37 192.57 2.78 

Std 1.92 5.23 44.46 2.92 4.22 1,44 0.25 30.53 0.97 

Min 10.00 0.00 0.00 11.83 7.17 -0.64 0.12 133.20 0.81 

25% 11.5 5.40 54.70 19.11 16.30 0.65 0.17 200.02 2.03 

50% 13.20 8.60 79.50 20.30 19.46 0.91 0.24 204.49 2.77 

75% 14.90 11.90 113.00 20.40 19.69 2.29 0.35 211.72 3.51 

Max 16.80 25.60 180.00 20.70 20.03 5.55 0.85 218.20 4.98 

 

3.2. Proposed model 

In this part, we use a grey-box model that have been proposed before [27], which is combined with the 
black box model (XGBoost) and the Kwon formula of the white box model. The white-box model is based on 
this ship's structural and main-engine parameters [10]. Kwon proposed corresponding formulas for 
calculating ship speed loss and additional effective power ([22], [23]): 𝛥𝑃#𝑃# = (𝑛+1) 𝛥𝑣𝑣)  

(1) 

𝛥𝑣𝑣) × 100% = 𝐶/𝐶0𝐶1 
(2) 

𝛥𝑣 = 𝑣) − 𝑣3 (3) 𝑣) = 𝐹5 ⋅ 7𝐿99 ⋅ 𝑔 (4) 

where 𝑛 is an empirical constant, related to ship type and loading status; 𝑃# is the effective power of the ship 
in calm water; 𝛥𝑣 is the speed loss caused by wind and waves, m/s; 𝑣) is the speed in calm water, m/s; 𝑣3 is 
ship speed in selected weather (wind and irregular waves), m/s; 𝐶/ is direction reduction coefficient, related 
to weather direction angle (concerning the ship's bow) and Beaufort number (BN); 𝐶0 is the speed reduction 
coefficient, which is related to the ship's block coefficient (𝐶;), Froude number (𝐹5), and loading conditions; 𝐶1 is the ship form factor related to ship type, ship displacement (𝛻), and BN; 𝐿99 is the ship length between 
perpendiculars, m; 𝑔 is the local acceleration of gravity, m/s2. 

Black box model Based on the scale of sensor data, we select the XGBoost model based on decision 
trees. Xgboost is a distributed gradient boosting algorithm based on the gradient boosting framework, which 
aims to build boosting trees in order, efficiently, flexibly, and conveniently to solve the regression problem. 
We integrate the Kwon formula into the black box model's pre-processing process, calculate the ship's 
additional fuel consumption under the maximum wind value (Beaufort number (Bn) = 6) in the data, and 
remove it accordingly. Since we only consider the steady-state navigation process of the ship in the speed 
optimization process, the speed change process does not need to take into account (for ocean-going ships, 
the duration of this process is concise and can be ignored).  



In the hyperparameter optimization (HPO), we used the grid search method to perform 5-fold cross-
validation, and optimized the hyperparameters, ‘n_estimators’ and ‘max_depth’ together. The optimization 
range of the two parameters we specified is as follows: ‘n_estimators’ ranges from 100 to 3000, and every 
200 is one step-size, resulting in a total of 15 parameter values; ‘max_depth’ ranges from 3 to 15, and each 
value is one step-size, resulting in a total of 12 parameter values. From this, HPO requires fitting five folds for 
each of the 180 candidates, totaling 900 fits. Regarding accuracy, we use R2 to validate the model. Figure 2 
shows the result of the optimization. And after the HPO, ‘max_depth’ is 9, and ‘n_estimators’ is 100.” 

 
Figure 2. HPO result of the grey-box model 

 

In order to comprehensively compare the prediction performance of the model, Mean Square Error 
(MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), MAPE, and R-Square (R2) are used 
to evaluate the accuracy of the models, the evaluation index formulas are as follows: 

 

(5) 

 

(6) 

 

(7) 

 

(8) 

 

(9) 

where  is the number of samples;  is the true value;  is the predicted output value of the model; 

 is the average value of the samples.” 

The model results were evaluated ten times by randomly splitting the training–test dataset (training–test 
split) and calculating the result each time [27]. Table 2 shows the model evaluation results that the model 
can achieve acceptable accuracy for predicting ship fuel consumption rate.  

Table 2. Grey-box model evaluation results. 
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RMSE 0.0432 

MAE 0.0296 

MAPE 1.7461 

R2 0.9954 

Note: MSE: Mean Square Error; RMSE: Root Mean Square Error; MAE: Mean Absolute Error; MAPE: Mean 
Absolute Percentage Error; R2: R-Square. 

4. Ship speed optimization model 
We study the ship speed optimization problem on a given route between two ports under a given time 

window constraint and speed constraints. And then, the ship's minimum fuel consumption is used as the 
objective function for speed optimization. The weather data (wind speed and wind direction) used in the 
research are all collected in real-time by sensors during the actual navigation of the ship. Usually, the route 
is divided into several segments according to the estimated sailing time or weather conditions. Therefore, 
divided according to the principle that the ship sails for about one day on each segment, and it is assumed 
that a segment has the same weather conditions (more segments can also be divided). 

4.1. Objective function and constraints 

The case route of speed optimization is the ocean route from Ceuta port in Spain to Miami port in the 
United States. The estimated sailing time on the route is 237 hours, excluding entering and leaving the port 
and only the sailing time between anchorages. The route is shown in Figure. 3, divided into ten segments 
according to the sailing days. The distance of each segment is calculated according to the longitude and 
latitude coordinates of the start and end of each segment by using the great circle route formula: 

𝐿=> = 2𝑅 ⋅ 𝑎𝑟𝑐𝑠𝑖𝑛(F𝑠𝑖𝑛3( 𝑙𝑎𝑡𝐴 − 𝑙𝑎𝑡𝐵2 ) + 𝑐𝑜𝑠( 𝑙𝑎𝑡𝐴) ⋅ 𝑐𝑜𝑠( 𝑙𝑎𝑡𝐵) ⋅ 𝑠𝑖𝑛3( 𝑙𝑜𝑛𝐴 − 𝑙𝑜𝑛𝐵2 ))) (5) 

𝐿M>=0.54 ⋅ 𝐿=> (6) 

where R=6378.14 km is the equatorial radius of the earth; 𝑙𝑜𝑛𝐴, 𝑙𝑎𝑡𝐴, 𝑙𝑜𝑛𝐵, and 𝑙𝑎𝑡𝐵 are respectively the 
longitude and latitude coordinates of point A and point B; 𝐿M>is the voyage of the great circle route between 
coordinates A and B, n mile. The distance and sailing time of each segment calculated by combining the 
average speed on the route and the above formula are shown in Table 3. 

 
Figure. 3. Route map. 

 

Table 3. Sailing segment distance and sailing time 

Segment Distance (n mile) Time (h) 
1 366 23.6 
2 381 24.5 
3 380 24.2 
4 375 23.6 
5 357 24.6 
6 357 23.8 
7 389 24.3 
8 372 24.4 
9 376 23.0 
10 316 20.0 



 

Under the dual pressure of economic interests and environmental protection, shipping companies are 
eager to reduce ships' fuel consumptions through various energy efficiency optimization measures. Ship 
speed optimization is such an energy efficiency optimization measure with fuel-saving potential. Currently, 
the objective functions of ship speed optimization mainly include the minimum ship fuel consumption, the 
minimum ship operating cost, the maximum ship revenue, and the minimum ship CO2 emission. Considering 
that the fuel consumption of the main engine largely determines the fuel consumption, operating cost, and 
CO2 emission of the ship, speed optimization is carried out to minimize the fuel consumption of the main 
engine. Therefore, the speed optimization objective function based on the grey-box fuel consumption 
prediction model is as follows: 𝑀OP = 𝑓RO5STUPVW(𝑣R , 𝑡R , 𝑤𝑑R , 𝑤𝑠R , 𝑓𝑑R , 𝑎𝑑R , 𝑤𝑣𝑑R , 𝑤𝑣ℎR) (10) 

𝑇𝑜𝑡𝑎𝑙𝐹𝐶 = 𝑚𝑖𝑛{_𝑀OP ⋅ (𝑑R/𝑣R)
)a
Rb)

} (11) 

where 𝑀OP is the grey-box model; 𝑖 = 1, 2, . . ., 10 represents the segment of the route; 𝑣R is the ship speed 
on the segment 𝑖 (knots); 𝑡R , 𝑤𝑑R , 𝑤𝑠R , 𝑓𝑑R , 𝑎𝑑R , 𝑤𝑣𝑑R , 𝑤𝑣ℎR  are the trim (m), wind direction (°), wind speed 
(knots), fore draft (m), aft draft (m), wave direction (°), and wave high (m) on the segment 𝑖, respectively; 𝑑R 
is the distance of the segment 𝑖, calculated by latitude and longitude (n mile); 𝑇𝑜𝑡𝑎𝑙𝐹𝐶 is the total fuel 
consumption of the ship on the route (tons). 

When ships sail on a given route, shipping companies usually provide a time for the latest arrival at the 
port of destination, so there is a time constraint in speed optimization. In addition, considering the operating 
performance of the main engine under low operating conditions and the main engine rated power limit, 
speed optimization usually has minimum and maximum speed constraints. The constraints of the latest 
arrival time and the minimum and maximum speed are as follows: 

𝑆𝑝𝑒𝑒𝑑hR> : j𝑣R ≤ 𝑣>lW𝑣R ≥ 𝑣>Rn  (12) 

𝑇𝑖𝑚𝑒hR> :_(𝑑R/𝑣R)
)a
Rb)

≤ 𝑇>lW (13) 

Where, 𝑣>lW and 𝑣>Rn are the maximum speed and minimum speed of the ship, which are determined by the 
ship test data. In this study,𝑣>lW=16.8 knots, 𝑣>Rn =10 knots; 𝑇>lW is the latest arrival time, for this route set 
as 𝑇>lW=237 h. 

4.2. Transformation and solution of the speed optimization model 

After obtaining the speed optimization objective function and constraints, the optimal speed of the ship 
can be obtained by applying appropriate optimization algorithms. For optimization problems involving 
machine learning models, conventional nonlinear numerical optimization algorithms (e.g., linear 
approximation method and interior point method) are difficult to solve effectively due to the highly nonlinear 
characteristics of machine learning models. Although emerging heuristic optimization algorithms (e.g., 
genetic algorithms [24] and differential evolution algorithms [25]) can obtain a well acceptable solution in a 
relatively short period, they cannot obtain the exact optimal solution of the optimization problem. Considering 
that the ship speed in actual navigation is usually accurate to 0.1 knots, the continuous optimization range of 
the ship speed [10, 16.8] is discretized according to 0.1 knots, and 0-1 variables are introduced at the same 
time to convert the nonlinear speed optimization problem to mixed-integer linear programming problem. 
Furthermore, this speed optimization problem can be solved by linear programming solvers such as Gurobi. 

5. Results and discussion 
We simulated the meteorological conditions of the ship's navigation process under actual conditions 

and used the model to predict the fuel consumption rate and optimize the speed. 

5.1. Weather conditions and model prediction results 

To evaluate the fuel-saving potential of speed optimization, the ship's historical voyage data on the 
research route are extracted from sensor data, as shown in Table 4. An established grey-box model is used 
to predict the ship fuel consumption rate at different speeds, and the results are shown in Figure. 4. 

Table 4. The ship's historical voyage data on the route 

Segment Trim (m) Draft aft (m) Draft fore (m) Wind direction (°) 
Wind speed 

(knots) 
1 

4 22 18 
56.3 5.8 

2 128.5 13.6 



3 48.9 12.1 
4 162.3 14.6 
5 146.3 18.3 
6 65.4 21.3 
7 175.3 22.9 
8 170.3 16.3 
9 140.3 15.2 
10 100.6 10.6 

Note: Segment is represented by S, for example, S1 represents segment 1. 
 
 

 

 
(a) S1 ~ S5 (b) S6 ~ S10 

Figure. 4. The predicted fuel consumption rate at different speeds in each segment. 
 

The predicted results of the model conform to the cubic relationship between speed and fuel 
consumption. Due to different weather conditions, the results are different in different segments. At the 
speed of 14.5 and 16.5 knots, there is a step phenomenon in fuel consumption. This is because the data is 
not evenly distributed, there is missing data at this speed, which can also be seen in Figure. 1. The lack of 
speed data will lead to an abnormal step in the prediction result of the model to a certain extent.  

 

5.2. Speed optimization results 

To obtain the optimal speed of each segment and the minimum fuel consumption of the ship on the 
route, the corresponding optimization algorithm is developed using Python programming to call the Gurobi 
9.0.2 solver to solve the speed optimization problem. Comparing the speed before and after optimization can 
reveal the reasons for the reduction of fuel consumption after optimization to a certain extent. Therefore, to 
evaluate the fuel-saving effect of speed optimization, the optimal speed is compared with the historical 
average speed in the segment. The speed on the segments before and after optimization and the fuel 
consumption (FC) predicted by the model are shown in Figure. 5 and Figure. 6, respectively. 

 
Figure. 5. Comparison of optimized speed results. 



 
Figure. 6. Comparison of fuel consumption results. 

The fluctuation of the optimized speed is mainly caused by the different weather conditions of each 
segment. Combined with Figure. 5 and Figure. 6, when the optimized speed is higher than the historical 
average speed, the fuel consumption after optimization is still saved than the historical average speed 
(segments 1, 3, 6, and 8). This is due to the small amount of data within the range of 16 ~ 16.5 knots speed, 
which leads to no significant upward trend of fuel consumption rate so the predicted fuel consumption rate is 
low at high speed. When the optimized speed is lower than the historical average speed, the fuel-saving 
effect is significant (segments 2, 4, 7, and 10), indicating that the model fully reflects the fuel-saving effect of 
the ship's slow-down sailing. 

The ship speed, fuel consumption, and the fuel-saving rate on the route before and after optimization 
are shown in Table 5. Among them, the fuel consumption of the ship before and after speed optimization is 
FC1 and FC2, respectively. During the entire voyage, the total fuel consumption is reduced from 717.9 tons 
to 661.0 tons after optimization, the overall fuel saving is 56.9 tons, and the fuel-saving rate reached 7.9%. 
With the current price of marine fuel oil at US$500 per ton, the fuel-saving rate of 7.9% can save US$28,450 
in fuel expenses during a single voyage. That's substantial for a single voyage. 

Table 5. Fuel consumption before and after optimization 

 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 Total 
FC1 (t) 78.9 68.1 74.1 79.5 58.0 66.7 82.1 76.0 77.5 57.0 717.9 
FC2 (t) 74.5 53.6 71.0 67.0 64.8 66.3 69.8 72.7 76.5 44.8 661.0 

Fuel-saving (tons) 
 

56.9 
Fuel-saving rate (%) 7.9 

 

5.3. Optimization results after data smoothing 

As shown in the prediction results in Figure. 4, ship fuel consumption rate has a certain degree of step 
in the speed range of 12~13 knots and 14~15 knots, which is due to the uneven distribution of the speed 
data used in the modeling. The step phenomenon of fuel consumption affects the reliability of the 
optimization results. For example, when the speed changes from 11.9 knots to 12 knots, there is a step in 
the fuel consumption rate. The fuel consumption savings brought by the 0.1 knots reduction in speed are 
considerable, which is not in line with the actual situation. To make the speed optimization results 
reasonable and reliable, it is necessary to smooth the fuel consumption results predicted by the model. The 
Exponential Weighted Moving Average (EWMA) [26] is used to process the predicted fuel consumption. 
EWMA gives different weights to the observed values, obtains the moving average according to different 
weights, and determines the predicted value based on the final moving average. 

The data in a range under the same sailing speed and weather conditions are regarded as a window 
capacity, and certain weights are given. Different weights are used to determine that the current prediction 
result is close to the true value, which can make the prediction result more accurate. As shown in Figure. 7, 
After using the EWMA to smooth the prediction results of fuel consumption rate, the step phenomenon of 
fuel consumption rate is significantly alleviated. The optimization results are shown in Figure. 8 and Figure. 9 
after smoothing the data. 



  
(a) S1 ~ S5 (b) S6 ~ S10 

Figure. 7. Fuel consumption prediction results after smoothing. 
 

 

Figure. 8. Comparison of speed optimization results after smoothing. 

 

Figure. 9. Comparison of fuel consumption results after smoothing. 

After smoothing, the fuel consumption of each segment rises smoothly with the increase of ship speed, 
the step phenomenon of fuel consumption at certain speeds has been significantly alleviated. At the same 
time, it also alleviates the insignificant upward trend of fuel consumption rate due to a lack of data under 
high-speed conditions (16~16.5 knots). 

 

 

 



Table 6. Fuel consumption before and after optimization after smoothing 

 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 Total 
FC3 (t) 70.2 58.4 68.3 73.1 51.6 57.9 76.2 62.7 73.2 49.3 640.9 
FC4 (t) 72.6 51.2 69.7 63.8 64.0 59.1 62.1 66.5 68.5 42.7 620.2 

Fuel-saving (tons)  20.7 
Fuel-saving rate (%)         3.2 
 

The fuel consumption results before and after optimization are compared and shown in Table 6. The 
actual fuel consumption and optimized fuel consumption after data smoothing are FC3 and FC4, respectively. 
The fuel-saving rate for speed optimization after data smoothing is 4.7% lower than that before, but even so, 
it still reaches 3.2%. In the case of a 3.2% fuel-saving effect, speed optimization can still save $10,350 in fuel 
expenses. Speed optimization experiments confirm that ship speed optimization can significantly reduce ship 
fuel consumption, which can provide reliable decision support for shipping companies' ship operations. 

 

6. Conclusion 
Ship speed optimization is a crucial aspect of the shipping industry, directly affecting navigation 

economics. The cost of fuel consumption constitutes a significant portion of a shipping company's expenses, 
and reducing it by even a small percentage can result in substantial cost savings. In this paper, we based on 
the sensor data and ship parameters of an oil tanker, using the proposed grey-box ship fuel consumption 
model, consider the speed of the oil tanker is optimized in consideration of the influence of weather 
conditions to reduce the fuel consumption of the ship's navigation. Moreover, the data smoothing process is 
carried out for the model prediction step problem. The main conclusions obtained are as follows:  

EWMA method is used to smooth the model prediction result, which can effectively solve the problem 
of fuel consumption rate step with the increase of ship speed. The relationship between fuel consumption 
rate and sailing speed is more continuous after smoothing, and the reliability of speed optimization results is 
improved. 

The speed optimization results show that speed optimization considering the influence of weather 
conditions can save 3.2% and 7.9% of fuel for a single voyage, also $10,350 and $28,450, respectively. 
Although this study is only aimed at optimizing the speed of a tanker, the modeling and optimization methods 
used can also be extended to other ship types, which is foreseeable. Ship speed optimization based on 
actual ship operation data can provide strong support for ship energy saving and emission reduction 
decision-making. 
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Abstract: 

Ice energy storage systems (ICES) in non-residential buildings are a promising technology for utilizing waste 
heat arising inside the building to efficiently provide heating and cooling without solar assistance. However, 
there are currently no recommendations for the dimensioning and operation of ICES in interconnected systems 
with a high level of supply security. Therefore, a detailed numerical investigation of a 500 m³ ICES in a research 
building is performed and compared with measurement data over one year within this work. Besides, an 
economic and ecological analysis, a multi-objective evaluation including direct and social costs caused by 
climate change damages is conducted. An optimization of different operation approaches is examined, ranging 
from a simple constant operating strategy over a year or representative week, to seasonal control, to an 
elaborate weekly varying strategy. Moreover, to determine an optimal storage sizing different system 
combinations are investigated, using a downhill simplex algorithm for each given configuration. Frameworks 
for Germany, France and EU27 average are used, whereby their influence is investigated by means of a 
sensitivity analysis. Through an optimized operation, the CO2 emissions can be reduced by 37 % compared 
to a conventional system. The adaptation of the plant concept and the determination of an optimal storage 
dimensioning can also significantly increase the economic feasibility of the realization, whereby a high 
dependence on the prevailing boundary conditions is evident. The use of ICES leads to an ecological 
improvement in all regions considered, whereas the methodology can be applied to further building types in 
the future. 
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1. Introduction 
The progressive climate change and its negative consequences represent an increasingly important challenge 
for society, which is why a more sustainable energy supply is unavoidable in all areas. The building sector is 
currently responsible for 15 % of direct CO2 emissions from the end-use sector, and in fact, its share of 
emissions increases to about 30 % if indirect emissions from building electricity and heat consumption are 
considered [1]. According to the International Energy Agency (IEA), global emissions from space heating are 
steadily declining while cooling is becoming increasingly important. Thus, appliances and cooling are the 
fastest-growing uses of energy in buildings, and their growth is expected to continue. In 2019, only 15 % of the 
energy used for heating was required to meet space cooling demand in the building sector, with about 1 GtCO2 
generated through the use of electricity. Nevertheless, based on stated policy intentions, cooling demand is 
assumed to grow by more than 3 % per year over the next several decades. [2] Beside the higher requirements 
for air conditioning, especially in non-residential buildings (NRB), there are more and more technical devices 
like servers that require cooling. Rather than releasing this waste heat unused into the environment and 
operating refrigeration machines, its utilization represents an auspicious alternative. However, the main 
challenge is the mostly low-temperature level, complicating the search for technical solutions. [3] 

A promising concept is the combined supply of heating and cooling, in which waste heat generated in the 
building is used directly. Especially NRBs can be suitable for this task, since unlike residential buildings, the 
demand for cooling does not only occur in the warmer half of the year and often there is even a simultaneous 
demand for heating and cooling. Nevertheless, Ghoubali et al. [4] show that the important ratio of simultaneous 



heating and cooling demand is often insufficient even in these buildings due to temporal mismatch. In order to 
minimize the effects of this time offset, storage systems come into focus.  

In this context, especially in recent years, there has been an increase in the amount of research. At this point, 
borehole systems, which are coupled with a heat pump, are often considered in order to achieve the required 
high storage capacity. Applications can range from industrial low-temperature waste heat [5] to ice rink and 
waste incineration [6] to data centers [7]. In the cases mentioned, both ecological and economic improvements 
can be achieved. However, the common feature of having borehole installations can be a constraint as well. 
Beside the high investment costs, more and more countries have stricter regulations for drilling, whereby these 
types of systems could not be deployed at all locations.  

A promising extension or even alternative is provided by ice energy storage systems (ICES), which are not 
affected by any regulations. Contrary to numerous other phase change materials (PCM), water is an affordable 
alternative that is neither toxic nor flammable, has long-term stability, and offers a high storage density. The 
first attempts of applying an ice storage for waste heat utilization and simultaneous heat and cold supply 
already dates back to the year 1980 by Shipper [8]. Recently, for example, Philippen et al. [9] have investigated 
the use of waste heat from an air ventilation system in a multi-family house. In a previous paper, the use of an 
ICES entirely without solar support was considered in detail for the first time by Griesbach et al. [10]. In this 
paper, an ICES with a volume of 500 m³ in a research building and a corresponding numerical model are 
examined in detail. Over an evaluation period of 13 months, the ICES can provide therein a considerable share 
of 34 % of the cooling and 31 % of the heating demand. [10]  

In an NRB requiring high security of supply, components such as the ice storage and the associated HP are 
generally integrated in conjunction with other heating and cooling equipment. However, complex mutual 
reciprocal interactions of the interconnected system complicate the identification of an optimal operating 
strategy. In addition, there are no recommendations in the literature so far for the dimensioning of the ICES 
and a prediction on the components which it should be combined with. 

At that point this work sets in, whereby this gap should be filled. For this purpose, the existing model of the 
previous work [10] is supplemented by all generation plants of the compound system and in this context, for 
the first time, it is investigated as a case study. Over a period of one year (1st October 2020 to 30th September 
2021), real plant and consumption data are monitored and compared with numerical results. For this purpose, 
a numerical model is introduced in MATLAB Simulink [11] with the help of the Carnot component library [12]. 
In a first step, the detailed numerical model, which considers the complex mutual interactions, is used to 
investigate the effects of different operating strategies and approaches for optimizing the operation. In addition, 
various plant configurations are investigated for which an optimal storage system is identified with the 
application of a downhill simplex algorithm [13]. To evaluate the operation as well as the dimensioning, an 
economic, an ecological as well as a combined consideration by social costs takes place. The boundary 
conditions of economic and ecological parameters from different locations on the optimization process are 
examined and concluded by a sensitivity analysis. 

2. Description of the system 
Within the framework of this work, a case study is presented, which is located at the Center of Energy 
Technology (ZET) at the University of Bayreuth in the Technology Alliance of Upper Franconia (TAO) building. 
From the 5,600 m² of the research building, about 4,000 m² can be attributed to laboratories and workshops. 
In addition to the heat demand for space heating, the non-residential building has a particularly high cooling 
demand, which occurs during the whole year. In addition to air conditioning, a high proportion is attributable to 
laboratory cooling water for machine cooling. Since the building is not connected to any district heating or 
cooling pipelines, all the required energy is supplied within the building itself. The nominal capacities of all 
loads and producers are provided in a previous publication [10]. This paper focused on the ice energy storage 
system and the development of a numerical model, including analytical validation and comparison with long-
term measurement data. In the present work, on the other hand, the entire system is considered for the first 
time, whereby all plants are considered in a combined model. 

An overview of the whole system is shown schematically in Figure 1. All heat consumers are supplied by a 
common heat distribution network, which is supplied by a conventional gas boiler (GB) and gas-fired combined 
heat and power plant (CHP). The cooling supply of the laboratory cooling water is carried out together with the 
air conditioning via a common network. As conventional generators, a compression chiller (CC) and the 
possibility of free cooling (FC) via dry coolers (DC) at low ambient temperatures are installed.  

The ICES is located as an innovative interface between these two networks. The heat pump (HP) is able to 
act as the main heat generator, if its capacity is sufficient to cover the entire demand. In this case, the required 
flow temperature on the hot water side is set by a mixing valve. If the capacity is not enough, the HP is operated 
in combination with the GB and/or CHP. Then the HP is used to preheat the return flow of heating water, which 
reduces the load on the subsequent producers. The source of the HP is the ice storage or the chilled water 
network directly, the latter assuming that the appropriate heating and cooling demand prevails simultaneously. 
The ice storage is regenerated via the cold water network, which enables it to provide cooling in a time-shifted 



manner. Since all components interact with each other in a complex way, the entire system is considered in a 
common interconnected system. 
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Figure. 1.  Simplified scheme of the heat and cold supply system at the University of Bayreuth 

A detailed data recording of the entire interconnected system up to the distribution takes place. For this 
purpose, over 150 data points are continuously logged with a resolution of 1 minute. These comprise all 
relevant temperatures and flow rates of the respective feed and return lines. The heat meters used are 
PolluWatt Duo II with an uncertainty of ±0.3 %; PolluStat E with an uncertainty ≤±1.5 % at all producers. At the 
sub-distribution, 22 PolluStat E are also installed to record in detail the demand of the different consumers. In 
addition to the provision of load profiles and the analysis of the realized system, the data can be used to 
validate the numerical models. 

3. Methodology 

3.1. Formulation of the numerical model 

The heating and cooling supply system is entirely implemented in a numerical model in terms of the producers. 
The simulation environment applied is MATLAB Simulink [11] including the Carnot Toolbox [12]. The 
components contained therein are mostly adopted unchanged, for instance, the GB, buffer tank according to 
Patankar [14] and hydraulic components. The models of the HP as well as the CHP are extended by lookup 
tables, which are parameterized according to the manufacturer's specifications. To determine the electrical 
power consumption of the DC, the fan characteristic is calculated as a function of the airflow rate. The model 
of Griesbach et al. [10] is used for the ICES, which has been validated analytically in detail and compared with 
real long-term measurement data of over one year. Since it is adaptable in terms of dimension, it can also be 
used in the context of this work to analyse the effects of the dimensioning of the storage. 

3.2. Evaluation of the numerical results 

The evaluation of the plant operation and dimensioning is performed with regard to economic and ecological 
criteria as well as a combined evaluation including social costs. The economic consideration is carried out 
according to the guideline VDI 2067 [15], which combines single as well as recurring payments in a 
consideration period in a so-called annuity. The recommendation of 20 years is used as the period under 
consideration. The interest factor 𝑞 is set at 3 %, the general price increase rate 𝑟 at 3.1 % and the rate for 
electric power at 2 %. In addition, the energy tax refund for the CHP and the EEG surcharge of 40 % for self-
consumed electricity are applied in the case of Germany. Using the methodology from [15], capital-related 
costs 𝐴𝐾 are calculated including the initial investment and possible residual value as well as replacements. 
Demand-related costs are determined by the purchase of natural gas 𝐴𝑉,𝑔𝑎𝑠 and electricity 𝐴𝑉,𝑒𝑙 from the power 
grid. Operating costs 𝐴𝐵 include maintenance, inspection and operation of the plants. In addition, other costs 𝐴𝑆  such as insurance or taxes can be considered. Proceeds 𝐴𝐸  from self-production of electricity are 
subtracted from the costs. The Chemical Engineering Plant Cost Index (CEPCI) is used to relate the investment 
costs of the plants to the same reference year [16]. A summary of the costs and parameters used is shown in 
Table 1. 

  



Table 1.  Economic parameters of the heat and cold generators and the ice energy storage [15,17,18].  

Component 𝐴0, € 𝑇𝑁, yr 𝑛 𝑓𝐼𝑛𝑠𝑡, % 𝑓𝑊+𝐼𝑛𝑠𝑝, % 𝑓𝑂𝑝, h/a 𝐶𝐸𝑃𝐶𝐼 
GB   39,598 20 0 1 2   20 2012-2020 
CHP 224,298 15 1 6 2 100 2012-2020 
CHP (117 kW) 111,913 15 1 6 2 100 2012-2020 
HP   60,180 20 0 1 1.5     5 2012-2020 
CC 316,428 15 1 2 1.5     1 2012-2020 
FC   13,387 20 1 2 1.5     0 2002-2020 
ICES 498,031 50 0 1 1     0 2018-2020 
 

In contrast to the established plants, there is no general cost function available for the relatively new technology 
of ice energy storages. The publication of Allan et al. [19] in which a function for a storage volume of 10 to 
270 m³ is contained constitutes an exception. Since within the framework of this work also larger storage 
systems up to 750 m³ will be considered, an own function based on real costs from the system of the University 
of Bayreuth will be presented. In order to derive from the realized configuration to others, the so-called six 
tenth rule [20] with the default value of 0.6 is used. In addition to the storage volume 𝑉𝑠𝑡, the sum of the pipe 
length of the charging and discharging circuit 𝑙𝐶𝐻+𝐷𝐶 can be varied: 𝐴0,𝐼𝐶𝐸𝑆 = 44151 + 134769 ( 𝑉𝑠𝑡443 m³)0.6 + 152862 (𝑙𝐶𝐻+𝐷𝐶6000 m)0.6

 (1) 

The ecological assessment considers CO2 emissions from gas �̇�𝑔𝑎𝑠 and electricity consumption �̇�𝑒𝑙,𝑐𝑜𝑛 and 
power generation by the CHP �̇�𝑒𝑙,𝑔𝑒𝑛. The total emission 𝐴𝐶𝑂2  is calculated by means of CO2 factors for gas 𝑎𝐶𝑂2,𝑔𝑎𝑠 and electricity 𝑎𝐶𝑂2,𝑒𝑙 for the respective electricity mix of the grid. Since the entire electricity is self-
consumed, a subtraction with the grid factor is performed: 𝐴𝐶𝑂2,𝑖 = 𝑎𝐶𝑂2,𝑔𝑎𝑠,𝑖 ∫(�̇�𝑔𝑎𝑠,𝑖) d𝑡 + 𝑎𝐶𝑂2,𝑒𝑙,𝑖 ∫(�̇�𝑒𝑙,𝑐𝑜𝑛,𝑖 − �̇�𝑒𝑙,𝑔𝑒𝑛,𝑖) d𝑡 (2) 

The reference cases Germany (DEU), European average (EU27) and France (FRA) are utilized to identify the 
influence of the boundary conditions on the evaluation and optimization. A summary overview of the 
parameters applied is given in Table 2. 

Table 2.  Economic and ecological parameters [21–25]. 

Location 𝐴𝑉,𝑔𝑎𝑠, €/kWh 𝐴𝑉,𝑒𝑙, €/kWh 𝑎𝐶𝑂2,𝑔𝑎𝑠, 𝑔𝐶𝑂2/𝑘𝑊ℎ𝑔𝑎𝑠  𝑎𝐶𝑂2,𝑒𝑙, 𝑔𝐶𝑂2/𝑘𝑊ℎ𝑒𝑙 ℎ𝑟, €/h 

DEU 0.0564 0.2016 
194.3 

366 
73 EU27 0.0613 0.1584 226 

FRA 0.0660 0.1099   57 
 

Frequently, an economic and ecological evaluation might not move in the same direction and may even be 
contrary to each other. In order to perform a combined evaluation, there is the challenge of applying a non-
arbitrary weighting. Therefore, in this work, CO2 emissions are attributed a price as a consequence of social 
costs in the form of climate consequential damages 𝑎𝑐𝑙𝑖𝑚,𝐶𝑂2  in accordance with the German federal 
environmental agency [26]. These can be added to the direct costs of the plant operator, allowing a multi-
criteria evaluation to be carried out. Two different values are given for the costs incurred to society by CO2 
emissions in Waldhoff et al. [27]. These differ in terms of the pure time preference rate (PTPR) and thus a 
weighting between the welfare of current and future generations. With a rate of PTPR of 1 %, only 74 % of the 
damage for the next generation (30 years) and 55 % of the damage for the generation after that (60 years) is 
considered. At a rate of 0%, on the other hand, the costs are weighted equally for all generations, resulting in 
higher values for 𝑎𝑐𝑙𝑖𝑚,𝐶𝑂2 . The recommended values depending on the year under consideration are 
summarized in Table 3. 

Table 3.  German federal environmental agency recommendation on climate costs [26]. 

Year of consideration 𝑎𝑐𝑙𝑖𝑚,𝐶𝑂2  at PTPR=1 %, € t CO2⁄  𝑎𝑐𝑙𝑖𝑚,𝐶𝑂2  at PTPR=0 %, € t CO2⁄  

2020 195 680 
2030 215 700 
2050 250 765 
 

In order to obtain a combined evaluation parameter, the annuity of the overall system is added to the total CO2 
emissions, which are multiplied by 𝑎𝑐𝑙𝑖𝑚,𝐶𝑂2. 

  



3.3. Plant operation optimization 

Through the number of the different plants there are 24 possible rank orders of the possible plant operation on 
the cooling side (CCC) and 6 on the heating side (HCC), illustrated in Figure 2. Since these can be combined 
together in any desired way, there is a total of 144 possibilities for operating the compound system. The 
respective aggregate with the highest priority of the rank order under consideration is used first. Should its 
capacity not be sufficient, or if it is not available, the plant with the next higher priority is activated and further 
on. Generally, FC can only be enabled at ambient temperatures below 6.6 °C and the CHP at a heat demand 
of at least 70 % of its nominal capacity. HE CH can only operate at an average storage temperature below 
5 °C in order to achieve a sufficient temperature difference to the cold-water network. HE HP is only applicable 
up to a maximum icing degree of 10 %. The HP can operate up to a degree of icing of 80 % or a minimum inlet 
temperature on the brine side of -9 °C. No separate restrictions exist for the GB and CC. 

 

Figure. 2.  Possible rank orders of the CCC (left) and HCC (right) 

Since mutual interactions exist between the plants and the plant efficiency depends on the state of charge of 
the storage tank, no simple analytical solution can be formulated for identifying the optimal operation strategy 
considering all mentioned aspects. Therefore, different numerical optimization approaches to determine an 
optimal mode of operation are presented and investigated. In Figure 3 these approaches are summarized 
schematically. 

The first and simplest variant is the constant control over the whole year (CCY). For each of the 144 possible 
combinations, an annual simulation is performed and the best one is selected. Henceforth, this will be enabled 
constantly over the entire year. In the second variant, on the other hand, only a simulation period of one week 
is used, i.e. summer (CCS), winter (CCW) and transition (CCT). In order to account for different states of 
charge of the storage, the model of the storage is initialized with four different degrees of icing. In each case, 
one week is simulated and the best variant is chosen in the process. Only with the best one a yearly simulation 
is carried out, which significantly reduces the simulation effort. In the third variant of the seasonal control (SC), 
an ice-building period 𝑃𝑖,𝑏 is first defined. During this period, the priority of HE CH is reduced so that the storage 
is only charged if otherwise the CC has to be activated. The remaining time of the simulation period of one 
year, the respective strategy is used constantly, resulting in the same effort as for CCY. The best variant is 
then selected, which needs to be adjusted by the plant operator at the beginning and end of 𝑃𝑖,𝑏. The fourth 
variant is the weekly adjusted control (WAC), which is also the most complex one. This is basically equivalent 
to a model predictive control with a perfect predictive model. Initially, the first week is simulated with all modes 
of operation and an optimum is selected. The next week is initialized with the final conditions of the previous 
week and an optimum is identified again. The procedure is repeated until a full year has been examined. For 
all strategies, both an economical and an ecological objective function can be defined. 
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Figure. 3.  Flowchart of the CCY (first), CCS, CCW, CCT (second), SC (third) and the WAC (last) 

3.4. Plant dimensioning optimization 

In addition to the analysis and optimization of the operation of the realized configuration, the influence of 
different plant dimensioning and configuration is investigated. The focus lies on the ICES here, so the 
remaining components are dimensioned according to established standard procedures. As the security of 
supply must be guaranteed, these must be able to cover the complete demand even if the storage tank is 
completely charged or discharged. Two reference variants (r) are defined and two variants with ICES (I) are 
considered, which are schematically illustrated in Figure 4. In each variant, the case without (S) and with CHP 
(C) is considered. FC is used in the S(r) and C(r) cases, whereas it is not applied in S(I) and C(I) in order to 
utilize as much of the waste heat as possible through the ICES. In the C cases, a CHP with a nominal power 
of 117 kW is utilized, allowing approximately 4500 full load hours to be obtained. The remaining components 
correspond to the realization, with the exception of the storage.  

With the selected plant concept the dimensioning of the ice storage itself is carried out by a downhill simplex 
method [13], illustrated in Figure 5. Annual simulations with CCY (HCC: 1 & CCC: 15) are carried out during 
the optimization. The storage volume as well as the pipe lengths of both hydraulic circuits are continuously 
varied. The volume is mainly decisive for the storage capacity, which is especially relevant for seasonal 
considerations. The length of CH essentially influences the achievable regeneration power. The pipe length of 
DC determines not only the extraction capacity but also the ice layer thickness that forms around the pipes. 



 
Figure. 4.  Schematic overview of the examined combinations 

 
Figure. 5.  Flowchart of the dimensioning optimization strategy 

4. Results 
In this chapter, the results of the plant operation and optimization of the realization concerning the real case 
study are presented first. Subsequently, different plant dimensions and configurations are investigated, 
identifying an optimal storage system for each of it. Finally, the chapter concludes with a sensitivity analysis to 
consider future developments of energy prices and CO2 emissions of the electricity mix. 

4.1. Plant operation 

The results of the numerical optimization of the plant operation of the installed system at the TAO building of 
the University of Bayreuth are presented first. For this purpose, different optimization approaches are 
presented here instead of all prioritization variants, since especially weekly simulations result in too many 
variants to present them explicitly at this point. For this purpose, the resulting CO2 emissions and the annuity 
for all strategies from chapter 3.3. for an economic (econ.) and an ecological (ecol.) optimization are indicated 
in Figure 6. The annuity ranges from 212 to 255 k€ and the CO2 emissions from 148 to 195 metric tons per 
year. 

 

Figure. 6.  CO2 emissions (left) and the annuity (right) of all control strategies considered. 



In general, using CCY yields the best results, however, an annual simulation must be conducted for each 
strategy to obtain these values. For the CCS, CCT and CCW variants, one week each is simulated with 4 
different boundary conditions, resulting in the shortest computation time. Using the summer week in CCS 
performs worst for both optimization objectives from an economic as well as an ecological point of view. This 
can be explained by the fact that the full potential of the plant diversity cannot be exploited during this period. 
The heat demand is not sufficient for the use of the CHP and FC cannot be operated due to too high ambient 
temperatures. These limitations are not present in CCT, which provides a significantly better representation of 
potential annual plant usage. With an economic objective function, the ecological and economic optimum from 
CCY can be met with a distance of less than 1 %. From an environmental point of view, CCW can compete 
with CCT, while from an economic perspective it is noticeably less competitive. In SC, one annual simulation 
is also performed in each case, whereby the storage is charged with low priority during the ice build-up period. 
However, no improvement compared to CCY can be achieved, since in each case a variant is selected in 
which the ice build-up plays a subordinate role. The main reason stated for this is the complex mutual 
interactions of the system and the fact that the demand for cooling is relatively constant during the whole year. 
The last examined variant is the WAC, which is also the most complex one. This corresponds to a model 
predictive control with perfect prediction with a time horizon of one week. The economic objective function 
comes close to the optimum of the CCY, but from an ecological point of view it performs considerably worse. 
An ecological target function is not competitive regarding both evaluation parameters. This can be explained 
by the fact that for a time horizon of one week, the capacity of the long-term storage is not fully utilized. Due 
to the fact that the storage tank is not sufficiently cooled during economic optimization, it can hardly provide 
cold. However, the competitive ability of the system only increases with the combined provision of heating and 
cooling. In the case of ecological optimization, on the other hand, the CHP is increasingly displaced by the HP 
as the base load generator, thus noticeably limiting its operating time. 

4.2. Plant dimensioning 

In the second section of the results, the findings on plant dimensioning according to chapter 3.4. are presented. 
First, two reference simulations with and without CHP are performed, each with three different boundary 
conditions. As operating strategies, CCC 15 and HCC 1, which represent the optimum from chapter 4.1, are 
selected as fixed and non-existing components are omitted. A downhill simplex algorithm is utilized to optimize 
the storage configuration. The sum of annuity and climate impact costs with PTPR = 0 % is adopted as the 
objective function of this computationally intensive procedure. Similar to the reference simulations, the 
boundary conditions for DEU, FRA and EU27 are applied.  

The identified optimal storage configuration in dependence of the location, the respective storage volume as 
well as the determined pipe lengths are listed in Table 1. In the S(I) scenario, the compound system consists 
of a GB and a CC in addition to the ICES. Using the DEU and EU27 boundary conditions, highly similar storage 
configurations are determined. In both cases, a significantly longer pipe length is also determined for DC 
compared to CH. Contrary to the FRA case, an ~5 times larger storage volume is adopted. However, also in 
this instance, a significantly increased pipe length is identified for CH compared to CH. In conclusion, relatively 
similar ratios between pipe length and storage volume are selected in all three situations.  

In addition to the components from S(I), a CHP is applied in C(I). By means of DEU boundary conditions, a 
storage volume of 20 m³ is identified, which represents the lowest constraint of the optimization algorithm. 
Furthermore, a minimum pipe length is chosen, which makes the ICES contribution to the energy supply almost 
negligible. With the EU27 conditions, a larger storage is chosen than in S(I), whereby the length of CH is hardly 
shorter than that of DC. The subsequent FRA case identifies a smaller volume that is relatively comparable in 
scale to the S(I) cases of DEU and EU27.  

In conclusion, the prevailing boundary conditions have a considerable influence on the resulting storage. While 
for S(I) the findings for DEU and EU27 are relatively similar, a significantly larger system is preferred for FRA. 
The higher investment costs are more rapidly compensated for by savings on the high 𝐴𝑉,𝑔𝑎𝑠 for GB, while the 
consumption of electricity by HP with low 𝐴𝑉,𝑒𝑙 and 𝑎𝐶𝑂2,𝑒𝑙 is significantly less relevant. In combination with 
CHP, which represents an additional investment, a smaller ICES is generally identified. In the case of DEU, 
where CHP electricity generation is highly attractive due to high 𝐴𝑉,𝑒𝑙 and 𝑎𝐶𝑂2,𝑒𝑙 and relatively low 𝐴𝑉,𝑔𝑎𝑠, the 
contribution by HP is minimized as it displaces the CHP and the additional investment is not viable. In FRA, 
the ICES advantage may not be as significant due to the CHP as the base load generator, so a significantly 
small system is identified. 

  



Table 1.  Pipe length and storage volume of all configurations for optimization with the boundary condition 
DEU, EU27 and FRA 

Variant Location Storage volume, m³ Pipe length charge, m Pipe length discharge, m 

S(I) 
DEU 142   562 1047 
EU27 149   589 1099 
FRA 732 2897 6126 

C(I) 
DEU   20     79     56 
EU27 213   843   974 
FRA 141   558 1060 

 

A comparison of the annuity and the climate impact costs is presented in Figure 7 for all combinations. The 
reference case S(r) appears in all regions quite similar, as basically higher 𝐴𝑉,𝑔𝑎𝑠 are compensated by lower 𝐴𝑉,𝑒𝑙 and the investment is equal. In addition, CO2 emissions and thus the climate impact costs are primarily 
determined by 𝑎𝐶𝑂2,𝑔𝑎𝑠, a factor that is independent of the location. In C(r), descending competitiveness from 
DEU over EU27 to FRA is clearly visible. For the annuity, this is largely determined by increasing 𝐴𝑉,𝑔𝑎𝑠 and 
simultaneously decreasing 𝐴𝑉,𝑒𝑙, making the CHP less profitable. Parallel to this, the climate impact costs also 
increase due to lower 𝑎𝐶𝑂2,𝑒𝑙, making grid-related electricity savings less attractive. For S(I), the annuity is 
higher than for S(r), essentially determined by the additional investment of the ICES, which is not compensated 
by savings in demand-related costs. On the other hand, the CO2 emissions and thus also the climate impact 
costs are significantly lower, resulting in benefits in a combined assessment. The most obvious outcome is for 
FRA, where the investment for the large storage increases the annuity, but minimal climate impact costs prevail 
at the same time. In C(I), the progression tends to be analogous to C(r) with the same reasons as in this case. 
For DEU, the annuity turns worse with no decrease in climate impact costs, as the additional investment hardly 
achieves any changes due to its low contribution. For EU27, the annuity increases while the climate impact 
costs decrease, yielding in sum similar results as in C(r). Finally, while with FRA constraints an altogether 
improvement of C(I) over C(r) can be considered, it is not preferable to the S cases, especially due to the 
highest annuity. 

 

Figure. 7.  Annuity plus climate damage costs for all considered regions and configurations. 

4.4. Sensitivity analysis  

In this last part of the results section, a sensitivity analysis is performed in order to consider the effects of 
varying boundary conditions. For this purpose, the gas and electricity prices as well as the CO2 emissions of 
the electricity mix are varied by ±10 %. The parameter impact on costs or CO2 emissions is determined 
according to Saltelli et al. [28] and illustrated in Figure 8. Negative values, as in the C cases, signify that an 
increase in the input parameter leads to a decrease in the output value. 

For S(r), all regions are characterized by a similarly strong dependence on the gas price 𝐴𝑉,𝑔𝑎𝑠. In contrast, 
the influence of 𝐴𝑉,𝑒𝑙 plays a subordinate role, which decreases slightly with the prevailing value. The influence 
of 𝑎𝐶𝑂2,𝑒𝑙 is similar, whereas it is almost negligible at FRA due to the low values of the CO2 emissions of the 
electricity mix. In C(r), the dependence on 𝐴𝑉,𝑔𝑎𝑠 is reduced compared to S(r), whereas the dependence on 
the regional price is stronger. On the other hand, due to the self-production of electricity by the CHP, it is 
possible to benefit from rising electricity prices. As with 𝑎𝐶𝑂2,𝑒𝑙, there is a dependence on the location, which is 
determined by the respective absolute values. The negative values will increase the CO2 emissions of the 
system when 𝑎𝐶𝑂2,𝑒𝑙 decreases due to the expansion of renewable energies in the electricity mix. For S(I), the 
ICES application results in a decrease in dependence on 𝐴𝑉,𝑔𝑎𝑠  compared to S(r), with an increase in 
dependence on 𝐴𝑉,𝑒𝑙. However, at the same time, from an environmental point of view, it is also possible to 



benefit from falling 𝑎𝐶𝑂2,𝑒𝑙, which are expected in the future. Finally, the distribution of the impact in C(I) looks 
similar to C(r). The reduced generation of electricity by the CHP and the increased consumption of electricity 
by the HP can reduce the impact of 𝐴𝑉,𝑒𝑙 and 𝑎𝐶𝑂2,𝑒𝑙. 

 

Figure. 8.  Parameter impact of the gas and electricity price on the cost and CO2 emission factor of the 
electricity mix on the CO2 emission for all configurations and boundary conditions 

5. Conclusion 
A detailed numerical investigation of an ICES for the combined supply of heating and cooling energy to a 
research building is carried out. Therefore, the entire supply system including ice energy storage is 
implemented in MATLAB Simulink and validated with real long-term measurement data. By means of this, both 
approaches for the optimization of plant operation and dimensioning can be investigated. To evaluate them, 
an economic, an ecological as well as a combined analysis with the help of social costs is performed. The 
optimization of the operation, ranges from a simple constant operating strategy over a year or typical week, to 
seasonal control, to a sophisticated weekly varying strategy. Moreover, for the boundary conditions of DEU, 
EU27 and FRA, an optimal storage dimensioning with and without additional CHP is identified using a downhill 
simplex algorithm. This work is concluded by a sensitivity analysis of the constraints. 

Depending on the approach, optimization results for plant operation range from 212 to 255 k€ for the annuity 
and from 148 to 195 t for CO2 emissions. The best results can be achieved with a constant operating strategy 
over the whole year. Whereas computationally efficient weekly simulations are well suited for pre-estimation, 
neither a seasonal control nor a weekly adjusted strategy with perfect forecasting, both of which are complex 
to implement, can improve the performance. An ICES can reduce CO2 emissions noticeably, wherefore an 
optimal storage is identified within the context of this work, depending on the plant location. Nevertheless, from 
an economic point of view, a higher annuity must be accepted for systems with ICES due to the additional 
investment. Combining these with social costs in the form of climate impact damages, an improvement 
compared to conventional systems can be achieved. Furthermore, the ICES can reduce dependence on 
natural gas and benefit from the future expansion of renewable energies in the electricity mix. 
The approach can be applied in the future to other building types, such as hospitals or office buildings, which 
are characterized by high heating and cooling requirements. The determining parameters such as the absolute 
heating and cooling demand as well as the time shift between them should be identified. 
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Nomenclature 𝐴0 investment amount, € 𝐴𝐶𝑂2  amount of emitted CO2, kg 𝐴𝑉 costs of consumed natural gas and electricity, € 𝑎𝑐𝑙𝑖𝑚,𝐶𝑂2climate costs, €/tCO2 𝑎𝐶𝑂2 CO2 factor, kgCO2/kWh ℎ𝑟 hourly rate for staff, €/h 𝑙 pipe length, m 𝑛 replacements, (-) 𝑃𝑖,𝑏 ice-building period, (-) �̇� demand, kW 𝑞 interest factor, (-) 𝑅𝑊 residual value, € 𝑟 general price change factor, (-) 𝑇 observation period, a 𝑇𝑁 service life of the installation component, a 𝑉𝑠𝑡𝑜𝑟𝑎𝑔𝑒 storage volume, m³ 

Subscripts and superscripts 𝐵 operation-related costs 𝐶𝐻 charge 𝑐𝑜𝑛 consumption 𝐷𝐶 discharge 𝐸 proceeds 𝑒𝑙 electricity 𝑔𝑎𝑠 natural gas 𝑔𝑒𝑛 generation 𝑖𝑛𝑠𝑡 repair effort 𝐾 capital-related costs 𝑜𝑝 operating effort 𝑆 other costs 𝑉 demand-related costs 𝑊 + 𝐼𝑛𝑠𝑝 servicing and inspection 

References 
[1] International Energy Agency. World Energy Outlook 2021. IEA, Paris. 2021. 

https://www.iea.org/reports/world-energy-outlook-2021, Accessed 05.09.2022. 

[2] International Energy Agency. Is cooling the future of heating. IEA, Paris. 2020. 
https://www.iea.org/commentaries/is-cooling-the-future-of-heating, Accessed 07.09.2022. 

[3] Forman C, Muritala IK, Pardemann R, Meyer B. Estimating the global waste heat potential. Renewable 
and Sustainable Energy Reviews 2016;57(1):1568–79. https://doi.org/10.1016/j.rser.2015.12.192. 

[4] Ghoubali R, Byrne P, Miriel J, Bazantay F. Simulation study of a heat pump for simultaneous heating 
and cooling coupled to buildings. Energy and Buildings 2014;72(5):141–9. 
https://doi.org/10.1016/j.enbuild.2013.12.047. 

[5] Wang S, Qu R, Zhang X, Li Y, Chen J. Thermal performance analysis of ground source heat pump 
system for low-temperature waste heat recovery storage. Case Studies in Thermal Engineering 
2022;35(4):102131. https://doi.org/10.1016/j.csite.2022.102131. 

[6] Egging-Bratseth R, Kauko H, Knudsen BR, Bakke SA, Ettayebi A, Haufe IR. Seasonal storage and 
demand side management in district heating systems with demand uncertainty. Applied Energy 
2021;285(2):116392. https://doi.org/10.1016/j.apenergy.2020.116392. 

[7] Li H, Hou J, Hong T, Ding Y, Nord N. Energy, economic, and environmental analysis of integration of 
thermal energy storage into district heating systems using waste heat from data centres. Energy 
2021;219(12):119582. https://doi.org/10.1016/j.energy.2020.119582. 



[8] Shipper KE, Energy Development Fund. Demonstration ice storage with waste heat recovery project 
final report. [Austin, Tex.]: The Council; 1980. 

[9] Philippen D, Carbonell D, Battaglia M, Thissen B, Kunath L. Validation of an Ice Storage Model and Its 
Integration Into a Solar-Ice System. In: Häberle A, editor. Proceedings of EuroSun 2018. Freiburg, 
Germany: International Solar Energy Society; 2018 - 2018, p. 1–12. 

[10] Griesbach M, König-Haagen A, Brüggemann D. Numerical analysis of a combined heat pump ice 
energy storage system without solar benefit – Analytical validation and comparison with long term 
experimental data over one year. Applied Thermal Engineering 2022;213(1):118696. 
https://doi.org/10.1016/j.applthermaleng.2022.118696. 

[11] Matlab and Simulink Release 2020b. Natick, Massachusetts, United States.: The MathWorks, Inc; 
2020. 

[12] CARNOT Toolbox Ver. 6.3, /2018 for Matlab/Simulink 2016b, © Solar-Institut Jülich. 

[13] Nelder JA, Mead R. A Simplex Method for Function Minimization. The Computer Journal 
1965;7(4):308–13. https://doi.org/10.1093/comjnl/7.4.308. 

[14] Patankar SV. Numerical Heat Transfer and Fluid Flow. Boca Raton, FL: CRC Press; 1980. 

[15] Association of German Engineers. VDI 4655 Part 1: Reference load profiles of residential buildings for 
power, heat and domestic hot water as well as reference generation profiles for photovoltaic plants. 
Beuth Verlag, Berlin, 2019. 

[16] Chemical Engineering. The Chemical Engineering Plant Cost Index. 
https://www.chemengonline.com/pci-home, Accessed 05.04.2022. 

[17] Bundesministerium für Verkehr, Bau und Stadtentwicklung (BMVBS): Ermittlung von spezifischen 
Kosten energiesparender Bauteil-, Beleuchtungs-, Heizungs- und Klimatechnikausführungen bei 
Nichtwohngebäuden für die Wirtschaftlichkeitsuntersuchungen zur EnEV 2012. 

[18] M. Gebhardt, H. Kohl, T. Steinrötter. Ableitung von Kostenfunktionen für Komponenten der rationellen 
Energienutzung (in German). Duisburg-Rheinhausen, 2002. 

[19] Allan J, Croce L, Dott R, Georges G, Heer P. Calculating the heat loss coefficients for performance 
modelling of seasonal ice thermal storage. Journal of Energy Storage 2022;52:104528. 
https://doi.org/10.1016/j.est.2022.104528. 

[20] Tribe MA, Alpine RLW. Scale economies and the “0.6 rule”. Engineering Costs and Production 
Economics 1986;10(1):271–8. https://doi.org/10.1016/0167-188X(86)90053-4. 

[21] Bundesnetzagentur für Elektrizität, Gas, Telekommunikation, Post und Eisenbahnen; Bundeskartellamt. 
Monitoringbericht 2021 (in German). Bonn. 2022. 
https://www.bundesnetzagentur.de/SharedDocs/Mediathek/Monitoringberichte/Monitoringbericht_Energ
ie2021.pdf?__blob=publicationFile&v=7, Accessed 05.04.2022. 

[22] Bundesministerium für Wirtschaft und Ausfuhrkontrolle. Informationsblatt CO2-Faktoren (in German). 
2021. 
https://www.bafa.de/SharedDocs/Downloads/DE/Energie/eew_infoblatt_co2_faktoren_2021.pdf?__blob
=publicationFile&v=5, Accessed 05.04.2022. 

[23] Weltenergierat - Deutschland e. V. Energie in der Europäischen Union: Zahlen und Fakten (in German). 
Berlin. 2022. https://www.weltenergierat.de/publikationen/energie-fuer-deutschland/energie-fuer-
deutschland-2021/energie-in-der-europaeischen-union-zahlen-und-fakten/?cn-reloaded=1, Accessed 
22.04.2022. 

[24] Aurora Energy Research. Carbon intensity outlook of the power sector in France from 2020 to 2050. 
Berlin. 2022. 

[25] Bundesministerium für Wirtschaft und Klimaschutz. Zahlen und Fakten: Energiedaten (in German). 
Berlin. 2022. https://www.bmwk.de/Redaktion/DE/Artikel/Energie/energiedaten-gesamtausgabe.html, 
Accessed 23.05.2022. 

[26] Umweltbundesamt. Methodenkonvention 3.1 zur Ermittlung von Umweltkosten - Kostensätze (in 
German). Dessau-Roßlau. 2020. 
https://www.umweltbundesamt.de/sites/default/files/medien/1410/publikationen/2020-12-
21_methodenkonvention_3_1_kostensaetze.pdf, Accessed 12.04.2022. 

[27] Waldhoff S, Anthoff D, Rose S, Tol RSJ. The Marginal Damage Costs of Different Greenhouse Gases: 
An Application of FUND. Economics 2014;8(1). https://doi.org/10.5018/economics-ejournal.ja.2014-31. 

[28] Saltelli A, Ratto M, Andres T, Campolongo F, Cariboni J, Gatelli D et al. Global Sensitivity Analysis. The 
Primer. Chichester, UK: John Wiley & Sons, Ltd; 2007. 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 

Metamodels for economically optimized closed 
Brayton cycles 

Andreas Siman Menzela, Francesco Witteb, Julio Augusto Mendes da 
Silvac, Icaro Vilasboas Figueiredod and Armando Sá Ribeiro Jr.e 

a UFBA (Polytechnic School of UFBA), Salvador, Brazil, menzel.andreas@outlook.com, CA 
b German Aerospace Center (DLR), Institute of Networked Energy Systems, Oldenburg, 

Germany, francesco.witte@dlr.de, 
c UFBA PEI (Industrial Engineering Post-graduate Program), Salvador, Brazil, 

jamsilva08@gmail.com 
d UFBA (Polytechnic School of UFBA), Salvador, Brazil, icarofvilasboas@gmail.com 

e UFBA (Polytechnic School of UFBA), Salvador, Brazil, asrj@ufba.br 

 
Abstract: 

Closed Brayton Cycles (CBC) can be integrated with many different energy sources, such as heliothermic, 
biomass, geothermal, etc. However, simplified models for the cycle components are required to optimize the 
system in its entirety due to all possible cycle configurations like the use of recuperation, intercooling, 
reheating, etc, together with operating variables such as rate of heat input and its temperature. This work 
discusses, therefore, the development of a surrogate model for a supercritical CO2 CBC with recuperation, 
intercooling and reheating. It can indicate the optimal CBC from an economic point of view under varying 
boundary conditions. The cycle is first optimized for different heat inputs through its operational parameters 
(mass flow, minimum cycle pressure and cycle pressure ratios) and heat exchangers area. Compressor and 
expanders costs are obtained as a function of power while heat exchangers cost is obtained as a function of 
their area and pressure. Each solution is used to train a surrogate model that will act as an approximator for 
the optimized CBC and predict cost based on heat input.  

Keywords: 

CBC; Economic analysis; Machine learning; Surrogate; Thermodynamic analysis. 

 

1. Introduction 
Population growth, technological and industrial development are linked to increasing demand for energy, 
especially in recent years. The continuous reliance on fossil fuels to meet this demand on a global scale is 
causing negative impacts on the environment, meaning a more robust and sustainable energy matrix is 
necessary. Because of this, many renewable energy sources are being searched and some of them have 
become economically feasible such as wind and photovoltaic thanks to continuous investment in recent 
years. The heliothermic energy, or Concentrating Solar Power (CSP), is one of the first solar technologies to 
demonstrate grid potential and that could effectively reduce carbon dioxide emissions  [1, 2]. That being said, 
the Closed Brayton Cycle (CBC) has been gaining much attention for its efficiency and possible application 
as a CSP Power block  [3–5]. 
A CBC is typically more efficient and has a lower cost per power than more conventional cycles such as 
Rankine and Organic Rankine for heat sources in a temperature range of 600 to 1000°C [6–8]. The CBC 
also favours the construction of plants in arid locations with higher levels of insolation, i.e., no water is 
needed, thus being ideal for power generation with CSP. 
Variations of the closed Brayton cycle using CO2 as working fluid at supercritical condition (S-CO2) are 
usually studied for heliothermic sources. They are dominant in the few works available in the literature on the 
use of CBCs to harness solar thermal energy below 600C [8–12]. This is because the closed Brayton cycle 
with minimum temperature and pressure values near the critical point of the working fluid experience a large 
reduction in compression work, increasing the thermal efficiency of the cycle [13]. The use of CO2 as a 
working fluid stems from the proximity of its critical temperature (𝑇𝑐 = 31.1°C) to the ambient temperature [9–
11]. 
The compatibility of CBC with heat sources below 600°C is uncertain. Garg et al [14] investigate a 
supercritical Brayton cycle using CO2 with an efficiency potentially greater than 30% even for 820 K (~547°C) 



sources. Milani et al. [11] evaluated several configurations of a Brayton Cycle using supercritical CO2 as the 
working fluid for a hybridized CSP power source. The optimal configuration has a turbine inlet temperature 
(TIT) of 600°C and can reach a thermal efficiency of 52.7%. Utamura and Tamaura  [9] studied the 
application of a CBC with S-CO2, recuperation and pre-and inter-cooling in solar thermal sources with a TIT 
of up to 577°C. The authors found that the cycle can reach thermal efficiencies of up to 47%. 
A widely explored option to optimize the performance of the closed Brayton cycle is the use of multistage 
(intercooling and/or reheating) compression and expansion plus recuperation. This is a common way to 
increase efficiency and reduce irreversibilities, which can improve the applicability of the cycle at heat source 
temperatures below 600C [15, 16]. In this case, a small pressure ratio enables high thermal efficiency and 
increases the recuperation potential, decreasing the size of the recuperator that would be required for a 
single-stage cycle. 
The use of multistage compression and expansion will require the evaluation of multiple configurations of the 
cycle to determine the optimal or most economically feasible one. The optimization uses input data from the 
available heat source, i.e., inlet temperature and mass flow rate of the heat source fluid, as well as the rate in 
which heat is supplied. However, evaluating all possible configurations for each instance of the decision 
variables, like heat exchanger area, turbine inlet temperature, pressure ratio, etc., in the optimization process 
is computationally expensive. Thus, this work proposes an alternate method of optimization using Surrogates 
to reduce the processing time of the optimal CBC configuration while maintaining convergence to a global 
minimum specific cost value. Surrogate models, also known as metamodels, response surfaces, 
approximation models, etc., map an input-output relationship from data associated with some phenomenon 
to reproduce it in an approximate and often faster way [17, 18]. 
Using metamodels for complex process optimization is common for several engineering disciplines. Urquhart 
et al. [19] investigate the performance of two methods based on the construction of response surfaces for 
the optimization of aerodynamic shapes. Huang et al. [20] propose and study the use of Kriging models to 
perform global optimizations of stochastic systems. Carranza-Abaid et al. [21] created thermodynamically 
consistent Machine Learning-based Surrogate models to represent phase equilibria with multiple 
components. 
In this work, a surrogate is created to replace the overall CBC model, reducing computational time, and 
allowing its use in broader optimization codes. 
 

2. System Description 

2.1. CBC Layout 

Figure 1 displays a schematic of the proposed S-CO2 CBC, while Fig. 2. shows its T-s diagram. The thermal 
and working fluids used are DOWTHERM A (in red) and CO2 (in black), respectively. The optimal 
configuration and operating condition of the CBC varies depending on: (i) thermal fluid inlet temperature 
(𝑇𝑄𝑖𝑛); (ii) thermal fluid mass flow rate (�̇�𝑄); and (iii) total heat transfer rate (�̇�𝐻 =  �̇�𝐻,0 + �̇�𝐻,1).  
The working fluid at supercritical pressures goes through the compression process with intercooling (1-4) 
and then to the recuperator (4-5) as a cold stream. In the recuperator its temperature is increased by 
residual heat from the working fluid after expansion process. The CO2 is heated up to turbine inlet 
temperature - TIT (5-6) before entering the re-heated expansion system (6-9) and the recuperator as hot 
stream (9-10). The working fluid is then cooled in (10-1) and returns to the cycle starting point (1). 
The thermal fluid enters the reheaters and the main heat exchanger with the same temperature ( 𝑇𝑄𝑖𝑛 ). 
Different mass flow rates and output temperatures are allowed, which serve as decision variables chosen 
during optimization. The lower and upper boundaries of each global input are shown on Table 1. 



 
Figure 1.  CBC diagram with supercritical CO2. 

 

 
Figure 2.  T-s diagram of CBC with supercritical CO2. 

 

Table 1.  Operating range of the CBC input parameters.  
 Lower boundary Upper boundary 𝑇𝑄𝑖𝑛 200°C 390°C �̇�𝑄 100 kg/s 200 kg/s �̇�𝐻 100 kW 50000 kW 

 



3. Thermodynamic Modelling 
All components were modelled in a permanent regime, disregarding kinetic and potential energy effects and 
pressure drop in heat exchangers and piping. Table 2 presents the fixed parameters considered in the 
calculation of the thermodynamic states for CBC [22–24]. 
 

Table 2.  Fixed parameters used to model CBC. 

 Description Value 𝜂𝑖𝑠𝑒,𝑐𝑜𝑚𝑝 Isentropic Compressor Efficiency 85% 𝜂𝑖𝑠𝑒,𝑡𝑢𝑟𝑏 Isentropic Turbine Efficiency 85% 𝜂𝑒 Generator Efficiency 95% 𝑇𝐶𝑖𝑛 Cooling Water inlet temperature 35°C 𝑇𝐶𝑜𝑢𝑡 Cooling Water outlet temperature 42.55°C 𝑈𝑔/𝑔 Overall heat transfer coefficient (gas/gas) 47.5 𝑊/(𝑚2 ∙ 𝐾) 𝑈𝑔/𝑤 Overall heat transfer coefficient (gas/water) 177.5 𝑊/(𝑚2 ∙ 𝐾) 𝑈𝑔/𝑜 Overall heat transfer coefficient (gas/oil) 274.5 𝑊/(𝑚2 ∙ 𝐾) 

 
The isentropic efficiencies of the compressor (𝜂𝑖𝑠𝑒,𝑐𝑜𝑚𝑝) and turbine (𝜂𝑖𝑠𝑒,𝑡𝑢𝑟𝑏) are calculated according to 
Eqs. (1) - (2), respectively. Their energy balances are represented by Eqs. (3) - (4). The energy balance of 
the recuperator is presented by Eq. (5) and assumes no heat losses to the environment. 
 𝜂𝑖𝑠𝑒,𝑐𝑜𝑚𝑝 = ℎ2𝑠− ℎ1ℎ2− ℎ1 =  ℎ4𝑠− ℎ3ℎ4− ℎ3   (1) 𝜂𝑖𝑠𝑒,𝑡𝑢𝑟𝑏 = ℎ6− ℎ7ℎ6− ℎ7𝑠 =   ℎ8− ℎ9ℎ8− ℎ9𝑠  (2) �̇�𝑡𝑢𝑟𝑏,𝑛 = �̇�𝐶𝑂2(ℎ𝑖𝑛 − ℎ𝑜𝑢𝑡) (3) �̇�𝑐𝑜𝑚𝑝,𝑛 = �̇�𝐶𝑂2(ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛) (4) �̇�𝐶𝑂2(ℎ5 − ℎ4) =  �̇�𝐶𝑂2(ℎ9 − ℎ10) (5) 

 
Equations (6) - (7) show the energy balances of the cycle remaining heat exchangers. 
 �̇�𝐶𝑂2(ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛) =  �̇�𝑄(ℎ𝑖𝑛𝑄 − ℎ𝑜𝑢𝑡𝑄 ) (6) �̇�𝐶𝑂2(ℎ𝑖𝑛 −  ℎ𝑜𝑢𝑡) =  �̇�𝑤𝑎𝑡𝑒𝑟(ℎ𝑤𝑎𝑡𝑒𝑟𝑜𝑢𝑡 − ℎ𝑤𝑎𝑡𝑒𝑟𝑖𝑛 ) (7) 

 
Liquid electric power (�̇�𝑙𝑖𝑞) and cycle total efficiency (𝜂𝑡) are given by Eqs. (8) – (10). 
 �̇�𝑙𝑖𝑞 = ∑ �̇�𝑡𝑢𝑟𝑏,𝑖𝑛𝑖=1 − ∑ �̇�𝑐𝑜𝑚𝑝,𝑖𝑛𝑖=1   (8) �̇�𝑙𝑖𝑞,𝑒 = 𝑒�̇�𝑙𝑖𝑞 (9) 

𝑒 = �̇�𝑙𝑖𝑞,𝑒�̇�𝐻   (10) 

 
Equations (11) – (13) are used to calculate the area for each heat exchanger present in the cycle. 



 { ∆𝑇𝑖𝑛 =  𝑇ℎ𝑖𝑛 − 𝑇𝑐𝑜𝑢𝑡∆𝑇𝑜𝑢𝑡 = 𝑇ℎ𝑜𝑢𝑡 − 𝑇𝑐𝑖𝑛  (11) ∆𝑇𝑚𝑙 = (∆𝑇𝑜𝑢𝑡 − ∆𝑇𝑖𝑛)/𝑙𝑛(∆𝑇𝑜𝑢𝑡/∆𝑇𝑖𝑛) (12) 𝐴ℎ𝑥 =  �̇�𝐻�̅� ∙∆𝑇𝑚𝑙  (13) 

 
Most of the working fluid’s thermodynamic properties were calculated through the use of CoolProp, a module 
dedicated to the calculation of thermodynamic states, and TesPy, a thermodynamic cycle simulation toolkit 
that was used to model the different components of the proposed CBC configuration [25, 26]. 

4. Economic Models 
According to the literature, there are many different methods to estimate the acquisition cost of industrial 
equipment  [27, 28]. The cost estimates in this work came from Eq. (14) of exponential cost of Bejan et 
al. [27]. Cost data from Peters et al. [28] for a centrifugal compressor, axial turbine and double-pipe and U-
tube heat exchangers was used to adjust the equation. 
 𝐶 = 𝐶𝑟𝑒𝑓 ( 𝑋𝑋𝑟𝑒𝑓)𝛼 ( 𝐶𝐸𝑃𝐶𝐼𝐶𝐸𝑃𝐶𝐼𝑟𝑒𝑓)  (14) 

 
Equation (14) indicates the equipment acquisition cost (𝐶) using reference values for equipment size (𝑋𝑟𝑒𝑓) 
and cost (𝐶𝑟𝑒𝑓), the current size parameter (𝑋) and an adjustable exponent (𝛼). The ratio between 𝐶𝐸𝑃𝐶𝐼 
(Chemical Engineering Plant Cost Index) and 𝐶𝐸𝑃𝐶𝐼𝑟𝑒𝑓  serves as a correction factor for the cost of 
equipment in years other than the base year, which in this case is the year 2021 with 𝐶𝐸𝑃𝐶𝐼𝑟𝑒𝑓 = 607.5.  
The total acquisition cost of CBC encompassing compression and expansion systems, is obtained by 
summing their respective individual equipment costs. 
Table 3 displays the cost parameters of compressors and turbines used in the CBC. The heat exchangers 
acquisition cost varies according to the thermal load, operating pressure, and area. Tables 4 - 5 present the 
operational ranges in which each heat exchanger type has the lowest cost per area [27, 28]. 

 
Table 3.  Cost estimation parameters for compression and expansion equipment. 

Equipment Size Parameter Reference Size Reference Cost [$] 𝛼 

Axial Turbine Electric Power 10 kWe 16955.23 0.611 

Centrifugue Compressor Electric Power 100 kWe 105240.35 0.943 

 
Table 4.  General cost estimation parameters for heat exchangers. 

Type Exchanger Area [m²] Size Parameter Reference Size [m²] 𝛼 

Double-Pipe 0.25 – 20 Exchanger Area [m²] 0.25 0.063 

U-Tube 20 – 1000 Exchanger Area [m²] 20 0.479 

 



Table 5.  Operating conditions and reference cost for heat exchangers. 

Type Pressure Range [MPa] Reference Cost [$] 

Double-Pipe 

10 – 20 2321.89 

20 – 30 3605.73 

30 – 40 5494.36 

U-Tube 

10 - 20 9831.35 

20 – 30 10591.46 

30 - 40 11015.60 

 
The cheapest heat exchangers were investigated and selected based on cost data from Peters et al. [28]. 
Figure 3 compares the specific cost curves of the cheapest exchangers with an operational pressure from 
0.1 to 5 MPa. The plate exchangers (Welded and Gasketed Plate) have the lowest specific cost. However, 
their operating pressure limit goes up to 2.5 MPa, thus, in operating pressures above this value, Double-Pipe 
and U-Tube exchangers may be required. 
 

 
Figure 3.  Specific cost curves comparison of different types of heat exchangers with operating pressure 

between 0.1 – 5 MPa. 

 

5. CBC Optimization 
The optimal cycle considered in this work is the one that has the greatest energy output for the lowest 
acquisition cost for its given heat input. Therefore, the CBCs objective function to be minimized is its specific 
cost, as per Eq. (15). 
 min 𝐶𝑒,𝐶𝐵𝐶 = 𝐶𝑡𝑜𝑡𝑎𝑙�̇�𝑙𝑖𝑞,𝑒  (15) 

 
The optimizations were performed using Particle Swarm Optimization, implemented through the Pygmo 
library in Python, developing 50 individuals over a course of 30 generations [29, 30]. To facilitate data 
transfer between the power plant simulation in TESPy and the optimization a dedicated API was developed 
based on the work of Chen et al. [31] and made available in the most recent version of the software [32]. 

   

      

      

      

      

      

      

      

      

      

               

  
  

  
   

  
   

  
   

  
  

                        

                                                        

                                                 



Many decision variables with general boundaries have been initially considered in the optimization process, 
such as working fluid mass flow rate, minimum cycle pressure, compression and expansion pressure ratios, 
thermal fluid split value between the heater and reheater, minimum temperature difference in the recuperator, 
main heater, and cooler, etc. To restrict their boundaries, 25 runs resulting in 25 champions have been 
performed and each of the decision variables was plotted against the obtained objective function values. The 
variables whose variation was of no consequence to the final result were set to a specific value. The final set 
of decision variables can be found in Table 6. 

 
Table 6.  Decision variables considered. 

Decision Variable Description Value Interval 𝑃𝑚𝑖𝑛 Minimum cycle pressure 10.1 – 13.0 MPa ∆𝑃 Total cycle pressure variation 2.0 – 8.0 MPa �̇�𝐶𝑂2 CO2 mass flow rate 100.0 – 350.0 kg/s ∆𝑇𝑚𝑖𝑛𝑟𝑒ℎ Minimum Reheater temperature difference 3.0-20.0 ºC 𝑓𝑞 Thermal fluid mass flow rate fractions 0 - 1 𝑃𝑖𝑛𝑡𝑐𝑜𝑚𝑝 Compression system intermediate pressures 𝑃𝑚𝑖𝑛 - 𝑃𝑚𝑎𝑥 MPa 𝑃𝑖𝑛𝑡𝑒𝑥𝑝 Expansion system intermediate pressures 𝑃𝑚𝑖𝑛 - 𝑃𝑚𝑎𝑥 MPa 

 

6. Surrogate Model Development 
This work used Scikit-Learn, one of the most used Machine Learning (ML) libraries in Python  [33], to build 
the CBCs response surface. This approach used a supervised learning model with offline training. 
Unsupervised learning was implemented for dimensionality reduction of each model training set [34–36]. A 
regression model was trained on the champion population obtained as a result of the optimization process to 
predict the value of optimum specific cost for a given set of input variables.  
Dimensionality reduction was performed using a Stratified Latin Hypercube (LHS) with CenterMaximin from 
the PyDOE2 library in Python which is a widely used technique in surrogate modelling [17, 37–39]. LHS is, 
by itself, used to generate smaller data sets with more information. CenterMaximin is a stratification criterion 
that allows LHS to further spread out those samples within their data regions [18, 37]. 
The surrogate was built using linear regression with a polynomial and a normalizing pre-processing step. 
These steps highlights trends and relationships in the data previously unknown to the ML model, augmenting 
their capacity [36, 40, 41]. The model was validated using Cross-Validation [17, 18, 36] which allows the 
exploration of the entire data set for both training and validation, through the use of an R² score. 
 

7. Results and Discussion 

7.1. Optimization Results 

A total of 832 champions were obtained through the optimization process with an average of 8 
champions/hour while using an Intel Core i7 processor computer with 16 GB of RAM memory and 8 logic 
cores. Although the champions are not always guaranteed to be global optima, they can still be used to 
verify the thermodynamic consistency of the developed objective function. As shown in Figure 4, the 
obtained values of specific cost tend to decrease with greater values of thermal input to the cycle, when 
considering a constant average heat source temperature of 200°𝐶. Figure 5 highlights that the optimum cycle 
efficiency tends to increase with a higher average heat source temperature, considering a constant Heat 
input of 20000 𝑘𝑊, as was to be expected. 

 



 
Figure 4.  Specific cost versus CBC heat input, considering an average heat source temperature at 200°C. 

 

 
Figure 5.  Optimum cycle efficiency versus heat source average temperature, considering a heat input of 

20000 kW. 

 
7.2. Surrogate Results 

The most informative input format for training the Surrogate model was shown to be a combination of the 
original input variables (𝑇𝑄𝑖𝑛 , �̇�𝑄  and �̇�𝐻 ) and implicit variables, calculated considering that the heat fluid 
possesses a constant pressure of 𝑃𝑄 = 10.49 𝑀𝑃𝑎, such as outlet thermal fluid temperature (𝑇𝑄𝑜𝑢𝑡) and the 
arithmetic average of the heat source temperature (�̅�𝑄). Figure 6 is a correlation plot of each set of values for 
the mentioned variables and their respective optimal specific cost. 



 
Figure 6.  Correlation and distribution plot between Thermal fluid input variables (mass flow rate, input 
temperature, heat input, output temperature and average temperature) and optimum CBC specific cost.  

 

Using variables with a clear relationship to the objective tend to improve the final cross-validation score of 
the model [34, 36]. 

The regression Model in question is of the second degree and utilizes a normalizing pre-processing feature 
from Scikit-Learn to allow for a model with a higher R². All champions have been used to train the model, 
with its final cross-validation score being 𝑅2 = 0.9911 ± 0.0022. Figures 7(a) and (b) display the residuals 
and prediction versus real value plots for the trained model when predicting its training set, respectively. 
While the model has a precision score of 99.11%, there is still an amount of residual error that varies in its 
majority between (−150, 50) $/𝑘𝑊𝑒. The model took approximately 0.004 𝑠 to predict the specific cost of 832 
different sets of input variables. 

 

 
(a)                                                                                 (b) 

Figure 7.  Surrogate model (a) specific cost prediction residual plot, (b) specific cost prediction versus real 
values plot. 



The created surrogate model is shown to be much faster to determine the optimum minimal specific cost of 
the CBC than the optimization method, at a very low precision cost, even though it only utilized 832 
Champions to be created. The method presented in this work allowed for the creation of a deployable 
representation of the proposed Thermodynamic cycle that, while in this case was used to investigate the 
minimal specific cost, could also be used to evaluate other parameters of interest, such as number of 
intercoolers/reheaters, maximum cycle pressure, etc. as a function of a set of input variables. 
It should be noted that an interesting application would be to use the model to perform a preliminary 
evaluation of the solution space for optimum CBC configuration and then perform a single optimization on 
the region most inclined to contain the minimum. This way the global solution space can be more thoroughly 
investigated at a very low computational burden. It should also be brought to attention that optimum CBC 
configurations can have a typical specific cost ranging from 600 to 1400 $/𝑘𝑊𝑒 under the proposed ranges of 
input variables. Therefore, the closed Brayton cycle with Heat input from a low temperature source might be 
economically feasible given the right conditions. 
 

8. Conclusion 
The present work has shown that it is possible to create estimators that can allow for precise evaluations of a 
supercritical CBC using intercooling, reheating and a recuperator. First, the proposed cycle was optimized for 
multiple combinations of input variables, i.e. thermal fluid input temperature, mass flow rate and exchanged 
heat, so as to minimize the cycle’s specific cost. After 832 champions were acquired, they were used to train 
a surrogate model that predicts optimum specific cost for the CBC based on a set of input variables. The 
difference in time between the optimization and the evaluation through the surrogate model on the specified 
machine is in the order of 108𝑠. With a 99.11% cross-validation score, it can be considered as a viable 
estimator for the supercritical CBC. 
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Abstract: 

Bolivia, despite being a relatively small country, has several small cities far away for the National 
Interconnected System. For this reason, these cities have Isolated Systems and almost 70% of their installed 
power are generated through thermoelectric plants, which ended up being a problem because of the high 
diesel fuel consumption. The diesel fuel supply in Bolivia is not guaranteed because the country depends on 
importation at very high prices. In this sense, this study intends to reduce the diesel consumption of the isolated 
power generation systems in Bolivia using an operational dispatch optimization model. First, there were chosen 
3 Isolated systems in Bolivia, the Cobija Hybrid System, the Sena Hybrid System and the Gonzalo Moreno 
System. The latter is a purely thermal system, while the other two are hybrid systems (thermal and photovoltaic 
plants). Then, a comprehensive analysis of the power demand and supply has been completed for the three 
cases. Subsequently, an optimization model has been developed using the software Matlab and its 
complementary package knows as the Optimization Tool Box. Using this model, a comparison has been made 
between the operational dispatch of the energy system with and without optimization. The results indicate that 
it would be possible to save 2211 L/day, 182 L/day and 73 L/day of diesel consumption with an optimization 
process for the Cobija Hybrid System, the Sena Hybrid System and the Gonzalo Moreno Systems, 
respectively. These diesel fuel savings would represent more than 1.31 MM$ in money savings for the Bolivian 
Government. 
 
Keywords: Optimization, hybrid energy system, diesel fuel consumption. 

1. Introduction 

In Bolivia, a country in South America, the largest population is concentrated in its main cities. The energy 
supply in the main cities is guaranteed because these cities are part of the National Interconnected System 
(NIS). The NIS connects 8 out of 9 departments in Bolivia, the only department that is not part of the NIS is 
Pando, which is located in the northern part of Bolivia in the middle of the Amazon forest.  

Considering that there is a Department of Bolivia that is not connected to the NIS, the cities of this department 
have Isolated Systems (IS). Most of the isolated systems are thermoelectric plants that work with diesel fuel 
due to the difficulty of the natural gas transportation to these cities since most of them are in the middle of the 
Amazon Forest. The Isolated Systems in Bolivia are Cobija, El Sena, Gonzalo Moreno, Baures and 
Guayaramerin. Some of them are hybrid energy systems, which combines two or more types of energy 
generation. 

According to [1], hybrid generation systems are a viable solution for electricity supplying especially when there 
are access difficulties to the location or when the city is too far away of the National Interconnected System. 
In the region, there are some examples of hybrid generation systems. For example, there is a photovoltaic-
diesel hybrid system in Campinas, Amazonas – Brazil with a power capacity of 99.2 kW. In Rondonia - Brazil, 
the hybrid system of Araras presents an installed diesel power of 162 kW and 20.48 kW of power in the 
photovoltaic plant. On the other hand, there is also examples of hybrid generation system between wind 
generation and diesel thermoelectric generation like the energy system in Vila de Praia Grande, Brazil. In 
Bolivia, the hybrid systems are Cobija and El Sena, which are photovoltaic-diesel hybrid systems. Cobija has 
an installed capacity of 24.16 MW in diesel and 5.10 MW in photovoltaic, and El Sena has a total installed 
capacity of 4.62 MW [2]. 
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As mentioned before, the hybrid systems in Bolivia use diesel as the source of energy. For this reason, the 
consumption of diesel in Bolivia in general has increased a lot the last decades. Figure 1 shows that the diesel 
consumption in the isolated systems System has been increasing rapidly the last ten years. In 2021, the 
isolated systems have expended approximately 57,800 m3 of diesel fuel. 

 

 
Figure. 1.  Isolated systems diesel consumption in Bolivia per year. 

Unfortunately, Bolivia does not produce diesel fuel. Hence, the country depends on the importation of this fuel 
and, therefore, on the international prices of the diesel. Figure 2 shows that the diesel in 2022 was 
approximately 10.1 Bs per liter (1.45 $ per liter). It’s also worth to mention that the price of diesel is increasing 
since 2020 (8.6 Bs/liter), so it´s possible that the next years the price of the diesel is going to be even more 
than 10.1 Bs per liter. 

 
Figure. 2.  Diesel price evolution [2], [3], [4]. 

On the other hand, the installed power of the Isolated Systems reached a value of 216.71 MW, of which 67.54% 
was thermally generated. So, Bolivia needs approximately 57800 m3/year of diesel fuel, which represents 84.5 
MM$/year in order to keep the isolated systems working, and consequently, providing electric energy to a lot 
of small cities in the country. 

Sempértegui-Tapia et al. [5] presented a case of study for the optimization of the Cobija Hybrid System. The 
authors recommended some changes in the operational dispatch of the energy system which allowed them to 
save 2622 L/day of diesel consumption. In this paper, we intend to further the mentioned study by including 
the analysis of 3 out of 5 isolated systems in the country. The Cobija Hybrid System will be analysed again, 
with updated data. Also, El Sena Hybrid System and the purely thermal Gonzalo Moreno System are going to 
be optimized. This way, the proposed optimization tool proposed by [5] is going to be validated and assessed 
using it for three different energy systems, which have very unique characteristics like number of generating 
units, installed power, load and demand factors, etc. 
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2. Mathematical model of the operational dispatch optimization 
The mathematical model of the optimal operational dispatch consists on an objective function (OF), equality 
constraints (EC) and inequality constraints (IC), as shown in Eq. (1). 

Minimize →  𝐎𝐅 subject to {𝐸𝐶𝐼𝐶  

The modelling requires the objective function, which is formed by the energy consumption equations of the 
generating units; the equality constraints of the energy balance between demand and supply of the generating 
units and the inequality constraints that limit the power delivery of the generating units. Thus, taking into 
account that the energy consumption equations are second degree polynomial, the problem results in a non-
linear program. Considering the characteristics of the “n” generating units in the IS (energy consumption 
equation and on-site effective power) and the isolated system type (hybrid or purely thermal), the mathematical 
model of the optimal operational dispatch is shown in Eq. (2).  

minf(P) = ∑Ci𝑛
i=1 subject to

{  
  d −∑pi − ps = 0𝑛

i=10 ≤ p1 ≤ pe1⋮0 ≤ p𝑛 ≤ pen
 

Equation (2) defines the operational dispatch problem. In order to solve this problem, the objective function 
has to be defined first and then the interior point algorithm will be used. 

2.1. Objective function 

The behaviour of a generating unit is described by the overall ratio of the heat input to the thermal unit in Btu/h 
vs the power output in MW. These behaviour is mathematically modelled by a second degree polynomial 
equation: Ci = aiPi2 + biPi + ci 

Therefore, the objective function will be composed by the sum of “n” energy consumption equations, one for 
each generating unit present in the isolated system. 

2.2. Interior point algorithm 

The interior point algorithm is normally used in nonlinear programming due to the speed of convergence and 
the ease of handling the inequality constraints. Besides, this method has advantages with quadratic-type 
constraints. 

In this method, the approximation process starts from an initial point inside the plausible zone, moving internally 
until the global optimum point is found. In the case of the operational dispatch in thermal generation systems, 
2nd order polynomial equations are presented to form the objective function and to determine the constraints. 
In other words, this method works with the Lagrange function modified by the inequality constraints present, 
the Karush Kuhn Tucker conditions and finally uses Newton Raphson to approximate the problem to an optimal 
solution.  

Matlab and the Optimization Toolbox add-on provide a number of algorithms for solving a wide range of 
optimization problems. The optimal operational dispatch problem converges using the fmincon routine, that 
operates the interior point algorithm. 

2.3. Multidimensional matrix 

As mentioned before, the interior point algorithm is an iterative tool that starts from an initial point and travels 
through the interior of the solution space considering the constraints of the problem. In this way, the interior 
point algorithm must solve the following multidimensional matrix: 

[ WK ∇R(P) −I∇R(P)T 0 0Z 0 P ] [dPdλdz] = − [(∇f(P) − λ∇R(P) − z)R(P)(zPe − μe) ]  

It should be noted that the system has the form Ax=b, with the difference that the components of the matrix A 
and b are also matrices that will change size according to the dimension of the problem and its restrictions. 
The iterations will stop when dpn-1-dpn approaches 0. 



For more detailed information about the mathematical model for this optimization dispatch problem, 
Sempértegui-Tapia et al. [5] should be consulted. 

3. Optimization dispatch solver 
The operational dispatch solver (ODIS) has 11 graphic windows elaborated with the help of Guide Matlab. 
These windows also have programming code where all the instruction for the correct operation of the tool are 
written. This way, this operational dispatch solver is very friendly with the user even more considering the 
graphical interface. 

One of the main features of the program are the ability to work with a hybrid system and also with a thermal 
system. Also, the program allows the user to stablish a maintenance plan for the generating units and also 
allows the user to modify the maximum power delivery for the process. 

On the other hand, the program provides the user with a power table that describes the optimum economic 
dispatch profile. More importantly, the solution includes an hourly consumption graphic that could be displayed 
globally for the isolated system of more detailed, considering all the components of the system. 

The input and output parameters for the optimization dispatch solver are discussed next. 

3.1. Input parameters 

The parameters needed in order to optimize an energy system are: 

1. Energy consumption equation: The behavior of a generating unit is considered through the general 
ratio between the heat input and the power output. 

2. Characteristic days of demand: the user can select the characteristic days of demand of the energy 
system. 

3. Available solar power: It refers to the photovoltaic solar power installed, which interacts with the 
thermal power plant. 

4. Maintenance program: This program provides the information about the periods of time where some 
generating units will not be available. 

5. List of available units: Determines the list of available generating unit to be considered to perform the 
optimization. 

6. Effective power: The status condition of each generating unit is determine don site. 
7. Rotating reserve: Corresponds to the percentage of the demand that is predicted to absorb the 

variation of the distribution system. The user can select this value up to 15%. 

3.2. Output parameters 

The first output parameter is the optimized power of the generating units. The tool also calculates the diesel 
consumption in liters and the hourly operating cost of the thermoelectric plant. With these output parameters, 
the program presents different kinds of figures to the user in the graphical interface. 

4. Optimization tools applied to real hybrid power generation systems 
The optimization tools were applied to three different isolated systems in Bolivia. Two of them are hybrid 
system (thermal and solar) and one of them is purely thermal. 

4.1. General description of the isolated systems 

4.1.1. Cobija Hybrid System (CHS) 

The CHS is located in the Northern part of Bolivia, more specifically in the department of Pando. Also, it is one 
of the oldest and largest isolated systems in the country. Furthermore, is under the management of the National 
Electricity Company (ENDE) since 1990. This company not only supplies electricity to the city of Cobija, but 
also, to the towns that are within its operational area. Currently the Cobija System is a Hybrid System; due to 
the combination of two generation technologies; a diesel thermoelectric plant and a photovoltaic solar plant. 
Figure 3 shows a complete scheme of the CHS illustrating both plants. 

The thermoelectric plant has diesel generating units of the Caterpillar brand. Until 2018, this thermoelectric 
plant had a total of 14 diesel generating units, with an approximate growth in demand of one generating unit 
per year (approx. 1.4 MW). The electric company ENDE, in order to properly identify the generating units, 
labelled each generating unit beginning with the code of the pant “BAH” and a numerical value according to 
the order of commissioning. As observed in the figure, the thermoelectric plant has two voltage levels in 
generation: 6.6 kV and 0.315 kV. The units that generate in 0.315 kV require a transformer that raises the 
voltage to 6.6 kV, so that they can be coupled to the 6.6 KV rigid busbar in the electrical substation. 



 
Figure. 3.  Scheme of the Cobija Hybrid System. 

The photovoltaic plant is comprised of 17,352 solar panels of 300 W. The total installed power is 5.21 MW. It 
is located about 7 km away from the city. Moreover, it is connected with the BAHÍA thermoelectric plant through 
a 34.5 KV sub-transmission line that reaches a 34.5 KV flexible bus from the substation (see Figure 3). 

Also, a battery bank is located at the thermoelectric plant and uses energy generated by the CATERPILLAR 
generating units for its own consumption and also constantly supplies the grid. The SAFT brand battery bank 
is made up of 2 containers with Li-ion batteries. 

Table 1 shows the operational limits and the 2nd degree equation of energy consumption for each generating 
unit of the CHS. 

Table 1.  Operational limits and 2nd degree equation of energy consumption for each generating unit, CHS. 

Generating Unit Operation limits a b c 

BAH01 P01≤1400 -0.2528 10.05 -0.0092 

BAH02 P02≤1600 -0.1909 10.118 -0.0016 

BAH04 P04≤1200 -0.2435 9.7298 -0.007 

BAH05 P05≤1400 -0.0979 10.5298 -0.0069 

BAH06 P06≤1400 -0.0632 10.2078 -0.005 

BAH07 P07≤1400 -0.27 10.237 -0.0142 

BAH08 P08≤1200 -0.3675 10.005 -0.0063 

BAH09 P09≤1400 -0.3675 10.005 -0.0063 

BAH10 P10≤1400 -0.2835 9.8879 -0.0087 

BAH11 P11≤1400 -0.1 10.423 -0.0007 

BAH13 P13≤1400 -0.4923 10.511 -0.0009 

BAH14 P14≤1400 -0.1472 10.095 -0.0004 

BAH15 P15≤1600 -0.1448 9.96388 -0.004 

BAH16 P16≤1600 -0.1022 9.9368 -0.0061 

 

For more information on the Cobija Hybrid System see Sempértegui-Tapia et al. [5]. 

4.1.2. Sena Hybrid System (SHS) 

The SHS is located in the Sena Municipality of the Madre de Dios Province in the Department of Pando, on 
the banks of the Manuripi River. This system has 9 generating units; two of them are Scania brand, 2 are CAT 
brand and 5 VOLVO brand. This system has also a photovoltaic plant of 436 kW of installed power. The 
configuration of this hybrid system can be observed in Figure 4. 



 
Figure. 4.  Scheme of the Sena Hybrid System. 

Table 2 shows the operational limits and the 2nd degree equation of energy consumption for each generating 
unit of the SHS. 

Table 2.  Operational limits and 2nd degree equation of energy consumption for each generating unit, SHS. 

Generating Unit Operation limits a b c 

G01(Scania) PG01≤350 -5.8857 11.934 -1.60E-03 
G02(Scania) PG02≤350 -0.6945 11.577 0.0015 
G03(CAT3412) PG03≤350 0.2951 11.6 -0.003 
G04(C32) PG04≤500 0.2951 11.6 -3.00E-03 
G11(VOLVO) PG11≤200 7.4646 10.783 8.60E-03 
G16(VOLVO) PG16≤200 1.1231 11.483 1.90E-03 
G17(VOLVO) PG17≤200 1.1231 11.483 1.90E-03 
G18(VOLVO) PG18≤200 -2.2623 11.915 -1.10E-02 
G19(VOLVO) PG19≤200 5.1106 10.646 2.43E-02 
G20(VOLVO) PG20≤200 0.1113 11.623 -0.0015 
 

4.1.3. Gonzalo Moreno System (GMS) 

The GMS is located in the Municipality of Puerto Gonzalo Moreno in the province of Madre de Dios in the 
Department of Pando. It is responsible of three activities; generation, distribution and commercialization of 
electric energy. It has a powerhouse of 3 Volvo generating units (see Figure 4). 

 
Figure. 5.  Scheme of the GMS. 

Table 3 shows the operational limits and the 2nd degree equation of energy consumption for each generating 
unit of the GMS. 



Table 3.  Operational limits and 2nd degree equation of energy consumption for each generating unit, GMS. 

Generating Unit Operation limits a b c 

G01(VOLVO) PG01≤200 
-32.805 12.73 -4.00E-05 

G02(VOLVO) PG02≤200 
-0.357 10.722 0.0049 

G03(VOLVO) PG03≤200 0 0 0 
G04(VOLVO) PG04≤200 

-1.8357 10.661 -4.00E-05 
G09(VOLVO) PG05≤200 

-3.5981 10.272 0.0002 
 

4.2. Power demand analysis 

Electricity demand is distributed by categories, the most important ones for their incidence are: industrial, 
commercial and residential. But also, there are other categories like public lighting, police, pumps, whose 
participation are not comparable to the aforementioned. 

Typical demand curves have characteristics that differ from one another, a residential curve will rapidly 
increase its demand in the period from 18 to 21 hours; a commercial curve will slightly increase its demand in 
the same period; while an industrial curve will not have a noticeable demand between this period. 

Figure 6 illustrates the demand of the three energy systems. Gonzalo Moreno is purely residential, Cobija has 
a demand associated with the commercial sector and Sena shows an intermediate behavior between 
residential with the commercial sector. Is worth to mention that neither of this cities show an industrial demand.  

 

Figure. 6.  One-day operational dispatch without optimizing. 

To characterize the demand of the energy systems, representative curves were carefully calculated and 
plotted according to the procedure suggested by [6]. This analysis resulted in a total of 17 representative curves. 
Eight curves belong to business and non-business days, five curves related to the recorded temperature and 
four curves for operational events. All the generated curves are summarized in Figure 7 (see [5] for more 
detailed information ). 

 

 

 

 

 

 

 

 

 

 

Figure. 7.  One-day operational dispatch without optimizing. 
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4.3. Power supply analysis 

Table 4 shows a summary of the important operating data for the three energy systems that are being 
analyzed. 

Table 4.  Operating data of the three energy systems. 

Operating Data CHS SHS GMS 

Energy [MWh] 60160 2824 1019 

Diesel consumption [m3] 15981 878 287 

Generating units 14 9 3 

Installed thermal power [KW] 19800 2550 600 

Photovoltaic panels 17352 1292 0 

Installed solar power [KW] 5206 426 0 

Maximum demand [KW] 12262 621 213 
 

In order to analyze the power supply of the energy systems, three important variables were calculated for each 
of them. These performance indicators are the load factor, the demand factor and the specific consumption 
and can be observed in Figure 8.  

 
Figure. 8.  Performance indicators for the three energy systems. 

As it can be observed in the figure, the CHS has a very satisfactory relationship between demand and supply. 
On the other hand, the SHS has an installed power that exceeds the demand almost four times. 

5. Results and discussions 
To obtain the results, the three systems were run with the program. All the necessary data, including the 
demand analysis, operational availability, and others were the input parameters to obtain an optimized energy 
system. The rotating reserve used for the operation was 10%. Table 5 shows the general results of the 
optimization model for the three energy systems.  

Table 5.  Summary of the optimization results. 

Indicators CHS SHS GMS 

S.C. (Actual) [L/KWh] 0.27 0.31 0.28 

S.C. (Optimized) [L/KWh] 0.252 0.287 0.256 

Savings [m3/año] 807 66 27 

Savings without subsidizing [KBs/year] 888 73 29 

Savings with subsidizing [KBs/year] 8223 677 272 

 

As observed in the table, the optimization results show savings in the fuel consumption for the 3 cases. It can 
be observed a reduction of the specific consumption for the optimized system compared to the real system. 
This indicates that the electricity demand could be meet by optimizing the energy resource. In economic terms, 
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it can be observed annual savings of 9172 KBs for the 3 energy systems. More detailed information about 
each one of the energy systems are discussed below. 

5.1. Cobija Hybrid System (CHS) 

Figure 9 shows an operational dispatch in a period of 24 hours for the CHS without the use of the optimization 
program. The shallow area represents the photovoltaic generation, and every other colour in the figure 
represent one generation unit added to the system. It can be noted that in order to meet the demand, eleven 
generating units must be working in addition to the photovoltaic plant. These 13 generating units consume 
44260 liters of diesel fuel. 

 
Figure. 9.  One-day operational dispatch at the CHS without optimizing. 

On the other hand, using the optimization algorithm, it´s possible to reduce the number of generating 
units dispatched on the same day to 10 (see Figure 10). Also, a better load factor of this equipment is 
achieved, which is demonstrated by the height of the areas shown by each generating unit. Furthermore, a 
better distribution of the service of generating units is achieved, minimizing the starts and taking full 
advantage of the contribution of the photovoltaic solar plant (shallow area). Finally, the CHS with the optimization 
model needs 42049 liter of diesel consumption, which means 2211 liters of diesel on savings. 

 
Figure. 10.  One-day operational dispatch at the CHS with optimizing. 
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5.2. Sena Hybrid System 

As observed in Figure 11, the Sena Hybrid System needed the operation of four generating units in addition 
to the solar energy contribution.  

 
Figure. 11.  One-day operational dispatch at the SHS without optimizing. 

With the optimized model, the requirement reduces to 3 generating units, reducing at the same time the 
operative charge and use of personnel.  

 
Figure. 12.  One-day operational dispatch at the SHS with optimizing. 

5.3. Gonzalo Moreno System 

The Gonzalo Moreno System is a low-demand system, consequently, start-ups can create periods of time with 
no generation at all. As observed in Figure 13a, without the optimization the GMS required two units (G02 and 
G09) in one day, furthermore, the unit G02 was required on two occasions the same day. On the other hand, 
with the optimization model (see Figure 13b), the equipment should be connected 24 hours and produce a 
single start-up at least every three or four days, which is considered an appropriate period of time to make 
routine equipment inspections. Moreover, this slight change would allow us to save 73 L/day according to the 
optimization program. 
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Figure. 13.  One-day operational dispatch at GMS, a) Without optimizing, b) With Optimizing 

7. Conclusions 
The optimization tools for energy systems developed by Sempértegui-Tapia et al. [5] has been validated for 
three very different energy systems. The model works regarding the type (hybrid or purely thermal), the 
installed power (medium size cities or very small cities) or the demand characteristics (industrial, commercial 
or residential). The optimized energy systems provided an average daily savings in fuel consumption of 2211 
L/day for the CHS, 182 L/day for the SHS and 73 L/day for the GMS. Which represent annual savings of 1.18 
MM$ (CHS), 97 K$ (SHS) and 39 K$ (GMS). Thus, the savings obtained are between 5 and 9% of the annual 
cost of diesel fuel in Bolivia considering the international diesel fuel price (1.46 $/L). 
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Abstract: 

Compared with hot air as drying medium, superheated steam has several advantages as drying agent, such 
as faster drying rates due to a higher overall heat transfer coefficient and lower viscosity allowing for better 
penetration of pores. It is already an established technology in drying processes in the food industry, as well 
as for biomass and pet food. In state-of-the-art paper production, the most energy intensive process step is 
drying with hot air. Using superheated steam for paper drying is an interesting alternative technology 
enabling more efficient heat recovery. This contribution presents different drying and heat recovery concepts, 
including air and steam drying as well as conventional energy supply by fossil fired boilers and heat pumps. 
It evaluates the potential reduction in final and primary energy consumption and CO2 emissions based on 
process simulation in IPSEpro and compares the applicability of unused waste heat. Drying in steam 
atmosphere including steam compression for heat recovery was identified as the most beneficial concept. It 
allows for primary energy savings of 70% and CO2 emission reductions of 88% compared to the benchmark 
concept with air drying.  

Keywords: 

Heat pumps; Heat recovery; Optimization; Paper drying; Process simulation. 

1. Introduction 
In the EU, the paper, pulp and printing industry consumed 1326 PJ or 13.7 % of the total final energy 
consumption in industry. Thus, it is the third largest final energy consumer after chemical and petrochemical 
industry (2121 PJ in 2020) and non-metallic minerals (1372 PJ). Most of the energy consumption is related 
to paper and paper products. To cover this demand, 30% of natural gas, 34% of renewables and biofuels 
and 21% of electricity are used. Minor shares are covered with other fossil fuels, such as oil or solid fuels. [1]  

Typically, the type of produced goods in a paper mill has an impact on used energy carriers for energy 
supply. Factories producing both, pulp and paper, are often referred to as integrated factories. In comparison 
to factories producing only paper or board, in integrated factories a typical by-product is liquor from the 
chemical pulp production (cooking process) which is assessed as biogenous fuel. After pulp making, the 
used liquor is usually concentrated and burned afterwards in a liquor-boiler producing steam and in 
combination with a steam turbine also electricity. This leads to a high share of non-fossil energy supply for so 
called integrated factories.  

However, other typical energy carriers for steam production in the pulp and paper sector, e.g., at sites using 
recycled fibres or (dry) pulp purchased from an external source, are natural gas, external waste streams, 
solid biomass, other biogenous residues or by-products from the production process such as internal waste 
streams, sludge or bark. Other possible, but less commonly used energy carriers are oil or coal. In order to 
provide energy in an efficient way, the following energy conversion technologies are often applied in those 
factories: steam turbines (often back pressure) in combination with gas turbines and / or different types of 
boilers, e.g. natural gas fired, but also using solids such as bark, sludge, coal or biomass as fuel. In general, 
the share of onsite electricity auto-production in the pulp and paper sector is rather high, usually realized with 
co-generation units. This is emphasized by an example from the Austrian pulp and paper sector. In 2021, 
16000 GWh of energy were consumed, about 70% in the form of steam and 30% in the form of electricity. 
The on-site electricity production covered 65% of the electricity consumption. A total of 95% thereof was 
provided in co-generation units. [2] 
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The 2050 Roadmap of the Forest Fibre Industry [3], which covers pulp and paper as well as wood-based 
products in Europe, outlines how to reduce CO2 emissions to reach an 80% reduction by 2050. A large 
impact is achieved by substituting fossil fuels, more electricity-based installations using renewable energy 
and efficiency increase due to the application of BAT – best available technologies. However, without 
breakthrough technologies only a reduction of 50-60% CO2 emissions is achievable. The aim of the 
breakthrough technologies is to lower the heat demand in paper making, by reducing water use and 
improving drying processes. Paper drying accounts for 70% of fossil energy consumption and is therefore an 
important field of action. 

In state-of-the-art paper mills, paper is first dewatered mechanically in the press section followed by the 
drying section. Most commonly, multicylinder dryers are used [4]. Cylinder dryers consist of a series of 
cylinders that are heated on the inside by condensation of steam. The paper is moved around the cylinders 
and water is evaporated. Thus, humid exhaust gas is formed that leaves the hood of the dryer. The principle 
is shown in Figure 1. A recent technology review of paper drying by Stenström [4] showed that the 
multicylinder design has not undergone significant changes in the last 20 years. The most important new 
developments are impingement dryers using hot air that is blown onto the paper and the development of new 
steel cylinders for through air drying (TAD), as shown in Figure 2. In the analysis of Stenström [4], energy 
use is considered as very important with special focus on the recovery of humid exhaust air from the hood. 
However, there was no progress on new drying technologies, such as the use of superheated steam that has 
been studied in the past by several researchers. There are no industrial units installed so far.  

 

Figure 1. Schematic visualization of steam heated cylinders in typical paper machines (A - paper, B - steam, 
C - felt, D - deflector roll) 

 

Figure 2. Schematic visualization of Through-Air Drying (TAD) (A – TAD fabric, B – TAD cylinder, C – paper 
web, D – air flow, E – dryer hood)  

 

 

 

 

 
 

 

 

 

 



Superheated steam drying is already an established technology in the food industry, e.g. for distiller grains, 
beet pulp, rice, sea grass, dried fruit, potato products and tea, as well as for biomass and pet food. The main 
drivers to use superheated steam are an increase in product quality, less severe conditions for sensitive 
products and shorter duration of the drying process. [5-10] Recently an e-book [11] on superheated steam 
drying was published compiling the most important references in the field. The authors stated that activity 
was sporadic in the past, but it is now gaining momentum due to the potential energy savings.  

In the field of paper production, superheated steam drying was studied experimentally by Kiiskinen et al. [12] 
in 2002 as steam drying offers many advantages, such as the potential to save energy and improve paper 
quality. It was a continuous steam dryer with a high velocity hood for steam impingement, that was operated 
with steam at 250°C. They studied paper quality, start up, the effect of non-condensable gases on heat 
transfer related to air intake and steam quality and impurities. It was found that steam drying offers 
advantages in terms of energy economy, if the exhaust steam can be used elsewhere in the process, e.g. in 
the drying cylinders, to heat the supply air in the dryer section, shower water, buildings, wire pits, paper web 
in the press section or in the calender, pulp, and to heat air or water in the power plant. The energy saving 
potential is 15-85% depending on the selected further use of the exhaust steam. Thus, heat recovery is 
based on cascaded use of steam provided in the conventional fossil fuel power plant.  

This contribution presents different drying and heat recovery concepts, including air and steam drying as well 
as conventional energy supply by fossil fired boilers and heat pumps. It evaluates the potential reduction in 
energy consumption and CO2 emissions based on process simulation in IPSEpro. The aim is identifying the 
most efficient process configuration as a contribution to the breakthrough technologies needed for efficient, 
decarbonized paper production.  

 

2. Methodology 
 

2.1.  Process simulation in IPSEpro 

The paper drying process, as well as the integration of heat recovery equipment, were investigated using the 
simulation software IPSEpro (Integrated Process Simulation Environment), which was developed for process 
simulations in the field of power plant and energy technology. It uses an equation-oriented solver for the 
calculation of mass and energy balances of steady state processes. [13]  

The setup implemented as a flowsheet in IPSEpro corresponds to the actual process layout. The individual 
components of the process (unit operations such as the dryer, compressors, heat exchangers, etc.) are 
connected by streams that transfer mass and energy. The components are balanced according to 
conservation of mass and energy and the balances are strictly fulfilled for each component. The components 
can either be taken from the model library provided with the simulation software or they can be created by 
the user. Customized developed models for the dryer and the heat pump were used here.  

Process data based on literature was used for the dryer model, which is explained in more detail in section 
2.2. For the simulations, a simplified heat pump model was used. The model uses the temperature of the 
heat source and heat sink and the second law efficiency based on Carnot efficiency to calculate the power 
consumption, heat input and heat output of the heat pump. It is not necessary to specify the refrigerant or 
type of compressor in this model, so it can be used for potential assessment in a wide range of 
temperatures. The second law efficiency was chosen to be 0.45 based on the authors’ experience.  
 

2.2. Definition of benchmark process  

A joint paper by the European Heat Pump Association (EHPA) and the Confederation of the European Paper 
Industries (Cepi) [14] published in 2023 is used to define the benchmark process of air drying for paper 
production as it summarizes the current status in the paper industry. According to [14], the dew point of the 
exhaust air is 60°C and typical steam pressures in the cylinders range from 1 to 9 bara. Typically, low 
pressures are used in the first cylinders and higher pressures in the last. Pressure levels are also influenced 
by paper grades and grammatures (max. 20%). It is found that 70% of steam use is below 6 bara and 50% 
below 5 bara in European paper mills, as it is illustrated in Figure 3.  



 

Figure 3. Range of typical steam pressures in a paper machine, data from [14] 

In the benchmark process, 1 t/h of water is evaporated from the paper. When entering the drying section, the 
water in the paper has a temperature of 30°C. In the dryer, water is evaporated. For the sake of simplicity, 
only the enthalpy of evaporation for pure water is considered and enthalpy of sorption of water in the paper 
fibre structure is neglected. The enthalpy of evaporation amounts to 2257 kJ/kg for pure water at 1 bar. For 
example, enthalpy of sorption adds another 300 kJ/kg to reach 90% dry content and increases to 700 kJ/kg 
for 97-98% dry content [15]. In this evaluation, paper properties are kept constant for all concepts and are 
described by evaporation of 1 t/h. Thermal losses are neglected.  

The steam cylinders in the dryer are supplied with saturated steam at 5 bara and 151.8°C. Steam is supplied 
from a combustion process operated with natural gas and a thermal efficiency of 90%.  

Air is supplied from the production hall with a temperature of 30°C and is preheated with steam. The exhaust 
air from the dryer has a dew point of 60°C. It is assumed that it leaves the hood with 80°C followed by 
optional heat recovery using heat exchangers to preheat drying air. A total of 7454 kg/h of exhaust gas are 
formed when evaporating 1 t/h water from the paper. A pressure of 1 bar in the air system is assumed, 
pressure losses are neglected.  

 

2.3. Environmental impact evaluation  

Primary energy consumption:  

Final energy is converted into primary energy using the primary energy factor fPE. Primary energy also 
includes the production of the energy carrier itself, such as extraction, processing, storage, transport, 
conversion, transmission, and distribution to provide end energy. Primary energy consumption for electricity 
is predominantly influenced by the energy carriers and efficiencies used for electricity generation. For this 
comparison, factors based on current European averages are used. In 2019, the European Parliament 
defined the primary energy factor to be used for the calculation of the energy efficiency targets to 
2.1 kWh/kWh for electricity [16], for natural gas, the factor amounts to 1.1 [17] 

CO2 emissions: 

Like the primary energy consumption, CO2 emissions are calculated based on the final energy demand and 
the emission factor fCO2 for CO2-equivalent also considering other greenhouse gases such as methane or 
nitrous oxide. The emission factors fCO2 includes the production of the energy carrier itself, such as 
extraction, processing, storage, transport, conversion, transmission, and distribution to provide end energy. 
The CO2 emissions from electricity are predominantly influenced by the energy carriers used for electricity 
generation. Currently, the use of electricity in the EU leads to 275 gCO2eq/kWh [18], use of natural gas 
accounts for 268 g/kWh [19]. All factors are compiled in Table 1.  

 

Table 1. Factors for the calculation of emissions, primary energy, and costs 

 Unit Electricity  Natural gas 
CO2 emissions factors (fco2) gCO2eq/kWh 275 268 
Primary energy factors (fPE) kWh/kWh 2.1 1.1 
 

 



3. Results 
 

3.1. Air drying 

A1 is the benchmark process described above. Paper is dried in air atmosphere on drying cylinders that are 
supplied with steam at 5 bara (Figure 4). Steam is condensed in the cylinders at 151.8 and the condensate 
returns to the boiler in a closed cycle. The boiler is operated on natural gas and has a thermal efficiency of 
90%. In this process, 876 kW of natural gas are required. Exhaust gas at 80°C leaves the hood of the dryer 
containing the latent energy of the water evaporated from the paper. A total of 754 kW can be recovered if 
the exhaust gas is cooled to 20°C (�̇�𝑅𝑚𝑎𝑥), thereof 47 kW above the dew point temperature of 60°C. 

 

Figure 4. Air drying with drying cylinders and steam from natural gas combustion (A1, benchmark) 

A2 accounts for heat recovery that is frequently implemented in paper mills (Figure 5). The exhaust gas is 
cooled to 55°C, a part of the heat is used to preheat the drying air to 65°C. Thereby, the natural gas demand 
is decreased to 805 kW. The remaining heat can be used for other sinks, such as preheating of water in 
other parts of the process.  

 

Figure 5. Air drying with drying cylinders and steam from natural gas combustion and heat recovery (A2) 

In A3, heat from the exhaust gas is recovered with a heat pump (Figure 6). First, the exhaust gas is cooled to 
38.7°C by an intermediate water cycle. The water cycle is the heat source of the heat pump, which is cooled 
by the evaporator of the heat pump. In the condenser, the heat pump produces saturated steam at a 
pressure of 1.05 bara (111°C) from the condensate of the cylinders. The steam is further compressed in 
steam compressors to 5 bara. In practise, a pressure difference of ca. 5 bar would require several 
compression stages with liquid injection to desuperheat the steam. About 5% of the steam are generated by 
injection for desuperheating. In the simulation, the setup is simplified to only one compressor with an 
isentropic efficiency of 70% without liquid injection.  

In A3, the heat supply is fully electrified, the energy consumption amounts to 386 kW. The remaining heat 
recovery potential from the exhaust gas is 173 kW. 
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Figure 6. Air drying with drying cylinders, heat recovery and heat pump (A3) 

In A4, there is no heat exchanger in the exhaust gas upstream of the heat pump (Figure 7). The exhaust gas 
is cooled by the intermediate water cycle that is the heat source of the heat pump. Thereby, the exhaust gas 
temperature after the heat pump is increased to 47.9°C. Due to the smaller temperature lift of the heat pump, 
it requires less energy. However, the drying air is preheated with steam in this concept, which increases the 
steam demand and the electricity consumption of the steam compressor. In total, 383 kW of electricity are 
needed. The remaining heat recovery potential from the exhaust gas is 333 kW.  

 

Figure 7. Air drying with drying cylinders and heat pump (A4) 

3.2. Steam drying 

In S1, the air atmosphere is changed to steam (Figure 8). Instead of drying air, superheated steam is 
supplied to the dryer with 151.8°C and a slight over-pressure of 1.05 bar to avoid air intake. To keep the inlet 
velocities constant, the drying steam volume flow is the same as the drying air flow in A1 (6261 m³/h). At the 
outlet of the dryer, the steam has a temperature of 111°C and has 10 K of superheat to avoid condensation 
on the paper. Water evaporated from the paper is present as excess steam which is discharged. The rest of 
the steam is reheated in the boiler and is recycled to the dryer.  

Like A1, the cylinders are heated by another flow of saturated steam at 5 bara and 151.8°C. This stream is 
condensed in the cylinders and is reevaporated in the natural gas boiler. It is not in contact with the steam 
atmosphere.  

In total, 794 kW of natural gas are needed. Heat recovery amounts to 726 kW if the excess steam is cooled 
to 20°C, whereas most of the heat occurs at the condensation temperature of 101°C.  
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Figure 8. Superheated steam drying with drying cylinders (S1) 

In S2, there are no cylinders, all energy for drying is supplied by steam like in impingement dryers or 
through-air-dryers (TAD). Thus, the heat distribution in the dryer is changed. However, there is no change in 
energy flows in this simple balance model (Figure 9). Natural gas demand amounts to 794 kW and the heat 
recovery potential to 726 kW as in S1.  

The steam volume flow increases drastically by nine times to 59464 m³/h if steam is supplied at 151.8°C. If 
steam is supplied at 250°C, as it was in the lab test of Kiiskinen et al. [12], the volume flow is 21466 m³/h (3-
fold increase compared to air drying). The increase in steam temperature lowers the volume flow of steam 
but has no relevant impact on the energy consumption of the natural gas boiler.  

 

Figure 9. Superheated steam drying without cylinders (S2) 

S3 is a full electric concept with superheated steam drying and cylinders (Figure 10). After the dryer, a slip 
stream of 1 t/h of steam is separated. It is the mass flow originating from the water in the paper. It is 
compressed in a steam compressor to 5.4 bar, thereby the condensation temperature of steam increases to 
155°C. The slip stream is condensed and transfers the heat to the second steam cycle in the cylinders. 
Then, the slip stream condensate heats the steam for the steam atmosphere to 145°C. As in S1, the steam 
volume flow for the steam atmosphere amounts to 6261 m³/h. After heating the steam atmosphere, the slip 
stream condensate still has a temperature of 149°C.  

The steam compressor requires 139 kW of electricity. The heat recovery potential from the slip stream 
condensate is 151 kW.  
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Figure 10. Superheated steam drying with cylinders and steam compression (S3) 

S4 is another full electric concept based on a heat pump (Figure 11). The slip stream (1 t/h) is the heat 
source for the heat pump and it is partly condensed. The heat pump produces steam from the condensate 
returning from the cylinders at 1.5 bara. The outlet pressure on the sink side of the heat pump was set to 1.5 
bara to have a small temperature lift over the heat pump. The steam compressor further increases the 
pressure to 5 bara. A part of the superheat is used to reheat the steam for the steam atmosphere, then the 
steam is sent to the cylinders, where it is condensed. Energy consumption amounts to 154 kW. From the slip 
stream, 166 kW can be recovered, if it is further cooled to 20°C.  

 

Figure 11. Superheated steam drying with cylinders and a heat pump (S4) 

3.3. Discussion 

Figure 12, Figure 13 and Figure 14 compare the concepts in terms of final energy consumption, CO2 
emissions and primary energy consumption. Final energy consumption decreases considerably for all 
concepts with heat pumps or steam compression (A3, A4, S3, S4), as they allow for recovery of the latent 
heat of the evaporated water from the paper. The same effect is found for CO2 emissions. In terms of 
primary energy, the concepts A3, A4, S3 and S4 are still beneficial, but the difference to the concepts based 
on natural gas is smaller. The reason is the European primary energy factor, that is based on an electricity 
mix with less renewable energy than the one currently available in the EU.  
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Figure 12. Comparison of final energy consumption to evaporate 1 t/h water 

 

Figure 13. Comparison of CO2 emissions to evaporate 1 t/h water 

 

Figure 14. Comparison of primary energy consumption to evaporate 1 t/h water 

The main difference between air and steam drying is that the dew point of the exhaust air is limiting heat 
recovery to low temperatures. A1 yields 754 kW, but mostly below 60°C. S1 and S2 yield 726 kW of excess 
steam that can be condensed at ca. 100°C. In the concept S3, the highest heat recovery temperature is 
available. Figure 15 visualises the heat recovery potential. The higher the temperature, the easier it is to find 
a suitable application. In A4, the heat pump is the only heat recovery measure. Compared to A3 (heat 
exchanger, then heat pump), more heat is available in A4 at a higher temperature. Energy consumption of 
A3 and A4 is in a comparable range. If there is no further heat demand at the paper mill, waste heat from 
steam drying can used for district heating, which is not possible for air drying.  
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Figure 15. Comparison of heat recovery potential for air and steam drying 

4. Conclusions and outlook 
The most beneficial concept is S3 with steam atmosphere and steam compression for heat recovery. It 
reduces primary energy consumption by 70% and CO2 emissions by 88% compared to A1, the benchmark 
concept with air drying. It also provides the highest excess steam temperature of 145°C that is well suited for 
further use.   

The use of cylinders in the dryer is recommended to allow for low steam temperatures in the system. If the 
steam temperature is increased to 250°C, the volume flow is decreased. However, energy recovery with 
steam compression is more difficult, as the operation point moves closer to the boundaries of the operation 
envelope of steam compressors. The maximum allowable temperatures are typically at ca. 280°C, 
furthermore it must be considered that steam superheats strongly during compression.  

To realize the concept S3, further research and demonstration is needed as an important part of the concept 
is that the steam for steam atmosphere is reheated and recycled. It has to be studied, what kind of impurities 
accumulate in the steam and how to remove them if necessary. Also, air intake should be avoided as it was 
already shown by Kiiskinen et al. [12]. In the simulation, a slight over-pressure of 1.05 bara was chosen for 
that reason. If the steam cannot be recycled, it can be condensed to evaporate clean steam. This would 
result in a more complex setup and in another temperature difference to overcome, which reduces the 
savings.  

The simulation has shown that there is a huge potential in energy and emission savings if paper is dried in 
steam atmosphere using steam compression and condensation for heat recovery. Thereby drying is based 
on electricity only. The concept S3 is a suitable breakthrough technology to considerably improve paper 
drying.  

 

5. References 
 

[1] Eurostat: Final energy consumption in industry - detailed statistics – Available at: 
https://ec.europa.eu/eurostat/statistics-
explained/index.php?title=Final_energy_consumption_in_industry_-
_detailed_statistics#The_largest_industrial_energy_consumers_in_the_EU. [Accessed on 2023-03-19] 

[2] Austropapier - Vereinigung der Österreichischen Papierindustrie, Branchenbericht 2021/2022, 2022. 

 

[3] CEPI: unfold the future: The Forest Fibre Industry 2050 Roadmap to a low-carbon bio-economy - 
Available at: https://www.cepi.org/wp-content/uploads/2020/08/2050_roadmap_final.pdf  [Accessed 
2023-03-19] 

 

[4] Stenström, S., Drying of paper: A review 2000–2018, Drying Technology 2020;38(7):825-845.  

 

0

20

40

60

80

100

120

140

160

0 100 200 300 400 500 600 700 800

te
m

pe
ra

tu
re

, 
 C

heat recovery potential, kWh/t

S1, S2
S4

S3

A1

A2
A4

A3

https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Final_energy_consumption_in_industry_-_detailed_statistics#The_largest_industrial_energy_consumers_in_the_EU
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Final_energy_consumption_in_industry_-_detailed_statistics#The_largest_industrial_energy_consumers_in_the_EU
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Final_energy_consumption_in_industry_-_detailed_statistics#The_largest_industrial_energy_consumers_in_the_EU
https://www.cepi.org/wp-content/uploads/2020/08/2050_roadmap_final.pdf


[5] Padel et Bade (2015): A Review on Superheated Steam As a Potential Drying Medium, 10th Asia Pacific 
Drying Conference, Vadodara, India, Dec. 14-17, 2019 

 

[6] IGB Fraunhofer - Available at:  
https://www.igb.fraunhofer.de/content/dam/igb/documents/brochures/thermische-
trennung/1803_BR_dampftrocknung_de.pdf,   [Accessed 2021-04-20] 

 

[7] Jittanit,W., Angkaew, K., Effect of superheated-steam drying compared to conventional parboiling on 
chalkiness, head rice yield and quality of chalky rice kernels, Journal of Stored Products Research 2020; 
87; 101627. ISSN 0022-474X, https://doi.org/10.1016/j.jspr.2020.101627.  

 

[8] Rumaisa, N., Hanim, M. & Hii, C.Superheated Steam Drying of Black Tea and Quality Improvement. 
International Journal of Food Engineering 2018;14(9-10); 20180185. https://doi.org/10.1515/ijfe-2018-
0185 

 

[9] Adamski, R., Siuta, D., Kukfisz, B., Mitkowski, P.T., Szaferski, W., Influence of process parameters in 
superheated steam drying on fire and explosion parameters of woody biomass, Fuel Processing 
Technology 2021; 211; 106597; ISSN 0378-3820, https://doi.org/10.1016/j.fuproc.2020.106597 

 

[10] Stenström, S. Drying of biofuels from the forest—A review, Drying Technology 2017; 35(10);1167-1181. 
DOI: 10.1080/07373937.2016.1258571  

 

[11] Shivanand S. Shirkole (2021), Literature resources on superheated steam drying – Available at 
https://arunmujumdar.com/wp-content/uploads/2021/09/Literature-Resources-on-Superheated-Steam-
Drying.pdf [accessed 2023-03-18].  

 

[12] Kiiskinen, H.T., Edelmann, K.E., Superheated Steam Drying of Paper Web. Dev. Chem. Eng. Mineral 
Process. 2002;10;349-365. https://doi.org/10.1002/apj.5500100408  

 

[13] Perz, E., A Computer Method for Thermal Power Cycle Calculation, Journal of Engineering for Gas 
Turbines and Power 1991;113(2);184. 

 

[14] EHPA, CEPI: Through pumps to pulp: greening the paper industry’s heat (2023) - available at   
https://www.cepi.org/wp-content/uploads/2023/02/Cepi-x-EHPA.pdf [accessed 2023-03-10].  

 

[15] Schneeberger, M., Leuk, P., Hirn U., Bauer, W., The heat of sorption in paper drying – an investigation 
of measurement methods and influence of pulp parameters. In: Advances in Pulp and Paper Research, 
 ambridge 2013, Trans. of the XVth Fund. Res. Symp.  ambridge, 2013, (S.J. I’ nson, ed.), pp 469–
492, FRC, Manchester, 2018. DOI: 10.15376/frc.2013.1.469  

 

[16] European Parliament, 2018c, Position of the European Parliament, 13 November 2018, first reading 
2016/0376(COD) adopted at first reading on 13 November 2018 with a view to the adoption of Directive 
( U) 2018/… of the  uropean Parliament and of the Council amending Directive 2012/27/EU on energy 
efficiency (EP-PE_TC1-COD(2016)0376) 

 

[17] EN ISO 52000. Energy performance of buildings - Overarching EPB assessment - Part 1: General 
framework and procedures (ISO 52000-1:2017), Edition: 2018-02-01 

 

[18] European Environment Agency, Greenhouse gas emission intensity of electricity generation, published 
on 2022-10-26 - available at https://www.eea.europa.eu/data-and-maps/daviz/co2-emission-intensity-
12#tab-googlechartid_chart_11 [Accessed 2023-03-20] 

 

[19] Umweltbundesamt, Calculation of green house gas emissions for different energy carriers in Austria, 
updated in November 2022 - available at https://secure.umweltbundesamt.at/co2mon/co2mon.html 
[Accessed 2023-03-20] 

https://www.igb.fraunhofer.de/content/dam/igb/documents/brochures/thermische-trennung/1803_BR_dampftrocknung_de.pdf,
https://www.igb.fraunhofer.de/content/dam/igb/documents/brochures/thermische-trennung/1803_BR_dampftrocknung_de.pdf,
https://doi.org/10.1016/j.jspr.2020.101627
https://doi.org/10.1515/ijfe-2018-0185
https://doi.org/10.1515/ijfe-2018-0185
https://doi.org/10.1016/j.fuproc.2020.106597
https://arunmujumdar.com/wp-content/uploads/2021/09/Literature-Resources-on-Superheated-Steam-Drying.pdf
https://arunmujumdar.com/wp-content/uploads/2021/09/Literature-Resources-on-Superheated-Steam-Drying.pdf
https://doi.org/10.1002/apj.5500100408
https://www.cepi.org/wp-content/uploads/2023/02/Cepi-x-EHPA.pdf
https://www.eea.europa.eu/data-and-maps/daviz/co2-emission-intensity-12#tab-googlechartid_chart_11
https://www.eea.europa.eu/data-and-maps/daviz/co2-emission-intensity-12#tab-googlechartid_chart_11
https://secure.umweltbundesamt.at/co2mon/co2mon.html


PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 

Improving Computation Time for Optimization 
Runs of Modelica-based Energy Systems 

Sven Klutea, Markus Hadamb, Mathias van Beekc and Marcus Budtd 

a Fraunhofer Institute for Environmental, Safety, and Energy Technology UMSICHT, 46047 
Oberhausen, Germany, sven.klute@umsicht.fraunhofer.de, CA 

b Fraunhofer Institute for Environmental, Safety, and Energy Technology UMSICHT, 46047 
Oberhausen, Germany, markus.hadam@umsicht.fraunhofer.de 

c Fraunhofer Institute for Environmental, Safety, and Energy Technology UMSICHT, 46047 
Oberhausen, Germany, mathias.van.Beek@umsicht.fraunhofer.de 

d Fraunhofer Institute for Environmental, Safety, and Energy Technology UMSICHT, 46047 
Oberhausen, Germany, marcus.budt@umsicht.fraunhofer.de 

 
Abstract: 

Mathematical optimization is a widespread method in order to improve, for instance, the efficiency of energy 
systems. A simulation approach based on partial differential equations can typically not be formulated as an 
optimization problem, thus requiring interfacing to an external optimization environment. This is, amongst 
others, also true for the programming language Modelica. Because of high computation time, such coupled 
approaches are often limited to small scale optimization problems. Since simulation models tend to get more 
complex, simulation time and, in turn, associated optimization time rise significantly. To enable proper sampling 
of the search space, individual optimization runs need to be solved in acceptable times. This paper addresses 
the search for a proper optimization approach and tool to couple with Modelica/Dymola. The optimization is 
carried out on an exemplary power plant model from the ClaRa-Library using an evolutionary algorithm 
(SPEA2-based) with Ansys optiSlang. To verify and evaluate the results, a comparison with the standard 
Dymola optimization library is performed. Both parallelization and indirect optimization with surrogate models 
achieved a significant runtime reduction by a factor of up to 5.4. The use of meta models is particularly 
advantageous for repetitive optimization runs of the same optimization problem but may lead to deviations due 
to the calculated approximations.  
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1. Introduction 
Process modeling and simulation is becoming increasingly important to achieve improvements in today´s 
complex energy systems and technologies [1]. The model formulation can be carried out via several 
programming languages. A frequently used language is the object- and equation-oriented programming 
language Modelica, which is particularly suitable for the representation of dynamic processes [2, 3]. To improve 
the handling of the modeling process, usually simulation environments such as Dymola are used [4]. Based 
on these models, extensive investigations such as design or control optimizations can be performed. A wide 
used method is the parameter variation, which is quite simple to perform, but becomes more time consuming 
as the complexity of the model increases. In these cases, mathematic optimization is used instead. Therefore, 
an optimization problem has to be defined and solved with the help of algorithms. The programming language 
Modelica, which is designed for simulation tasks, does not allow the formulation of such optimization problems. 
Thus, a coupling with external optimization languages or optimization environments is necessary [2]. In the 
field of energy systems, a wide variety of such environments have already been used for coupling with Dymola 
(see Section 3). This paper presents the first-time coupling of Dymola and Ansys optiSLang [5] in order to 
solve static optimization problems. For this purpose, the implemented workflow and its main features as well 
as the used algorithm are presented in Section 4 and 5. The verification of the results is finally done by a 
comparison with the standard Dymola optimization library (DLR Optimization Library [6]). This library offers a 
wide range of different optimization techniques that are easy to apply. However, a huge disadvantage is the 



 

 

required runtime for optimization which will be further discussed in Section 6. For a better understanding of the 
results, relevant basics of mathematical optimization are presented first. 

 

2. Mathematical optimization 
The first step when dealing with optimization is the definition of the problem itself. Therefore, the objective 
function f(x), the optimization variable x and possible restrictions must be defined [7, 8]. For this study, we split 
optimization into the static and transient type, depending on the contents of the optimization variable. A typical 
application for static optimization is design optimization, where an optimal design of a component is determined 
disregarding transient features [9, 10]. Transient optimization is, for instance, used to calculate optimal process 
control strategies [11]. 

When choosing the appropriate algorithm, the specific properties of the algorithm as well as the specifications 
of the optimization problem must be considered [9, 12]. In application-related problems, multi-objective 
optimization tasks are the most common. In contrast to the single-objective optimization, several objective 
functions are optimized simultaneously. Usually, these functions are in conflict with each other. As a result, 
there is no solution where both objective functions reach their individual optimum [9, 13–15]. This context can 
be described by the so-called Pareto-Front (see Figure 1). Illustrated are the two fictitious objective functions ��(�) and ��(�), which are to be minimized by a variation of x. By using the single optima (�� and  ��), three 
characteristic ranges can be identified. While an increase of x in the range � < �� leads to an improvement of 

both functions, an increase for � > �� causes a deterioration of both functions. The relevant range is thus 

located between the two individual optima (�� < � < ��). Within this range, an improvement of one objective 
function can only be realized by a deterioration of the other criterion. This means, that there is no longer a 
single optimum as in the case of the single-objective optimization. Instead, there is a set of different optima, 
also called the Pareto-Optimal set or Pareto-Solutions. By comparing the two objective functions, this set can 
be represented as a subset of the boundary curve (Pareto-Front on the right). By selecting a weighting factor, 
a problem-specific overall solution can then be determined. [9, 13–15] 
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Figure. 1.  Target function values of the fictitious functions ��(�) and ��(�) (left) and Pareto-Front of the fictitious 

functions (right) according to [9] 

3. Optimization with Dymola 
In the area of energy systems, various couplings between Dymola and different optimization environments 
have already been implemented. The choice of the appropriate environment is problem-specific and depends 
primarily on the type of optimization problem. Table 1 shows an overview of published investigations and lists 
the used optimization-tool. The DLR Optimization Library is fully integrated in Dymola and can be used to 
define multicriteria and trajectory optimization problems. In the three listed examples [16–18] different types of 
Models and optimization problems were investigated. Dymola is one of currently over 170 tools which support 
the FMI standard. It allows the export and exchange of simulation models into other simulation or optimization 
environments. The studies [19–21] are using this standard for an optimization in Matlab and Simulink with the 
focus on optimal control. In the study [22] Matlab is used as an optimization platform. Instead of FMI, an 
optimization workflow is presented. The workflow is using a Dymola script to run the simulation with different 
input parameters. The results are imported into Matlab from result files (dsres.mat) using pre-implemented 
functions. The study [23] is using the optimization environment OMOptim and Dymola as a simulation tool. To 
excess the model structure and adapt the input variables, OpenModelica is used. In the shown example, a 



 

 

design optimization of a heat pump is presented. The optimization program GenOpt is a text-based system 
which uses the input and output files of a simulation software to perform the optimization. The studies [24–26] 
are presenting an optimal control problem and [27] are solving a design optimization with GenOpt. Pfeiffer [28] 
utilize the FISEMO environment to perform a numerical sensitivity analysis of Modelica models. Dymola is 
used for the modeling process and the export of the model into C-Code. The integration into the FISEMO 
environment is done by using the DASPK3.1 package. 

 

Table 1.  Couplings of Dymola and optimization environments in the field of energy systems. 

Model Method Optimization-tool Ref. 

Chilled water plant Real-Time Optimization DLR Optimization Library [16] 

CO2 heat pump and thermal storage Optimal Control DLR Optimization Library [17] 

Osmosis hybrid system Design Optimization DLR Optimization Library [18] 

Hybrid Energy systems (HES) Optimal Control Matlab [19] 

Decentralised energy supply Optimal Control Simulink [20] 

Thermal management system Optimal Control MUSCOD-II [21] 

Chiller plant Optimal Control Matlab [22] 

Heat pump Design Optimization OMOptim [23] 

Combined heat and power plant (CHP) Optimal Control GenOpt [24] 

Central cooling plant Optimal Control GenOpt [26] 

Chiller plant Optimal Control GenOpt [25] 

Chilled water system System configuration GenOpt [27] 

Discontinuously Models Sensitivity analysis Fisemo [28] 

 

Most of the listed publications deal with transient optimization and focus on optimal control problems. The 
static optimization is less frequent and only addressed in two publications with small scale problems. In order 
to test the optimization framework optiSLang and contribute to the landscape of investigations of static 
optimization-simulation coupling, a proof of concept with a model of a coal-fired power plant is set up and 
carried out in this paper. One of the main advantages of optiSLang is the support of high-order parameter 
spaces, and thus, extensive sensitivity analysis as well as comparatively complex design optimization 
calculations. In the field of mechanical construction, for instance, optimization problems with up to 30,000 
independent variables were solved [29]. Since there is currently no direct connection to Dymola, a workflow 
will be presented in the first step (Section 4). Solving dynamic optimization problems with optiSLang is possible 
as well but will not be further discussed within this paper. 

4. Coupling of Dymola and Ansys optiSLang 
Since there is no direct coupling option for Dymola and optiSLang yet, an appropriate workflow had to be 
developed. The implemented workflow presented in this paper enables an automatic data exchange between 
Dymola and optiSLang (see Figure 2). optiSLang works according to the principle of variance calculation, 
which is why several model simulations and modifications of the model have to be performed [5]. Therefore, a 
text-based solver chain is implemented within the optiSLang environment. 

Dymola is used for the modeling process of the respective system in the programming language Modelica. 
The model can then be translated into C-Code and saved as an executable file with an associated input file. 
The input file contains essential initial values, model parameters and simulation settings which are needed for 
the simulation run of the model. After a successful simulation, the results are saved into output files. By 
modifying the input file, different model parametrizations and therefore results can be generated. 
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Figure. 2.  Basic principle of the workflow for coupling Dymola and optiSLang 



 

 

optiSlang is using these three files to perform the optimization. As a first step, the optimization problem must 
be defined in the optiSLang environment. In contrast to the original mathematical optimization, it is not 
necessary to develop a complex mathematical objective function. Instead, the optimization is performed using 
a black box model of the Dymola model (executable file). The input variables are set as optimization variables 
while the output variables are set as target criteria. The optimization variables (tuners) must be extracted from 
the input file. For each evaluation of the algorithm, one modified input file is created. Each of these files has 
different tuning values which are varied in a defined range in order to achieve the optimum. The validation of 
the optimum is done by using target criteria which are integrated in the model and calculated through a 
simulation (via batch-script). The results of each simulation are saved into individual output files. optiSLang 
extracts these values and evaluates them according to the chosen algorithm.  

Although the black box model simplifies the definition of the optimization problem, it also means that there is 
no knowledge of the mathematical structure of the problem. However, this knowledge is usually necessary for 
the choice of a suitable algorithm. To counteract this problem, optiSLang offers the user a traffic light system 
which recommends an algorithm based on the determined internal optimization problem (number of inputs, 
single- or multi-objective problem etc.). It must be taken into account, that this recommendation depends on 
the mathematical solvability of the problem and does not guarantee the best possible result. Thus, it is still 
necessary to know about the functionality of the individual algorithms to select a suitable one for a given 
optimization problem. 

5. Case study: coal-fired power plant 
In order to validate the implemented workflow, an optimization run is performed using an example model of 
the open source library ClaRa [30]. The chosen model represents a coal-fired power plant with eight turbine 
stages including feedwater preheating. Fig. 3 shows a simplified schematic of the plant. After passing the 
boiler, the generated steam flows through the individual turbine stages until it is expanded to the condenser 
pressure. The collected condensate is then preheated by the four low-pressure preheaters (LP-PH) before it 
enters the steam-heated feedwatertank. The feedwater is preheated by the high-pressure preheater (HP-PH) 
before it enters the boiler. The power plant is designed to provide 580 MWel. In the simulation scenario two 
load reductions to 70 percent load are performed. One simulation run of 10.000 seconds requires around 118 
seconds simulation time. 

HP-PH

Boiler

LP-PH4 LP-PH3 LP-PH1LP-PH2

T1 T2 T3 T4 T5 T6 T7 T8

Feedwatertank

G

Low pressureIntermediate pressure

High pressure

C
o
n

d
e

n
s
e

r

C
o
o

lin
g

 w
a

te
r

 

Figure. 3.  Simplified schematic of the coal fired power plant model SteamPowerPlant_01 from the open-
source library ClaRa 

The optimization is carried out using the HP preheater as an example component due to its huge impact on 
the preheating section. The HP-PH model is a shell-and-tube heat exchanger for which selected tube 
parameters are to be optimized. Further information about the model can be obtained from the open source 
library ClaRa [30]. 

 

Table 2.  Specifications of the optimization variables 
�, 
� and . 
Tuner lower boundary [m] initial value [m] upper boundary [m] 


� 0.015 0.020 0.024 
� 0.025 0.028 0.031  9 10 11 

 



 

 

The aim of the optimization is the improvement of the overall power plant efficiency with respect to the 
investment costs of the heat exchanger. Therefore, inner tube diameter  
�, outer tube diameter 
� and tube 

length  are to be optimized (Eq. (1)). The resulting multi-objective optimization problem is shown below. In 
many cases, optimization tools simplify a multi-objective problem to a single-objective problem by combining 
the multiple functions into a single sum-function with individual weights or by focusing on one function and 
introducing the remaining as constraints [31]. However, optiSLang is using an interactive method (see Section 
2) instead, which allows to deal with several functions simultaneously. The resulting Pareto-Front can be used 
to identify the area of interest where focused optimization runs can be performed.  

A simple degression function is implemented for estimating the investment costs (see Eq. (2)) [32, 33]. 
Therefore, the heat transfer surface is set in relation to a theoretical reference heat exchanger (���� = 1,500 

m2 and ��,��� = 800,000 €) and is simplified by Eq. (3) The degression exponent n was set to 0.6 [32, 33]. The 

price index effect from �� and ����� is neglected in this example. The efficiency is automatically calculated 

within in the model and is equal to the outlet-power and inlet-power ratio (see Eq. (4)). The negative equation 
sign is used to transform the maximization problem into a minimization problem. Table 2 shows the individual 
limits of the tuner variables. The initial values of the overall system efficiency ���� and the investment costs 

��,��� are 51,58 % and 802,545 €. 
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5.1. Optimization algorithm 

As solving algorithm a modified implementation of the Strength Pareto Evolutionary Algorithm 2 (SPEA2 [34]) 
is used. Figure 4 shows the general flowchart of the algorithm and indicates the interaction with the 
implemented workflow from Section 4. 
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Figure. 4.  General flowchart of the evolutionary algorithm (according to [14] and [35]) and the interaction 
with the implemented workflow 



 

 

After initialization of the simulation model, a start population of the size m is generated (Step 1). Therefore, m 
modified input-files are created and m respective simulation runs are performed. A dominance-based ranking 
system is used to assign a corresponding fitness factor to each solution, which are extracted from the m output-
files (Step 2). The iteration loop starts after the assignment process is done by using adaption (e.g. crossover 
or swarm movement) and mutation methods. The additional designs must be evaluated and ranked once more 
(Step 5). Therefore, new model simulations are required. Beneficial solutions are used to update the archive 
(containment for good solutions) and checked for convergence (Step 7). If the convergence criteria is reached, 
the optimization terminates and the end population is stated. In the negative case, step 2 to 7 are repeated 
until convergence or a termination criterion are reached. Since each evaluation requires one simulation of the 
model, optimization runtime is highly affected by simulation runtime and the number of total simulations. For a 
time-efficient optimization, both should be reduced as far as possible. 

The described steps can be modified further by changing the algorithm parameter (e.g. mutation-rate or 
crossover method). This allows the user to adapt the algorithm to the specific problem. The optimization runs 
presented in this paper use the optiSLang standard settings. All calculations are carried out under Windows 
10 on an Intel Core i5-6500 (3.2 GHz processor) with 8 GB RAM. 

 

6. Results 

6.1. Direct and indirect optimization 

The optimization can be done as a direct or indirect optimization (Figure 5). In case of the direct optimization, 
an individual model simulation is carried out for each evaluation of the algorithm. The indirect optimization, on 
the other hand, uses a surrogate model (meta-model) of the simulation model. The meta-model is determined 
based on n model simulations (100 by default) via a sensitivity analysis (SA). The SA provides several 
response surfaces which mathematically describe the correlation between the target criteria and the chosen 
optimization variables. Both variants have individual advantages and disadvantages which are described in 
more detail below. 

 

Create m 

Input-file

Direct optimization

Create m 

Output-file

run executable m-times

m 

Evaluations

Create m 

Input-file

Create m 

Output-file

m 

Evaluations

Meta-model

run meta-model m-times

Indirect optimization

run executable n-times
 

Figure. 5.  Direct and indirect optimization using the executable file and surrogate models 

Figure 6 shows an example response surface of the overall system efficiency and its correlation to the tube 
length and the inner tube diameter of the HP-PH. For the approximation a combination of several 
approximation techniques such as Kriging or neuronal networks are used. In this case the color scale indicates 
the local forecast quality of the approximation. Therefore, the so-called Coefficient of Prognosis (COP) is used. 
This value is a validation criterion developed by optiSLang to describe the quality of the approximation. It is 
calculated by using a cross-validation procedure [5]. In this case the COP is on a very high level across the 
entire surface. In systems with more complex and discontinuous process behavior generally lower COP values 
are reached. In such cases, it is possible to use other Design of Experiment (DoE) methods and/or to increase 
the number of samples (n). Another feature of the SA is the filtering of non-relevant parameters to simplify the 
optimization problem. 

 



 

 

 

Figure. 6.  Change of overall system efficiency depending on the tube length and the inner tube diameter of 
the HP preheater. Indication of the local COP by means of color scale 

6.2. Runtime comparison of direct and indirect optimization 

A comparison of the direct and indirect optimization method indicates a time advantage in favor of the indirect 
method. Both calculations are carried out with the same number of model simulations and algorithm 
evaluations. For the comparison, the overall runtime (()��  and (��)�� )  is further separated into different 
categories (see Eq. (5) and Eq. (6)). Hereby a more detailed understanding of the optimization processes is 
achieved. The different categories are defined as the simulation time, the approximation time and the 
optimization time. The simulation time (*�+ equals the total time for model simulation and can be calculated 
from the runtime for one simulation (+�)�, and the total number of model simulations #* (see Eq. (7)). The 

approximation time (-..��/ of the indirect variant corresponds to the time period for generating the surrogate 

model and is affected by the number of simulation and the complexity of the correlations. The remaining time 
is assigned to the optimization time. Both, the approximation time and the total runtime can be taken from the 
optiSLang log file. 

 

()�� = (*�+ +  (�.&,)�� (5) 

(��)�� = (*�+ +  (�.&,��)�� +  (-..��/ (6) 

(*�+ = (+�)�,  ⋅  #* (7) 

 

The resulting runtimes of the direct and indirect method are shown in Figure 7. The displayed percentage 
values describe the share of the respective category in the total runtime of the method. Due to the fixed number 
of model simulations, the direct and indirect optimization require the same simulation time. Although the 
indirect variant requires additional time due to the creation of the meta-model, the optimization can be done 
significantly faster because no further time-consuming simulation runs are needed. Compared to the direct 
method, the optimization time can be reduced by 97 % and the total runtime by 12 %. With increasing number 
of evaluations this time advantage increases even more. In addition, simulation and approximation are omitted 
in a new optimization run of the same problem since the determined approximation is reusable. 
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Figure. 7.  Overall runtime of the direct and indirect optimization and the respective proportions of the 
simulation, approximation and optimization time 

When using approximations, it must be taken into account that the results are affected by an error seen in 
Figure 8 which compares the Pareto-Front of the two methods. While the indirect Pareto-Front generates a 
very smooth graph, the direct method shows a much more complex behavior. The use of the approximation 
simplifies the system response, which in this example leads to areas where the investment costs are 
underestimated or overestimated. Because of these discrepancies, the indirect method should be used 
primarily as a first optimization step in order to reduce the overall computing time and to locate/constrain the 
relevant solution space [5]. 

With increasing model runtime, shortening methods are becoming more important. If no pre-optimization is 
desired, parallelization methods can be used alternatively. Since the simulations of each evaluation loop are 
executed parallel instead of sequentially, runtime reductions can be achieved without affecting the result. In 
the present work the runtime of the direct method could be reduced by up to 75 % using parallelization. A 
further reduction can be realized by using a computing cluster which grants access to more cores. 
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Figure. 8.  Comparison of the direct and indirect Pareto-Front of the overall system efficiency and the 
investment costs of the HP preheater 

6.3. Comparison of the DLR Optimization Library and optiSLang 

In the following section, a comparison of the optiSLang workflow and the DLR Optimization Library is 
presented. Since the DLR Optimization Library uses weighting factors to transform multi-objective problems 
into single-objective problems, no comparison to the previous results could be made. Instead, a single-



 

 

objective optimization using the overall efficiency as the optimization goal is carried out. An evolutionary 
algorithm with standard specifications is used for the calculation and parallelization methods are considered. 

All setups manage to improve the overall system efficiency (see Table 3). The optimized efficiency η�.& as well 

as the difference to the initial value ∆η are shown in the second column of the table and only differ slightly. For 
the further comparisons of the setups, the direct DLR setup is defined as reference. With regard to the 
optimized efficiency only minimal changes occur. On the other hand, large differences in the runtime were 
found. The direct optimization of the DLR Optimization Library is the most time-consuming setup. However, by 
using parallelization, the runtime can be more than halved. The direct optiSLang setup reduces the runtime by 
almost 40 %. By using additional parallelization, the runtime can be further reduced by a factor of four without 
influencing the results. The indirect optiSLang setup is faster than the direct DLR and direct optiSLang setup 
but slightly influences the optimized results negatively. A benefit of this setup is the generated surrogate model, 
which can be reused for further optimization runs. 

 

Table 3.  Overall runtime and maximum efficiency of the investigated setups for the single-objective 

optimization of the HP Preheater. 

Method 2345 (∆2)  [%] 2678,9:;<=5 − 2345 [%] 5 [h] 
5

5678,9:;<=5  [-] 

DLR Optimization Library direct 51.688 (+ 0.105) 0 11.4 1 

DLR Optimization Library direct 
and parallel 

51.688 (+ 0.105) 0 5.3 0.46 

optiSLang direct 51.689 (+ 0.106)   0.001 8.2 0.72 

optiSLang direct and parallel 51.689 (+ 0.106)   0.001 2.1 0.18 

optiSLang indirect 51.686 (+ 0.103) - 0.002 7.2 0.63 

 

7. Conclusion  
Since the programming language Modelica does not allow the definition of optimization problems, it is 
necessary to link up with external optimization environments or optimization languages. The simulation 
environment Dymola offers the integrated DLR Optimization Library which contains ready-made methods for 
static and transient optimization. These optimization methods are easy to use but only customizable to a limited 
extent. Therefore, it is barely possible to adapt the algorithm individually for different optimization tasks. Since 
the optimization is done directly, large simulation models cause long optimization times. For a runtime 
reduction parallelization can be used. To ensure a better optimization performance with higher flexibility, tools 
such as Ansys optiSLang can be used. An implementation of an appropriate workflow for coupling 
Modelica/Dymola and optiSLang is presented in this paper. It has been shown that the optimization via 
optiSLang can be more time efficient compared to the Dymola standard DLR Optimization Library. When using 
parallelization methods, the runtime of the examined test case has been reduced by the factor 4. This 
improvement is necessary to deal with large scale optimization problems in a suitable time. By using the 
sensitivity analysis, it is possible to obtain additional information about the system behavior. The determined 
surrogate model (meta-model) can also be used for an indirect optimization which is especially advantageous 
for a repeated optimization of the same model. Due to the deviations from the model behavior indirect methods 
should only be used for pre-optimizations. 

The comparison with the DLR Optimization Library shows that the developed workflow makes it possible to 
solve static optimization problems very efficiently. Further investigations should focus on optimization problems 
with a higher complexity to identify the limits of the presented workflow. In addition, first investigations showed 
that dynamic optimization problems may be realized by adjusting the workflow. For this, the input 
signals/vectors need to be discretized into a finite number of static points, which can later be used like the 
tuners of the static optimization. 

 

Nomenclature 
f Objective function [-] 

x Optimization variable [-] 

di Inner tube diameter [m] 

do Outer tube diameter [m] 

l Tube length [m] 



 

 

�  Overall system efficiency in nominal operation [%] 

� opt Optimized overall system efficiency in nominal operation [%] 

Ki Investment costs  [€] 

Ki,ref Reference investment costs [€] 

A Heat exchange surface [m2] 

Aref Reference heat exchange surface [m2] 

PI Price index [-] 

PIref Reference price index [-] 

Pin Input Power [MWh] 

Pout Output Power [MWh] 

n Degression exponent [-] 

nT Number of tubes [-] 

ns Number of model simulations [-] 

t Runtime [h] 

tmodel Model runtime [h] 

tsim Simulation time [h] 

tapprox Approximation time [h] 

topt Optimization time [h] 

tdir Runtime of the direct method [h] 

tindir Runtime of the indirect method [h] 

tDLR,direct Runtime of the direct DLR optimization Library method [h] 
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Abstract:

Solar thermal plants operate in a highly variable environment, with variations in both the energy source and
the heat demand. Moreover, weather and load forecasts contain uncertainty. Thermal energy storage helps
to decouple the heat production from the heat supply and gives the solar thermal plant more flexibility while
complexifying its operation. In this work, a Dynamic Real-Time Optimization (DRTO) methodology is presented.
Firstly, a planning phase determines the best storage management policy, given the estimated weather and
load forecasts. An economic DRTO algorithm is then used to update the optimal trajectories to minimize the
operating costs of the plant while respecting the storage management policy determined at the planning level,
despite disturbances in the weather conditions. This stage uses updated forecasts and real-time information to
update the optimal trajectories. This methodology is tested on a “virtual solar plant” (a detailed dynamic model
of an existing plant) in a case study, with real data for the weather forecasts and measurements and a variable
heat demand. Results obtained without and with DRTO adjustment are compared. In the first case, the virtual
plant is operated using trajectories computed with offline dynamic optimization (DO) at the planning phase and
undergoing the real-time weather and load conditions, while in the second case, real-time modification of the
operating trajectories is performed. We observe an improvement in the solar fraction used to satisfy the heat
demand and a reduction in the operating costs with DRTO compared to DO, without degrading the storage
management significantly. The results are promising for an application to an existing plant.

Keywords:

Dynamic Real-Time Optimization, Solar thermal energy, Simulation

1. Introduction

Greenhouse gases emissions need to be reduced to mitigate climate change. An efficient energy transition is
crucial to achieve carbon neutrality. Heat represents a large part of the final energy consumption and mostly
relies on fossil fuels for its production nowadays. Solar thermal plants are a good alternative to fossil fuels
because they allow the production of heat from the solar irradiation, and thus without direct CO2 emissions.

1.1. Solar thermal plants challenges and opportunities

In a solar thermal plant, the solar irradiance heats up a fluid flowing through solar collectors. High temperatures,
suitable for steam and electricity generation can be achieved by concentrating the solar radiation with mirrors.
In the present work, we consider a non-concentrating solar thermal plant for low temperature heat production
suitable for space heating, domestic hot water and some industrial processes. Nevertheless, the methodology
presented in the remaining parts of the paper could be applied to other solar thermal plants. Solar energy is
intermittent, with daily and seasonal variations. On the other hand, the heat demand also varies, and generally
its variations are not synchronized with the variations in solar heat production. To help to decouple solar
heat production and supply, Thermal Energy Storage (TES) solutions are developed. Both daily and seasonal
storage solutions exist, but only daily storage is considered in this work, in the form of a stratified water tank.
The association of a variable energy source and a storage solution makes the solar thermal operation complex
and with several operating modes possible: direct supply, storage discharge, storage charge, shut down.
Optimization methodologies are particularly promising for a system with such degrees of freedom.

1.2. Solar thermal plants optimization

Mathematical optimization is a useful tool to make the most of a system. For example, it can reduce the in-
vestment and operation costs, or the environmental impact of a system. Given the large cost of a solar thermal
plant, optimizing its design and operation can help to reduce its cost and thus can improve its competitiveness



against fossil fuels. The design of the system, such as solar panels area, storage tank volume, etc., can be
optimized to minimize the investment cost while making sure that the heat demand can be met. Once the
system is designed accordingly to the consumer needs, the operation of the solar thermal plant can also be
optimized in order to help to meet the heat demand despite variable weather conditions, reduce the operating
cost and cut down the fossil fuel consumption in heat production.

Nowadays, most solar thermal plants are operated with logic control rules, such as a constant temperature at
the outlet of the solar field, the equality of calorific fluxes in heat exchangers or the discharge of the storage tank
as soon as the heat demand is not met. To track the set points determined by these logic rules, basic controllers
are mostly implemented [1]. However, a solar thermal plant is a highly non-linear system, with various dynamics
and ever-changing environmental conditions. Hence, more advanced controllers are developed, with predictive
features for example. In the recent years, an economic objective has been incorporated in complex controllers
in order to optimize the operation of systems [2]. This has been tested for a solar thermal system with storage
in [3], where the back-up fossil fuel consumption was minimized. A linear control oriented model was employed
to reduce the computational time since the economic optimization has to be performed at each control time
step. Moreover, the control time horizon is not long enough to plan a good storage management, since the
storage tank has much slower dynamics than the rest of the plant. The economic optimization and the control of
the system could be performed separately to avoid the over-simplification of the dynamic model of the system.

Dynamic optimization (DO) has been applied to solar thermal plants in order to determine optimal trajectories
for the control variables over a given time horizon. This is also known as planning. For example, in [4], the
flow rates in the different parts of the solar thermal plant were optimized over 36 hours using weather and
heat demand forecasts. In particular, the use of storage was optimized. Dynamic optimization has been
more commonly applied to concentrating solar thermal plants for electricity generation. For example in [5],
the income from electricity selling is maximized, with a variable electricity price and TES to shift the electricity
production. A hybrid system composed of a solar thermal plant and a back up fossil fuel burner has also been
optimized, in [6] for example. These studies on dynamic optimizations allowed to improve the performances of
the solar thermal plants by increasing the income and reducing the back-up fossil fuel consumption. However,
they relied on weather and load forecasts which are uncertain. Dynamic optimization does not adapt the
optimal strategy to the current disturbances. Thus, the trajectories determined might become sub-optimal or
even impossible to track by the controllers.

An intermediate level between planning and control in the hierarchical operation of the plant is real-time opti-
mization. For a solar thermal plant, Dynamic Real-Time Optimization (DRTO) could be applied to determine
the optimal trajectories of the control variables, that will be tracked by controllers [7]. These trajectories are up-
dated regularly with a new dynamic optimization run based on updated forecasts and current measurements of
state variables and disturbances. This has been tested for a concentrating solar thermal field, without consid-
ering the storage tank, in [8]. Another work focused on the daily storage management of a solar district heating
system [9], by optimizing the flow rate between a long term and a short term storage tanks. These two stud-
ies only optimized in real-time a single flow rate and not the complete solar thermal plant operation, although
DRTO seems well-suited to optimize such a complex system operated in an ever-changing environment.

Storage management is a particularly challenging part of the operation of a solar thermal plant. Indeed, the
optimal operation of the TES has to be determined over several days, since it has slow dynamics and its
optimal operation requires a long term strategic vision. However, running a new accurate dynamic optimization
regularly with a time horizon of several days might lead to prohibitive computational times. A hierarchical
approach might improve storage management, as shown in [10] for an electric system with storage. In this
paper, a top layer is in charge of planning the storage state over a longer time horizon and a bottom layer
optimizes the operation of the electric system in real-time. A similar approach could be used for a solar thermal
plant, as suggested in [11]. The association of a planning phase for storage management and DRTO for the
operation of the plant was only tested in one paper [16] in a theoretical case study. Reduction in the operating
cost compared to DO was achieved. These promising results need to be confirmed in a more realistic case
study.

Based on this literature review, there is a lack of studies focusing on the DRTO of a solar thermal plant to
optimize its performances despite varying environmental conditions and consumer needs and uncertain fore-
casts. Moreover, a methodology to ensure a good storage management, through hierarchical optimization
layers should be developed and tested in realistic case studies.

1.3. Paper contents

In the present paper, a DRTO methodology in association with a planning phase for storage management
is developed. The planned storage state is incorporated into the DRTO economic objective function. The
methodology is tested in a realistic case study on a simulation model. Real data are used for the weather
forecasts and measurements. The test is carried out over 96 hours, showing better performances than DO
without real-time adaptation.



Section 2. presents the solar thermal plant layout and its modeling. Section 3. details the input information
for the algorithm. Section 4. explains the methodology with the two-layer optimization algorithm. Section 5.
presents the case study chosen to test the methodology and Section 6. shows the results obtained. Finally,
Section 7. gives some conclusions and perspectives for this work.

2. System description and modeling

2.1. Presentation of the solar thermal plant considered

The solar thermal plant considered in this study is presented in Fig. 1 and corresponds to an initial design of
a real system provided by our industrial partner NEWHEAT. It is composed of a solar circuit, with 12 loops of
15 flat plate collectors each, where the fluid is heated up by the solar irradiation. This represents an equivalent
surface of 2873m2 of solar collectors. The fluid inside the solar circuit is composed of 70% of water and
30% of glycol in volume. The fluid can by-pass the first heat exchanger by flowing through the recirculation
loop. This allows a faster warm-up of the solar circuit. Once the temperature at the outlet of the solar field
is high enough for the consumer needs, the fluid flows through the heat exchanger 1, to transfer the solar
heat to the secondary circuit, filled with water. The main part of the secondary circuit is a short term thermal
energy storage. The technology chosen is a stratified water tank with a volume of 500m3 and a height of
12m. The storage tank can be charged, discharged and by-passed depending on the consumer need and
weather conditions. For example, the storage tank can be charged when the solar heat produced exceeds
the heat demand. It can be discharged when the storage tank contains valuable energy and not enough heat
is produced in the solar field. Finally, it can be by-passed to deliver directly the solar heat produced to the
consumer when the heat production and demand happen simultaneously. The temperature of the fluid flowing
through the second heat exchanger can be adjusted by diluting the fluid from the solar field or the storage
tank with fluid exiting the second heat exchanger after having transferred its heat to the consumer. This avoids
exceeding the heat demand. Three variable speed pumps are used to move the fluid in the different parts of
the system and three-way valves ensure the fluid distribution in the pipes. The different operational modes of
the solar thermal plant make its operation flexible but also complex. In this context, optimizing the operation
of the plant should be promising because of the large number of degrees of freedom in the system. In case
the heat demand is not fully satisfied by solar energy, a gas burner will be used by the consumer to reach the
target temperature. The gas burner is not represented in Fig. 1 and is not modeled in our work. However, the
gas consumption will be computed in order to obtain the operational cost of the heat production.
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Figure 1: Solar thermal plant architecture

2.2. Modeling of the solar thermal plant

A solar thermal plant is intrinsically dynamic, with variations in the energy source and demand. The elements
of the solar thermal plants have various dynamics. For instance, the solar field has fast variations while the
storage tank state varies less rapidly. For these reasons, a dynamic model was chosen to represent the solar
thermal plant. Moreover, nonlinear phenomena need to be represented. For example, power terms are written
as the product of a flow rate and a temperature, which are both important to characterize the solar thermal
plant operation. Hence, a nonlinear model was chosen. Since the optimization methodology will be tested on
a simulation model, both an optimization and a simulation models are necessary. Both models are similar but
some additional simplifying assumptions are made in the optimization model to keep the computational time
low, as presented hereafter. The model for the solar thermal plant was developed in [4] and the main equations
are detailed below, as well as some simplifying assumptions made to the original model.



2.2.1. Solar field

The solar field in this work is modeled as a single equivalent solar panel, with a total area Aeq equal to the
sum of the areas of all the flat plate collectors in the solar field. The original model in [4] represented an
equivalent loop of the solar field but considering a single equivalent solar panel speeds up the calculations
without deteriorating the accuracy of the model significantly [12]. No spatial discretization of the collector and
no heat losses between the collectors within a loop are considered. Moreover, the fluid distribution is assumed
uniform between the loops. The equation modeling the solar field is the one node capacitance model written
for the equivalent solar panel as follows:

Q̇SF

Aeq
=

(

η0,b(ηshKb(θ)Gb + KdGd ) − c1(Tmean − Tamb) − c2(Tmean − Tamb)2 − c5
dTmean

dt

)

(1)

This energy conservation equation allows us to calculate the mean temperature Tmean inside the solar field,
taking into account the heat gain from the solar irradiance, using both the direct irradiation Gb and the diffuse
irradiation Gd in the plane of the collectors, the heat losses to the ambient at the temperature Tamb and the
equivalent inertia of the collectors. Q̇SF is the power transmitted from the sun to the heating fluid in the solar
field. η0,b, c1, c2, c5, Kb(θ) and Kd characterize the solar collectors and are provided by the manufacturer. η0,b

is the optical efficiency of the collectors, c1 is the heat loss coefficient in the collector at Tmean = Tamb, c2 is the
temperature dependence of the heat loss coefficient, c5 is the effective thermal capacity, Kb(θ) is the incidence
angle modifier for the direct irradiation and Kd is the incidence angle modifier for the diffuse irradiation. ηsh

represents the reduction in efficiency due to the shading effect. The outlet temperature of the solar field is
computed assuming a linear temperature distribution in the collectors. This simplified model can represent the
transient behavior of the solar field in a short computational time.

2.2.2. Storage tank

The storage tank is modeled in 1D, only the variations of the temperature along the vertical axis are considered.
The storage tank is divided into N layers of same height ∆z. The temperature inside each layer is assumed
uniform. The energy balance can be written for each layer i , numbered from 1 at the bottom of the tank to N at
the top, composed of the stored fluid and the tank wall assumed in thermal equilibrium:

ρCpA∆z
dTi

dt
= USl ∗ (Tamb − Ti ) +

k∗A

∆z
(Ti−1 − 2Ti + Ti+1) + ṁchargeCp(Ti+1 − Ti ) + ṁdischargeCp(Ti−1 − Ti ) (2)

Ti is the temperature of the layer i . The charging flux enters the top of the tank at the temperature Tcharge

and flow rate ṁcharge while the return flow enters the bottom of the tank at the temperature Treturn and flow
rate ṁdischarge. Cp is the specific heat capacity of the water only because the mass of water is larger than the
mass of metallic wall and the heat capacity of the metal is smaller than the heat capacity of water. ρ is the
fluid density. k∗ is the effective conductivity of the fluid and the tank wall, because conduction through the wall
participates in destratification of the tank fluid. Heat losses between each layer and the ambient air at Tamb

are computed with an overall heat transfer coefficient U. The exchange surface is the lateral surface of a tank
layer Sl . For the top and bottom layers, the exchange surfaces and heat transfer coefficients are different than
for the interior layers.

The number of layers used in the model has a great impact on the accuracy of the vertical temperature profile
computed, as shown in [13] for example. The effect of numerical diffusion tends to smooth the temperature pro-
file when a small number of layers is chosen. However, a larger number of layers increases the computational
time. For the accurate simulation model used in this work to test the methodology, 1000 layers are chosen.
For the optimizations, a simplified model is required to ensure reasonable computational times. Hence, only
10 layers are used, similarly to [4].

One phenomenon not represented in Eq. 2 is the natural convection. When solar irradiation goes down, at
the end of the day for example, it happens that the solar heat produced is at a temperature lower than the one
achieved earlier in the day. Nevertheless, its temperature is still high enough for the consumer needs. Hence,
this lower temperature heat can be charged and will arrive on top of warmer stored fluid. Due to buoyancy
forces, the lower temperature fluid will sink inside the tank and exchange energy with the surrounding stored
fluid. This phenomenon was neglected in the optimization model for simplicity and to reduce computational
time [13]. For the simulation model, the temperatures inside the tank are regularly re-organized to ensure that
the top of the tank is the warmest zone and the bottom of the tank is the coldest [14].

2.2.3. Heat exchangers

The two heat exchangers are the same, both plate heat exchangers with 97 plates of 1.5m2 each. The model
used for the heat exchangers is simple to keep the computational time low: no spatial discretization, no accu-
mulation and no heat losses are considered. The ǫ-NUT model is used to compute the exchanged energy and
the two outlet temperatures. A constant global heat transfer coefficient is chosen, U = 4000W .m−2.K−1, to
reduce the nonlinearities in the model.



2.2.4. Pipes

Each pipe in the system is modeled by developing the energy balance equation in 1D without spatial discretiza-
tion but considering accumulation in the fluid. Heat losses are computed with either circulating fluid or static
fluid. A thermal resistance is calculated to account for external convection and conduction through the insu-
lation layer. The external convection coefficient is computed using Hilpert correlation. Internal convection and
conduction through the wall are not modeled because we assume a very large heat transfer coefficient and
thus a perfect heat transfer. For the mixing valves and the flow divisions, the mass and energy balances are
developed neglecting the accumulation and heat losses.

2.2.5. Pumps

Part of the operational cost of the solar thermal plant is the electricity consumption of the variable speed
pumps used to move the fluid in the different circuits of the plant. First, the maximum pumping power Ṗhydrau

is computed with Eq. 3, when the pressure drop in the circuit is the highest ∆Pmax , which corresponds to the
maximum flow rate allowed in the pump ṁmax . Then, the actual flow rate in the circuit ṁ is used to compute
the electric power Ṗelec with the overall efficiency ηpump of the pump in Eq. 4.

Ṗhydrau =
ṁmax

ρ
∆Pmax (ṁmax ) (3) Ṗelec =

Ṗhydrau

ηpump

(

ṁ

ṁmax

)3

(4)

2.2.6. Representation of the various operating modes

The complete solar thermal plant model is built by connecting the models for the solar field, storage tank,
heat exchangers, pipes and pumps. The difficulty of modeling a solar thermal plant operation is the existence
of various operating modes depending on the heat demand, the state of the system and the environmental
conditions. Sigmoid functions are used to represent the existence of a flow in an element with a continuous
formulation, allowing to neglect very small flow rates that would not be implementable in the real plant (if the
flow rate is near zero, the sigmoid function is 0, otherwise it is 1). A sigmoid function is expressed as follows,
with β characterizing the steepness of the function and δ the threshold:

sig(x) =
1

1 + exp−β(x−δ)
(5)

For example, this is necessary to represent the heat exchangers through which heat can be transferred. Big
M formulations are used to represent the existence of an exchanged power Q̇hx or not, in the optimization
model. If the flow rate in the heat exchanger is negligible (for example lower than δ = 0.5kg.s−1), then the
exchanged power is zero, otherwise it is computed with the ǫ-NUT model, with ∆Te the difference between the
inlet temperatures on each side. This is expressed as follows, with M a scalar to adjust (108 here) :

−M sig ≤ Q̇hx ≤ M sig (6)

−(1 − sig)M + ǫ(ṁCp)min∆Te ≤ Q̇hx ≤ (1 − sig)M + ǫ(ṁCp)min∆Te (7)

If no energy is exchanged in the heat exchanger, the outlet temperature is equal to the inlet temperature
on each side. These continuous formulations allow us to represent the different working modes of the solar
thermal plant. In particular, the night mode when the solar circuit is shut down and no heat is transferred in heat
exchanger 1, or a mode where no solar heat is supplied to the consumer through heat exchanger 2 because
the storage tank is empty and the solar irradiation is too low.

3. Input data

The study is conducted for the city of Trappes (78), France (48°46’ 39.0000” N, 2°0’ 9.0000” E). In addition
to the design parameters of the system, described in Section 2., the environmental conditions and the heat
demand are the inputs of the model.

3.1. Weather data

Weather forecasts as well as meteorological measurements were provided by Météo-France for the whole year
of 2021 at this location. The parameters of interest are the Global Horizontal Irradiance (GHI), the Direct Nor-
mal Irradiance (DNI), the ambient temperature and the wind speed (which impacts the convection coefficient
used to compute the heat losses). The weather forecasts are computed with the ARPEGE model and updated
every 6 hours. Their time horizon varies depending on the run: 103h for the run at 12am, 73h for the run at
6am, 103h for the run at 12pm and 61h for the run at 6pm. Hourly values are provided for each parameter.
The forecasts will be used in the optimization algorithm, to determine the best operational strategy of the solar
thermal plant for a given time horizon. The same 4 parameters are measured every hour with a meteorological
station. The measurements differ from the forecasts and will impact the actual solar thermal plant operation.



3.2. Heat demand

The consumer considered in this work is a District Heating Network (DHN) supplying heat to a residential area.
In a DHN, the heat demand varies throughout the day and throughout the year. It is not easy to find available
public data on the heat consumption of a DHN. Moreover, the solar thermal plant considered should be sized
accordingly for the specific DHN it supplies the heat to. To simplify this case study, the same daily heat demand
profile is considered for every day of the year. The real heat demand would be greater in winter than in summer
due to the space heating need. The daily profile has been created in order to be consistent with the specific
solar thermal plant considered. The general shape of the daily profile was retrieved from [15]. We chose that
the storage tank from the solar thermal plant can supply heat to the DHN for two days when it is full. The heat
demand values were then adjusted accordingly. The daily heat demand profile created is presented in Fig. 2.
We observe a peak in the heat demand around 8am, and the demand is the lowest around 4pm.

0

200

400

600

0 4 8 12 16 20 24

H
e

a
t 

d
e

m
a

n
d

 (
k

W
)

Time (h)

Figure 2: Daily heat demand

We consider that the DHN return temperature
TDHN return is at 55◦C, so the consumer inlet flow in
Fig. 1 enters the heat exchanger 2 at 55◦C. The
target temperature Ttarget for the consumer flow
after collecting the solar heat is 65◦C. The flow
rate of the consumer flow is variable depending
on the heat demand, according to the following
equation:

Q̇demand = ṁconsumer ∗Cp ∗ (Ttarget −TDHN return) (8)

TDHN return and ṁconsumer are both inputs of the
system. The outlet temperature on the consumer
side of heat exchanger 2 is calculated and should
be as close as possible to Ttarget without ever ex-
ceeding it.

The variable heat demand is considered perfectly known in this work. No disturbance in the heat demand
is introduced even though the methodology could be applied to an uncertain heat demand similarly to the
uncertain weather conditions presented in subsection 3.1..

4. Optimization methodology

4.1. Two-level Algorithm

As explained in Section 1., the optimization methodology developed is composed of two hierarchical optimiza-
tion layers to improve storage management. The methodology is tested in real-time on a simulation model,
receiving the optimal trajectories and simulating the solar thermal plant actual behavior. The two-level opti-
mization algorithm is presented in Fig. 3. The initial state of the system is that all temperatures are equal to
the ambient temperature and the storage tank is half charged. The first step is the planning phase, which will
be described in more details in Subsection 4.2.. It is an economic dynamic optimization that will optimize the
operation of the solar thermal plant based on weather forecasts. As presented in Section 3., the longest time
horizon for the weather forecasts obtained is 103 hours at 12am. Hence, the planning phase is implemented
over 103 hours, starting at 0:00. The simulation model follows the optimal trajectories from the planning phase
for the next 6 hours, since no weather forecast update is available. Then, the DRTO starts. Every 6 hours,
a new weather forecast is available so a new DRTO is run to determine updated optimal trajectories for the
next 12 hours. The DRTO economic objective function incorporates the planned storage state at the end of
the DRTO time horizon. Planning is therefore used for storage management. Details on the DRTO will be
provided in Subsection 4.3.. Between each DRTO run, the behavior of the system is simulated with the ac-
tual weather over the 6 hours before an update, and the simulation provides feedback to the DRTO algorithm.
Details on the simulation are given in Subsection 4.4.. The complete simulation ends after 96 hours because
no planned storage state is available for the next DRTO run. In a real implementation, this algorithm would
be repeated continuously to optimize the operation of a solar thermal plant throughout the year, with a new
planning computed regularly. In this work, the methodology was only tested for 96 hours.

4.2. Planning

The planning phase, which is an offline economic dynamic optimization follows the method developed in [4].
The degrees of freedom in the system are the 6 independent flow rates in the solar thermal plant at each time
instant. The time discretization of the dynamic model for optimization is done with orthogonal collocation on
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Figure 3: Two-level optimization algorithm

finite elements, with 1 hour long elements containing 9 collocation points each. The constraints in the dynamic
optimization are the following:

• T ≤ 95◦C for all temperatures T

• The flow rate in each pump is defined as follows:











ṁ = 0 (corresponding to the pump turned off)

or

0.3ṁmax ≤ ṁ ≤ ṁmax (corresponding to the pump turned on, with ṁmax determined by the pump specifications)

• Tconsumer out ≤ Ttarget forbidding the heat supply to exceed the heat demand (Tconsumer out is the tempera-
ture of the consumer stream after collecting the solar heat)

The objective function to be minimized is the operating costs of the solar thermal plant, which are the electricity
consumption of the pumps and the gas consumption of the back up burner. It includes the maximization of
the stored energy at the end of the time horizon since it represents useful energy for the next hours and will
allow to cut down the gas consumption. An additional term is added to smooth the trajectories obtained for
the flow rates Φvar and is affected by a weight γvar that needs to be adjusted to achieve a good compromise
between smooth flow rates trajectories and a good economic objective OFeco. The formulation of the dynamic
optimization problem is presented hereafter:

min
free ṁ

OFeco − γvarΦvar , with (9)

OFeco = −GasPrice

∫ tf

0

Q̇gas(t)dt − ElecPrice

∫ tf

0

Ṗelec(t)dt + 0.7HeatPrice Estored (t = tf ) (10)

The prices used are the following: GasPrice = 80e/MWh, ElecPrice = 130e/MWh and HeatPrice = 25e/MWh.
The benefits associated to the stored energy are affected by a weight of 0.7 found appropriate in [4]. This



weight represents the decrease in energy quality between the moment it is stored and the moment it will
be supplied. This dynamic optimization is solved with the NLP solver CONOPT in the software GAMS. The
optimization is initialized with standard operating strategies ensuring that the local optimum found by CONOPT
is implementable on the real plant. The planning phase takes around 2 hours to converge to an optimal solution
on a laptop with the following characteristics: Intel Core i7-1065G7 1.3GHz. The stored energy throughout time
determined during this planning phase will be passed to the next optimization level.

4.3. DRTO

The DRTO is also an economic dynamic optimization and is built similarly to the planning phase. Only the
differences with the planning phase are presented hereafter. The time discretization is the same as planning
but the time horizon is much shorter: 12 hours. With this time horizon, the methodology is applicable in
real-time with a maximum computational time of 10 minutes for a DRTO on the same laptop. The economic
objective function is also the same as the planning phase except for the term on the storage. In the planning
phase, the stored energy at the end of the time horizon is maximized because it will be useful in the future.
For the DRTO, the aim is to follow the plan established previously based on a long term strategic vision and
weather forecasts. Hence, the difference between the planned stored energy and the actual storage state at
the end of the DRTO time horizon is minimized. The difference is multiplied by the price of gas to obtain the
order of magnitude of the cost of the non-respect of the plan, since the energy which should have been stored
but was not will be replaced by gas. Finally, this term is affected by a weight ω which has been adjusted in [16]
to obtain a good compromise between the following of the plan and the lowest operating costs. The value of
0.5 was chosen. This term is written as follows:

ω.GasPrice.|Estored planning(t = tf DRTO) − Estored DRTO(t = tf DRTO)| (11)

Each DRTO run starts with an initial state retrieved from the simulation model, as explained in the next sub-
section.

4.4. Simulation

The online methodology needs to be tested on an actual plant. In this work, we replace the actual plant with a
simulation performed with the solver ode15s in MATLAB. In the simulation model, perfect control is assumed
so the controllers are not modeled and we assume that the optimal trajectories are perfectly tracked. The
simulation model provides feedback to the DRTO algorithm. We assume that all states are measured and no
state estimation step is included in the methodology. The simulation model undergoes the actual weather. It
uses a more precise model for the storage tank, as explained in Subsection 2.2.2.. Since the DRTO algorithm
regularly starts over with the actual system state, model error propagation due to the simplifying assumptions
in the optimization model is mitigated.

5. Case study

The methodology was tested for one case study in Trappes in 2021, using the meteorological data from Météo-
France. The period from the 12th to the 15th of May was chosen because the solar irradiance was not well
predicted for this period, as shown in Fig. 4.
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Figure 4: Predicted and actual solar irradiance for the
test period in May

In this figure, the forecasted GHI plotted in dashed
green line is the one used for the planning phase,
at the beginning of the algorithm, while the solid
purple line corresponds to the measured GHI.
The solar irradiance was greatly underestimated
for the second day. Forecasts are updated every 6
hours, and this underestimation is corrected in the
next forecasts, which are used at the DRTO level.
For example, the forecasted GHI at 24 hours is
plotted in dotted orange line in Fig. 4. This fore-
casted GHI is closer to the measured GHI for the
second day than the one predicted at 0 hours.
The solar irradiation is quite variable during these
four days, and the fast variations during the day
are not perfectly estimated even a few hours in
advance. Only the GHI was shown in Fig. 4 but a
similar analysis can be conducted for the DNI.

The forecasts for the wind speed and ambient temperature are also uncertain but the differences between



forecasted values and measurements are not as large and these parameters do not impact the solar thermal
plant operation as significantly as the GHI and DNI.

6. Results

6.1. Comparison between planning only and planning with DRTO

In order to assess the performances of the methodology developed, it will be compared with offline dynamic
optimization (DO) without real-time adjustment, for the case study presented previously. Fig. 5 shows the
comparison made.
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Figure 5: Comparison of simulations based on DO with DRTO and DO only

On one hand, our DRTO methodology is tested in a simulation undergoing the actual weather. The planning
phase is used for storage management only, using weather forecasts. The simulation follows the optimal
trajectories determined by the DRTO and regularly updated using updated forecasts. This is presented on the
left side of Fig. 5. On the other hand, a simulation following the optimal trajectories determined during the
planning phase (DO) is performed, with no update in the trajectories during the whole simulation undergoing
the actual weather. This corresponds to the right side of Fig. 5. It was shown in the literature that offline
dynamic optimization outperforms standard control strategies based on logic control rules [4]. In this section
we show the interest of having real-time updates of the optimal trajectories.

6.2. Outputs

The results from the two simulations presented in the previous paragraph are compared. In Fig. 6, the flow
rates in the solar field are plotted. The solid blue line corresponds to the flow rate determined during the
planning phase (DO), without any update. The dash-dotted red line corresponds to the flow rate determined
with our DRTO methodology. This curve is composed of sixteen portions, each six hours long, and determined
by a new DRTO call. In Fig. 6, the flow rate determined by DO is zero for the second day. This is because a
very low solar irradiation was predicted for that day, as shown in Fig. 4. When using our DRTO methodology,
the flow rate determined during the second day is not zero because the updated weather forecasts used for
the DRTO predicted a solar irradiation high enough for solar heat production. This shows that the DRTO allows
the modification of the optimal trajectories when the weather forecasts are corrected.

Fig. 7 presents the temperature of the consumer stream after collecting the solar heat, Tconsumer out , achieved
for both simulations. It should be greater than the return temperature of the DHN of 55◦C but lower than the
target temperature of 65◦C. We observe in Fig. 7 a few occurrences of a temperature lower than the DHN
return temperature. This might be due to a sudden release of solar heat after a period with no supply from
the source (either direct supply of from the storage). The pump is turned on but the temperature of the fluid
inside the pipe has decreased due to heat losses. It takes a little time before the warm fluid reaches the
second heat exchanger. There are also periods with a temperature exceeding the target temperature. For
example, the temperature for DO on day 4 is much larger than 65◦C. This is because the solar irradiation for
this period was greatly underestimated, as shown in Fig. 4. The forecasted GHI presented a sudden decrease
around hour 85 but the GHI measured actually presented a peak at that time. Hence, the operating strategy
determined during planning led to exceeding the heat demand. On day 2, the solar irradiation was also greatly
underestimated for the DO calculations. However, the heat demand was not exceeded on this day because
the solar irradiation predicted was too low to start collecting solar heat and the storage tank was already empty
at that time. Hence, the complete solar thermal plant was shut down, no solar heat was supplied and the



demand was thus not exceeded. However, for DRTO, the solar thermal plant was operated on day 2, delivering
solar heat to the consumer. The heat demand was exceeded for part of the day because the updated forecast
for the solar irradiation, although more accurate than the one used for planning and determined earlier, still
underestimated the actual solar irradiation. In a real system, this behavior would be prevented thanks to local
controllers forbidding to exceed the heat demand. Since our simulation model did not include controllers,
nothing prevented the temperatures to go high. Adding the local controllers to our simulation model could
improve the methodology before it can be tested on an actual plant. In order to avoid an optimal operating
strategy that could lead to overheating, more frequent re-optimizations should be employed, based on more
accurate forecasts. However, this requires access to updated forecasts very regularly. In this work, we were
limited in the frequency of our DRTO runs because the weather forecasts were provided every six hours.
Accurate forecasting of solar irradiation is an active area for research and new methods are developed. For
example, sky imagers provide regular forecasts accounting for local clouds, or machine learning could help
recomputing forecasts regularly. Figs. 6 and 7 showed that DRTO can adapt the optimal operating strategy to
the actual conditions, thanks to regular re-optimizations using updated forecasts. In the next paragraph, the
performances of the solar thermal plant in the two simulations are compared.
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6.3. Performances

The performances of the solar thermal plant are determined using several indicators:

• Esupplied corresponds to the quantity of solar heat supplied at a temperature lower than the target temper-
ature. This should be as high as possible to reduce gas consumption.

• Eexcess corresponds to the quantity of solar heat delivered that exceeded the heat demand.

• Eelec corresponds to the electric consumption of the pumps.

• Ctot corresponds to the total operating costs of the plant (electricity and gas consumption)

• Estock final corresponds to the quantity of valuable energy inside the storage tank at the end of the simula-
tion.

The value of each indicator for the two simulations are presented in Table 1. The total heat demand for the 96
hours of simulation is 29.8 MWh.

We observe an increase in the quantity of solar heat delivered to the consumer of about 31% with DRTO
compared to DO only. This is mostly due to the solar heat supplied on the second day with DRTO, while no
solar heat was produced for that day with DO. Our DRTO methodology led to more excess energy delivered in
this case study, because the updated forecasts still contained inaccuracies. But this excess energy should not
be delivered in a real system thanks to local controllers preventing this behavior. The electricity consumption
is similar for both simulations. The total cost was reduced by 19% thanks to our DRTO methodology, because
less gas was required to complete the heat demand. Finally, the quantity of energy inside the storage tank
is only slightly decreased, by 1.4% of the storage capacity. However, in this case study, the storage tank is
almost emptied at the end of both simulations because the solar irradiation is not very high. There is a need
to study the best way to integrate storage management in the DRTO. There is probably no interest in following



Table 1: Comparison of the performances of the simulated solar thermal plant using DO only or DO+DRTO

Performance Simulation with Simulation with
indicator DO only DO and DRTO

Esupplied (MWh) 11.42 14.98
Eexcess (MWh) 0.40 0.93
Eelec (MWh) 0.12 0.12

Ctot (e) 1487 1203
Estock final (MWh) 0.42 0.22

a plan determined with very inaccurate forecasts. The planning phase should be re-computed whenever the
weather forecasts differ too much from the measured weather. This will be investigated in future work, with
several case studies showing various levels of solar irradiation.

7. Conclusion and Perspectives

In this work, we presented a DRTO methodology using a planning phase for storage management to optimize
the operation of a solar thermal plant providing heat to a DHN. The methodology was tested in a realistic
case study, using real weather forecasts and measurements and a variable heat demand for four days in
mid-season. The results obtained show the interest of having a real-time adaptation phase of the optimal
trajectories to correct uncertainties in the weather forecasts. Thanks to DRTO, the quantity of solar heat
supplied to the consumer increased, leading to a decrease in gas consumption and thus in the operating
costs. The methodology developed includes the tracking of the storage state determined during the planning
phase, which benefits from a better strategic vision. Thus, the DRTO is able to follow the plan while minimizing
the operating costs. However, if the weather forecasts used during the planning phase are very inaccurate,
following the plan is probably not optimal. A new plan should then be computed. In the mean time, a new
storage management policy for the DRTO needs to be employed. Future investigations will focus on finding
the best way to use the planning phase in order to improve storage management in the DRTO method. This
will require testing of the methodology in various case studies.
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Nomenclature

Abbreviations

GHI Global Horizontal Irradiance

DHN District Heating Network

DNI Direct Normal Irradiance

DO Dynamic Optimization

DRTO Dynamic Real-Time Optimization

TES Thermal Energy Storage

Latin symbols

A Tank cross sectional area, m2

Aeq Area of the equivalent surface panel rep-
resenting the solar field, m2

c1 Heat loss coefficient in the collector at
Tm = Tamb, W.m−2.K−1

c2 Temperature dependence of the heat loss
coefficient, W.m−2.K−1

c5 Effective thermal capacity, J.m−2.K−1

Cp Fluid specific heat capacity, J.kg−1.K−1

E Energy, MWh

Gb Direct irradiation (beam) in the plane of a
collector, W.m−2

Gd Diffuse irradiation in the plane of a collec-
tor, W.m−2

k∗ Effective thermal conductivity, W.m−1.K−1

Kb(θ) Incidence angle modifier for the direct ir-
radiation (beam)

Kd Incidence angle modifier for the diffuse ir-
radiation

ṁ mass flow rate, kg/s

N Number of discretization layers in the stor-
age tank

Ṗ Power, W

Q̇SF Power transmitted from the sun to the
heating fluid in the whole solar field, W

Sl Lateral surface of a tank layer, m2



t Time, s

T Temperature, ◦C

U Tank fluid to ambient overall heat transfer
coefficient, W.m−2.K−1

z Tank height from the bottom of the tank, m

Greek symbols

∆z Height of a discretization layer in the stor-
age tank, m

∆P Pressure drop in a circuit, Pa

η0,b Optical efficiency of a collector

ηpump Overall efficiency of a pump

ηsh Shading effect of a solar field loop onto the
next loop

ρ Fluid density, kg.m−3
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Abstract: 

The increasing energy and environmental crises require a shift in worldwide energy management, with the 
broader use of energy storage, and an increase in the share of renewable energy sources, in particular for 
electricity generation. Such a process is called energy transition. Thus, low-carbon (or green) hydrogen 
produced by water electrolysis from renewable electricity is one of the most promising options, since it can be 
used in fuel cells, with a high-efficiency operation, and without harmful emissions. Thus, this work investigates 
through a numerical simulation in Matlab, a cogeneration system used to supply electricity and heat demands 
for an on-grid residence in the city of Rio de Janeiro, Brazil. The original configuration for the hybrid combined 
heat and power (CHP) system is composed of photovoltaic (PV) panels, which exceeding energy feeds a 
proton exchange membrane electrolyzer cells (PEMEC) to produce hydrogen that is compressed and then 
stored. When the PV system is not able to supply the demand, the produced green hydrogen is then blended 
with natural gas to feed a solid oxide fuel cell (SOFC). Natural gas burner is used as an auxiliary source for 
heat generation when the SOFC is not operating. The energetic, exergetic, exergoeconomic, and 
environmental (4E) performances are assessed on a typical day of each season. Results indicate that the 
system can stably operate with moderate energy and exergy efficiencies for both the SOFC and PEMEC. 
Blending hydrogen with natural gas also allow a reduction of CHP specific emissions. The high availability of 
unused heat also strongly suggests the addition of an absorption chiller to increase the global system 
efficiency.  

Keywords: 

Proton exchange membrane electrolyzer cells (PEMEC); Solid oxide fuel cell (SOFC); Hydrogen compression, 
Renewable energy; 4E analysis; Numerical study. 
 

Nomenclature 
A Area, m² �̇� Cost rate, $/s 

c Unit cost, $/GJ 

e Specific entropy, kJ/(kg.K) 

Ė Exergy Rate, W 

fk Exergoeconomic factor 

F Faraday constant. C/mol 

h Specific enthalpy, kJ/kg 

I  Electric current, A 

IL Light current, A 



I0 Reversible saturation current, A 

J  Current density, A/m² 

k  Boltzmann constant, m².kg/(s².K) 

K  Equilibrium constant 

LHV Lower heating value, MJ/kg 

ṁ  Mass flow rate, kg/s 

N  Number of cells 

ṅ  Molar flow rate, mol/s 

P Pressure, kPa 

Ṗ  Electric Power, W 

q  Electron charge, C 

Q̇  Heat exchange rate, W 

r  Recirculation factor 

R  Resistance, Ω 

Ru  Universal Gas Constant, J/(K.mol) 

T Temperature, K 

U Utilization factor 

V  Voltage, V 

Vact Activation voltage, V 

Vohm Ohmic voltage, V 

Vconc Concentration voltage, V 

Ẇ  Power, kW 

X Molar fraction 

Ż Levelized cost, $/s 

 

Greek symbols 

η Efficiency 

ν Stoichiometry coefficient 

Subscript 

bu Burner 

c Compressor 

cell Cell 

con Consumption 

d Destruction 

dem Demand 

ele Electric 

f Fuel 

gen Generation 

hxc Heat exchanger’s cold stream 

hxh Heat exchanger’s hot stream 

i Inlet 

j Surrounding 

p Pump 

PV Photovoltaic 

q Heat  

rh Recoverable heat 

ther Thermal 

W Work

1. Introduction 
The demand for low environmental impact and renewable power sources is steadily increasing. Thus, there is 
a growing installed capacity of power generation from renewable resources, particularly wind turbines (WT) 
and photovoltaic panels (PV), which are widely adopted. During the day, PV systems convert incident solar 
radiation into electricity, while WT systems harness the wind's favorable conditions to rotate the blades and 
produce electricity. Combining these two systems offers a viable solution for enhancing the reliability of power 
generation, even though they increased the complexity of the grid management. Since both PV and WT are 
intermittent energy sources, it is crucial to incorporate a storage system to enhance overall efficiency and 
provide the demand during the whole day. Hydrogen emerges as a promising alternative due to its high energy 
density in weight basis, minimal energy loss, well-established technology, on-site provision capability, and 
reliability comparable to conventional fuels such as coal, nuclear, and natural gas [1]. Among the most 
promising methods for hydrogen production is water electrolysis, while the current predominant approach 
involves fossil fuel conversion (mainly by steam reforming of natural gas). The resulting hydrogen, known as 
green hydrogen, has emerged as a potential solution for future decarbonization efforts [2].  

Additionally, the interest in efficient technology that offers a wide range of useful energy products and services, 
such as polygeneration, is increasing significantly. Polygeneration system involves an integrated process that 
produces multiple energy outputs from a single energy source. Among the possible technology, the fuel cells 
are energy conversion devices that play a key role in generating electricity through an electrochemical reaction 
between a fuel (mainly hydrogen) and an oxidant. This direct conversion of chemical energy into electricity 
eliminates the need for a combustion process. Significant attention has been directed towards Solid Oxide 
Fuel Cells (SOFC) due to their superior efficiency, long-term stability, and low emissions during operation. 
Operating at high temperatures (ranging from 650 to 1000 °C), SOFCs enable the reforming process to occur 
within the cell itself. This allows the SOFCs to be fed with natural gas and remove the need to reduce the 
carbon monoxide content of the reformate, making them an excellent choice for cogeneration, trigeneration, 
and multigeneration applications [3]. Numerous studies have examined the feasibility and thermal performance 
of SOFCs within complex systems. In trigeneration systems, where electricity generation is the primary function 
of SOFCs, previous studies have observed the utilization of heat exchangers to recover exhaust gas heat, 
along with refrigeration systems (typically with absorption chillers) to provide cold demand [4–7]. Parameters 
such as current density [4,7–16] and SOFC operating temperature [4,8–10,14,17] have been extensively 
investigated in the literature. Furthermore, some studies have conducted exergoeconomic evaluations of the 
system [9–16,18], while a few have undertaken environmental analyses [10,12,14,18]. 



Many studies have focused on the utilization of electrolysis to produce hydrogen. Among the electrolyser 
technologies, the polymer electrolyte membrane electrolyser (PEMEC) is the most widely used in the recent 
projects and the literature showed that it is adaptable for integration with different systems. The advantage of 
PEMEC is its rapid response, making it suitable for transient conditions, while producing high-purity hydrogen 
at relatively low temperatures (around 50 to 90°C) [19]. Literature reviews have demonstrated the integration 
of PEMEC in systems that harness renewable resources [20–23]. Similarly to SOFCs, the process parameters 
investigated for the optimization of the PEMEC operation include current density [20,22,24] and operating 
temperature [21–23]. 

Even though the renewables reached 44.7% of the energy mix, with sugarcane biomass and hydroelectricity 
accounting for the largest shares at 16.4% and 11% respectively, a recent study examining the Brazilian 
energy matrix highlighted a decline in the contribution of renewable energy sources due to water scarcity and 
an increased reliance on thermoelectric plants. Despite solar and wind power having a smaller share at 2.5% 
and 10.6% respectively, they experienced significant year-on-year increases of 55.9% and 26.7%. In terms of 
energy consumption, the residential sector accounted for approximately 10.9% of Brazil's energy use, while 
the transport and industrial sectors combined represented a consumption of 64.5%. The installed capacity for 
energy generation demonstrated an overall increase of 3.9%, with solar and wind power leading the growth at 
40.9% and 21.2% respectively. In the realm of micro/mini distributed generation, solar power witnessed a 
remarkable 88.3% increase compared to the previous year [25]. 

Regarding hydrogen in the country, the Energy National Plan 2050 (PNE 2050) recognizes hydrogen as a 
disruptive technology and a crucial element for the decarbonization of the energy matrix. The plan highlights 
the diverse uses and applications of hydrogen and provides recommendations for energy policies to promote 
the development of the chain values, including production, transport, storage, and consumption, in the country. 
Key guidelines include assessing opportunities for blue hydrogen production from natural gas and green 
hydrogen production using renewable energy sources, called “rainbow” approach. Additionally, the plan 
emphasizes exploring the production of hydrogen from biofuels (bioethanol, biomethane and glycerine) and 
using existing infrastructure for the transition, such as incorporating hydrogen into the natural gas pipeline 
network [26,27]. The integration of hydrogen into natural gas has the potential to enhance the role of natural 
gas, abundant in the Pre-salt fields, as a low-carbon transition fuel while simultaneously scaling up hydrogen 
production, particularly from renewable sources [2]. 

As demonstrated earlier, there are a limited number of studies in the literature that conduct a energetic, 
exergetic, economic, and environmental (4E) analysis of a cogeneration system. Furthermore, no research 
has been found that specifically examines the impact of seasonality on a hybrid system that integrates 
renewable power generation and consumption using both PEMEC and SOFC technologies. Although the share 
of solar power is not so expressive into the Brazilian energy matrix, its growth is noticeable, along with an 
increasing interest for hydrogen production. In light of these factors, this study aims to evaluate a hybrid 
combined heat and power (CHP) system with green hydrogen storage in Rio de Janeiro, Brazil. The evaluation 
focuses on a typical day from each season for a residential building. An hourly-based analysis is performed, 
considering the electricity and heat demand of a standard building. The study specifically assesses the 
energetic, exergetic, exergoeconomic, and environmental aspects of the system through a comprehensive 4E 
analysis. To achieve this, various parameters are examined, including system efficiencies, carbon dioxide 
emission rates, cost per unit of exergy, and the exergoeconomic factor. The aim is to provide a thorough 
understanding of the system's performance and quantify its impact in terms of energy, exergy, economics, and 
the environment. 

2. System description 
The representation of the hydrogen storage system is shown in Figure 1. A renewable module comprised of a 
set of photovoltaic panels in series and parallel is responsible for extracting energy from the sun and supplying 
an electric demand. If there is a surplus of power in this process, the system operates in what is called the 
generation mode, otherwise, if there is a shortage, it works in the consumption mode. In the first mode, the 
surplus energy from the renewable module is used to supply power for an electrolyzer which together with 
water, generates green hydrogen and oxygen. The hydrogen is compressed into a pressurized tank, to be 
later used in any case of need. To supply the heat demand, a natural gas burner is triggered. For the other 
mode of operation, hydrogen from the tank is withdrawn and goes through the expansion valve to be mixed 
with natural gas and then preheated in a heat exchange before entering the reformer. Water is also preheated 
before entering the reformer, and after the reforming process, the products and a preheated air feed the solid 
oxide fuel cell for the electrochemical process. The generated electricity passes through the inverter priorly to 
being supplied to the final user. The depleted fuel and air from the SOFC go into an afterburner for complete 
combustion of carbon monoxide, methane, and hydrogen, and the exhaust gases are used for preheating the 
mixture (hydrogen-natural gas), water, and air. Then, the exhaust gases pass by a heat exchanger to supply 
the user’s heat demand. This module consists of a hot tank, a pump, and a pair of heat exchangers (exhaust 
gas and hot water). The tank is assumed to be sufficiently large to be considered isothermal. Finally, the hot 
exhaust gases from the afterburner are cooled down to ambient temperature. 



 

Figure 1. Schematic representation of the hydrogen storage system. 

For this system’s simulation, a steady-state condition under thermodynamic equilibrium is assumed for each 
investigated instant of time. All components are assumed to be well insulated, thus no heat loss from 
equipment to the environment is considered. Compressors and pumps operate with isentropic efficiency equal 
to 0.85, and the heat exchangers have a constant efficiency during operation of 0.9 with no pressure drop. The 
mixing chamber, reformer, natural gas burner, and afterburner operate at constant pressure, and their outlet 
species composition and temperature are calculated using energy and mass balance. The inverter has a 
constant efficiency of 0.95. All gases are treated as an ideal gas, dry air composition is considered 21% O2 
and 79% N2, and natural gas is considered as pure methane. The compressed hydrogen is stored at 300 bar 
and ambient temperature. The properties of all fluids are based on the Peng-Robinson equation of state, 
having as reference state for gases temperature at 298.15 K and 0.101325 MPa. 

3. Modeling 
This section focuses on displaying the main equations for the system’s components. The extensive equating 
can be found in Appendix A, and the parameters for the system in Appendix B [28]. 

3.1. Renewable module: photovoltaic panels (PV) 

This module consists of a combination of photovoltaic panels producing electric power at an optimized current 
and voltage [29,30]. This system’s performance presents a non-linear current-voltage curve, Eq. (1): 

I=IL-I0 (exp (q(V+I𝑅)
γkTcell

) -1) (1) 

The panels are set to work at maximum power output adjusting both voltage and current to reach such 
conditions 

3.2. Proton exchange membrane electrolyzer (PEMEC) 

A proton exchange membrane electrolyzer is used to generate hydrogen using the surplus energy from the 
renewable module. The rate of the produced hydrogen is defined by a function of the current density and 
number of electrolyzers considered, Eq. (2) [5,31]: 

ṅH2=ηf
𝑁I
2F

 (2) 

The actual voltage of the electrolyzer is defined by a function of its reversible voltage and losses, Eq. (3) 
[11,32]: 

V=V0+Vact+Vohm (3) 

3.3. Solid oxide fuel cell (SOFC) 

The amount of hydrogen entering the anode in the electric reaction of the solid oxide fuel cell is also described 
by the current density operation, Eq. (4) [33]: 

ṅH2= JA (1-r+rUf)𝑛2 F Uf  (4) 

The process for calculating the inlet on the cathode side and the outlet of both the anode and cathode are 
described in Colpan et al. [33]. 

The actual voltage of the solid oxide fuel cell is described in Eq. (5) [4,11,32]: 

V=V0-Vact-Vohm-Vconc (5) 

 
 



3.4. Reformer 

Fuel reforming reactions allow the conversion of fuel (natural gas blended with hydrogen into another one 
through a catalytic reaction, from a less active one into one more active. Thermodynamic equilibrium is 
assumed for the considered chemical reactions and described by the general equilibrium constant, Eq. (6): 

Ke,i= ∏ xi
vi ( P

P0
)∑ vii

i  (6) 

3.5. 4E analysis 
Such analysis comprehends assessing the components, and the whole system, as control volumes through 
an energetic, exergetic, exergoeconomic, and environmental point of view. To do so, mass, energy exergy, 
and cost balances are considered, Eqs. (7-11) [34]: ∑ ṁo = ∑ ṁi  (7) 

Q̇-Ẇ= ∑ ṁohoo - ∑ ṁihii   (8) 

ĖD= ∑ (1- T0
Tj

) Q̇j-j Ẇ+ ∑ ṁieii - ∑ ṁoeoo   (9) ∑ Ċi +Ċq+Ż= ∑ Ċo +Ċw  (10) 

Ċ=cĖ  (11) 

Table B.1 displays the capital equation of each component [28]. 
The environmental analysis considers the amount of carbon dioxide emitted during the system operation, 
through the combustion of natural gas and the depleted fuel of the solid oxide fuel cell, and its mitigation due 
to the addition of hydrogen in the blend with natural gas. 
The electric and thermal efficiencies of the system are used to assess the system's performance. They are 
described as follows in Eqs. (12-15): 

ηele,gen=
Ṗdem+ṁH2LHVH2+Ẇc,H2

ẆPV+Ẇc,H2
 (12) 

ηele.con= Ṗdem+Ẇc,all+Ẇp,all
ẆPV+ẆGrid+ṁH2LHVH2+Ẇc,all+Ẇp,all

 (13) 

ηther,gen= Q̇dem
Q̇bu

 (14) 

ηther,con= Q̇hxc,all+Q̇dem
Q̇hxh,all+Q̇ts+Q̇rh+Q̇bu

 (15) 

For the exergoeconomic evaluation, the exergoeconomic factor, Eqs. (16-17), and unit cost of the SOFC and 
PEMEC are considered. 

fk= Ż
Ż+Ċd

 (16) 

Ċd=cfĖd (17) 

The unit cost expresses the average cost at which each unit of fuel is supplied to a component or the average 
cost at which exergy unit was supplied to a product. The exergoeconomy factor expresses the contribution of 
the capital cost to the sum of capital cost and exergy destruction, providing a measurement of the component 
cost-effectiveness. 

4. Numerical solution 
The solution of the system relies on the hourly interaction between the solar radiation and the electric demand 
of the building through one day for each season of the year. Figure 2 displays the flowchart of the steps taken 
for solving the system. The parameters considered in this work concerning the building, photovoltaic panels, 
SOFC, and PEMEC dimensioning are shown in Appendix B [28]. 

 

Figure 2: System's solution flowchart. 

 



4.1. Electric power and heat demands 

The electricity demand of a typical residential building from Rio de Janeiro is evaluated using the typical profile 
curve of residential consumption together with the historical average value for each month [35]. It is possible 
to observe a higher consumption in summer due to the hot temperatures in the country, as a higher amount of 
air conditioners are working. Spring and Autumn have similar electric demands. Water heating for showers is 
the only source of heat demand in the Rio de Janeiro context [36]. Both demands are displayed in Figure 3. 

            
(a) (b) 

Figure. 3. a) Electric power demand per person. b) Hot water profile of a typical Brazilian residential building. 

4.2. Solar Radiation and interaction 

As previously said, the difference between the electric power coming from the renewable module and the 
electricity demands dictates the functioning of the system. Figure 4 presents both the solar radiation for a 
characteristic day of each season in Rio de Janeiro and the aforementioned difference for the Summer. The 
area above the zero line (orange) corresponds to the generation mode, while the area under the line (blue) 
corresponds to the consumption mode. 

            
(a) (b) 

Figure. 4. a) Solar radiation in Rio de Janeiro for the characteristic day of each season. b) Data regarding 
availability and demand of electric power. 

4.3. Generation path 

The stacks of PEMEC work accordingly to the amount of available power, turning on and off to the necessary 
number of stacks for the operation. Both current density and the stack’s bus voltage are adjusted in this process 
so the system can operate at the highest efficiency. Having the final condition set, the amount of green 
hydrogen produced and the electrolyzer’s parameter can be calculated. The variables considered in this study 
for the PEMEC are displayed in Table B.4. 

4.4. Consumption path 

When the electric power from the renewable module is not enough to meet the user’s demand, the stacks of 
solid oxide fuel cells are required to generate the missing power. Similarly to the generation path, the stacks 
can be turned on and off, as a function of the missing electric power, and the stack’s current density and bus 
voltage are adjusted so the system can operate at the highest efficiency. The rate of hydrogen consumption is 



calculated in function of the SOFC module's electric power output, and with that, it is possible to infer the 
amount of natural gas withdrawn from the grid, hydrogen from the tank, and steam necessary for the reforming 
process using a mass balance on the SOFC reformer. The parameters of the SOFC are shown in Table B.5. 
After the process in the SOFC, the depleted air and fuel passes through an afterburner for a complete 
combustion reaction. The hot combustion products are used to heat the hydrogen-natural gas blend and water 
entering the reformer, and the air entering the cell. 

5. Results 

5.1. Validation 

Both PEMEC and SOFC were modeled according to data taken from the literature [37,38], and results are 
shown in Appendix B [28]. Tables B.6 and B.7 display a comparison with the values for voltages of each 
component, and it can be seen a good agreement between this study and the corresponding experimental 
data. 

5.2. Season analysis 

To assess the seasonality effect on the system, a characteristic day of each season was chosen, being in the 
middle of February, May, August, and November to represent Summer, Autumn, Winter, and Spring 
respectively. Thus, in each case, the current density and bus voltage of both SOFC and PEMEC are controlled 
and adjusted to supply and use the exact amount of electric power and operate at the highest efficiency. The 
adjustment for the current density is seen in Figure 5. 

            
(a) (b) 

Figure. 5. Current density. a) SOFC. b) PEMEC. 

Figure 5 illustrates a distinct behavior in controlling the current density of both components. In the case of the 
SOFC, a decrease in current density corresponds to an expected increase in bus voltage, whereas for the 
PEMEC, the bus voltage decreases as the current density decreases. This phenomenon can be attributed to 
the nature of the actual voltage definitions for both components, as described in Sections 3.2 and 3.3. 
Specifically, a lower current density for the SOFC leads to higher voltages, while the opposite is observed for 
the PEMEC. The values of current density are determined by the electric power to be supplied or utilized by 
the components, where lower electric power results in lower current density.Hydrogen consumption and 
generation during operation are also a consequence of the electric power, as shown in Figure 6. 

 

 



            
(a) (b) 

Figure. 6. Rate of hydrogen generated and consumed. b) Hydrogen volume variation inside the tank. 

In Figure 6a, when the curve has a negative or positive value, it corresponds to hydrogen consumption or 
generation, respectively. During the summer, higher generation and consumption are observed, as expected 
due to increased electric power demand and solar insolation, as shown in Figures 3a and 4a. Figure 6b 
illustrates the amount of hydrogen that entered or left the tank after a full day of operation. The greatest 
variations are observed in the summer, reflecting higher consumption and solar insolation. Consequently, there 
is a greater fluctuation in the hydrogen level within the tank. These results indicate that, under the given 
conditions, more hydrogen is consumed than generated each day during every season. By integrating the 
curve in Figure 6a, the total amount consumed can be calculated, confirming that summer has the highest 
consumption, followed by autumn, spring, and winter. These findings enable the design of storage tank 
autonomy and the development of a strategy to control hydrogen availability, such as limiting generation to 
specific times or blending hydrogen with natural gas in lower quantities. 

Figure 7 helps to understand the behavior of the system to supply electricity, and consequently the heat 
demands. 

            
(a) (b) 

Figure. 7. Month of February. a) Electric power supply. b) Heat supply. 

When there is no energy being generated by the renewable module, the solid oxide fuel cell becomes 
responsible for supplying all the electric power (blue area). Its contribution gradually decreases as the 
photovoltaic system begins to supply a portion of the demand (orange area), until a point is reached where the 
photovoltaic system supplies all the energy, resulting in an excess. When there is an excess, the energy is 
converted into hydrogen (yellow area) and stored in a tank. Figure 7a shows the losses associated with 
hydrogen generation by comparing the total power supplied by the photovoltaic system (red dashed line) with 
the yellow area. It is important to note that both the solid oxide fuel cell and the photovoltaic system deliver 
more power than the electric demand to account for losses in the inverter. The heat response (Figure 7b) is 
directly proportional to the number of fuel cells in operation and exhibits a similar behavior to the electric power 
shown in Figure 7a. The exhaust gases from the afterburner can preheat the fuel, air, and water used in the 
process and fulfil the building's heat demand. The curve labelled "Recoverable Heat" represents the cooling 
of the exhaust gases to ambient conditions and could be utilized for a trigeneration process, such as powering 
an absorption chiller to meet the cooling demand. 



The system’s electric and thermal efficiencies are assessed in Figure 8. 

            
(a) (b) 

Figure. 8. a) System's electric efficiency. b) System's thermal efficiency. 

Figure 8a demonstrates that the system maintains a steady efficiency when only the SOFC operates to supply 
the electric power. This behavior is attributed to the control method, which adjusts both the current density and 
bus voltage to meet the electric power demand. As the photovoltaic panels begin to contribute to the electric 
power supply, the overall efficiency of the system starts to decrease due to the panels' lower efficiency. 
Additionally, in the energy surplus region, there is a further decrease in efficiency caused by losses in hydrogen 
generation through the PEMEC. By examining Figure 8b, it can be observed that the thermal efficiency of the 
system remains constant during the generation mode, with a natural gas burner efficiency of 0.74. However, 
during the consumption mode, the variations among seasons primarily stem from different hot water profiles 
and the number of operational cells. 

Figure 9 displays the results for both the rate of CO2 emitted and the influence of hydrogen in the blend during 
summer. 

            
(a) (b) 

Figure. 9. a) Rate of CO2 emission. b) Carbon dioxide emission reduction due to hydrogen addition to the 
blend. 

The carbon dioxide emission, Figure 9a, is described as a function of the electricity demand of the consumption 
mode, and as a function of heat demand of the generation mode. A higher amount of functioning fuel cells 
would imply a higher amount of hydrogen being withdrawn from the tank and natural gas from the grid. 
Consequently, after the whole process, higher emissions would be seen. It is expected to have a higher 
emission during the Summer, as the electric demand from the building is also higher. In the generation mode, 
the amount of emissions is dictated by the heat demand which is supplied by the natural gas burner. Figure 
9b displays the influence of adding hydrogen to the blend with natural gas. A higher participation of hydrogen 
would reduce the emissions of carbon dioxide due to a lesser amount of CO2 after the reforming process, and 
consequently after the electrochemical reaction in the SOFC. The addition of 15% of hydrogen, on a mass 
basis, to the blend would reduce up to 29% of these emissions.  

Figure 10 shows the unit cost for both SOFC and PEMEC. 



            
(a) (b) 

Figure. 10. Unit cost. a) SOFC. b) PEMEC. 

The unit cost of the SOFC shows only minor variations based on seasonality and the time of day. The capital 
cost of the SOFC is determined by the number of active cells, which is in turn influenced by the user's electric 
power requirements. Consequently, the relatively stable unit cost arises from the consistent operational 
efficiency of the system, where the current density is adjusted to meet the electric demand. On the other hand, 
the unit cost of operation for the PEMEC is greatly impacted by the excess electric power supplied by the PV 
system. During midday, when solar radiation reaches its peak, the unit cost of operation is lower due to 
increased hydrogen generation, despite the higher capital cost associated with the PEMECs. 

Figure 11 displays the exergoeconomic factor for both components. 

            
(a) (b) 

Figure. 11. Exergoeconomic factor. (a) SOFC. (b) PEMEC. 

The behavior of the exergoeconomic factor is similar to the unit cost. Regarding the SOFC, its value is constant 
for most of the operation, which fluctuations are a result of the current density adjustments. For the PEMEC, 
the exergoeconomic factor is highly influenced by the supplied electric power, due to the higher values at 
midday and due to the seasonality, where the summer has a higher radiation compared to the other seasons. 
A low value of the exergoeconomic factor indicates potential cost savings for the system by reducing exergy 
destruction, which can be achieved by improving component efficiency, even if it entails increased capital 
investment. Conversely, a high value of the factor suggests the possibility of reducing the investment cost of 
the component at the expense of its exergetic efficiency. 

6. Conclusion 
A hybrid combined CHP system using green hydrogen storage is evaluated in the city of Rio de Janeiro, Brazil. 
The system is assessed through a 4E standpoint while supplying both electric power and the heat demand of 
a typical building. The system is mainly composed of a photovoltaic system, a proton exchange membrane 
electrolyzer, and a solid oxide fuel cell. The system can perform at the rated electricity demand at maximum 
and stable efficiency while supplying all the heat necessary for its running and hot shower. The amount of 
hydrogen produced and consumed is estimated and it was seen that during summer, due to a higher solar 
insulation and electric demand, the variations inside the tank are higher when compared with any other season. 
Pollutant emissions are strictly related to the number of operating fuel cells, as they would require a higher 



amount of fuel, and the addition of hydrogen would reduce the number of such emissions, as less natural gas 
would be burnt. Recalling the exergoeconomic, it has been shown that seasonality has little effect on the solid 
oxide fuel cell parameters, while the proton exchange membrane is highly affected by solar radiation. Finally, 
the system showed the possibility of introducing a cooling system utilizing the recoverable heat in an absorption 
chiller. 
The system seems to be a good option to diversify the use of renewable resources in Brazil, which has 
hydropower as the main source. With the right design of the tank, the system would be able to sustain both 
the electricity and heat demand of a typical residential building. In the future, it is desired to analyze the 
system’s functioning during a whole year, compare the results found with demands and weather conditions of 
other countries, and optimize the system to find the best functioning condition. Additionally, a comparison with 
other energy storage systems, such as compressed air (CAES), would allow a better understanding of the 
feasibility of these systems to substitute the ongoing ones. 
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Abstract: 
Due to the required CO2 reduction to achieve global climate goals, the political, social, and economic pressure 
for decarbonizing industry increases rapidly. An essential step towards this goal is the replacement of fossil 
fuels by renewable energy sources making changes in technology for generating electricity, steam, and 
process heat an inevitable requirement. This raises the question about the combination of energy supply 
technologies (such as photovoltaic systems, wind turbines or solar thermal systems) with energy conversion 
units (such as heat pumps or electric boilers) to cover the demand of an industrial process at minimal cost. 
Optimization methods are increasingly used for the selection and dimensioning of such units. These methods 
can systematically and efficiently determine optimal energy concepts according to the multicriterial 
requirements of a specific industrial process. 
The results of such deterministic optimizations depend heavily on assumptions of environmental conditions 
such as solar radiation and wind speed, the cost of purchasing and selling revenue of electric power, local 
infrastructure, and the demand of the industrial plant. Changes in these assumptions can result in significantly 
different costs or lead to an energy system, which is eventually incapable of covering the process demand. In 
this paper, the modelling of the required components is briefly described and a robust optimization approach 
is presented taking uncertainties of the assumptions into account during the optimization process. After a 
robust optimization for an industrial process is performed, the results are compared and discussed to those of 
a deterministic optimization. It can be shown, that the robust optimization allows to find energy concepts with 
less sensitivity and higher reliability when uncertainties are considered. 

Keywords: 
decarbonization of industry, energy concept, robust optimization, component modelling. 

Nomenclature � area [m�] � capital expenditures [€] � constant, specific heat [kJ/(kg K)] � energy [kWh] � performance, uncertainty factor [-] � specific global warming index 
[g����� kWh⁄ ] �̇ mass flow rate [kg/s] � mass [kg] � power [kW], probability, quantile [-] � specific price [€/kWh] � parameter vector [-] � thermal energy [kWh] �̇ thermal power [kW] 

� solar radiation [kWh/(m�)] � temperature [K] 

Abbreviations 
EB electric boiler 
GB gas boiler 
GWI global warming index 
HP heat pump 
PV photovoltaic 
ST solar thermal unit 
TAC total annual cost 
TES thermal energy storage 
WT wind turbine 

Greek symbols � maintenance factor � panel tilt angle, interest rate � scaling exponent 

� declination angle of the sun � efficiency � time horizon � load fraction � latitude industrial site 

Subscripts and superscripts � daily ��� deterministic ℎ�� horizontal �� inlet ��� incidence ��� nominal ��� output ��� penal ��� robust 



1. Introduction 
For a successful decarbonization of industrial processes it is essential to integrate renewable energies in an 
appropriate way considering economic as well as environmental aspects. For this purpose, it is necessary to 
model the required units of the considered process and the energy concept sufficiently to gain an 
understanding of their interaction and characteristics. Due to the huge number of parameters involved 
describing an energy concept it is necessary and to use numerical optimization strategies in order to find 
optimal configurations. 

1.1. Optimization of energy concepts 
With the increasing complexity of the investigated systems and the associated number of parameters to be 
defined, as well as with increasing requirements, optimization processes are increasingly used. This includes 
almost all industrial areas in which designs and systems are consistently pushed to the limits of feasibility. 
Thus, the need for design and operational optimizations of energy concepts for industrial processes is also 
increasing due to the global economic competition and increasing political and social pressure to reduce CO2 
emissions. The design of an energy concept is typically formulated as mixed integer nonlinear problem, where 
the nominal capacity of the units is described by real number whereas with the integer variable the number of 
units used defined, [1]. In the context of this paper, the units used are specified, so that the complexity of the 
optimization problem can be reduced, while still using nonlinear modelling of the units, Figure 1. A more 
accurate unit modelling is usually used for operational optimizations involving e.g. non-linear model predictive 
control with real-time weather data or forecasts, [2]. Such a complex operational optimization is not carried out 
here, but a simplified operational optimization is need to determine the operating costs, which results in a two-
level optimization problem. Thus, a stationary modelling of the components is sufficient for the design 
optimization of the energy concept. 

1.2. Robust optimization strategies 
Optimized systems often only behave ideally under the given boundary conditions, so that deviations can lead 
to undesired system behaviour or a loss of performance. The goal of a robust optimization is to consider 
uncertainties or possible deviations directly during design optimization process. There are many definitions 
regarding robustness, like a small scatter in the objectives or low failure probabilities, [3]. For each of the 
defined robust criteria there are sophisticated methods for their efficient estimation. In any case, the 
consideration of conditions away from the design point requires a number of function evaluations to determine 
the robust objectives. To avoid this, usually only selected scenarios are considered in current energy concept 
design processes [4]. However, response surface methods in connection with robust optimizations are often 
very suitable, which can be created on the basis of a few function evaluations and then used to carry out 
extensive statistical evaluations efficiently [5]. In this paper local response surfaces are used for the robust 
optimization of an energy concept, which are created around the design point in every design evaluation. 

1.3. Structure of the paper 
In the following section the mathematical modelling of the units under consideration is described and the 
corresponding analysis of the entire energy concept is explained, Figure 1. An electrical batterie is not directly 
considered in this paper, but since the energy balances are calculated on a daily basis, it is assumed that the 
corresponding amount of electricity can be stored for a short time. The unit modelling serves as the basis for 
the energy concept design process, in which the nominal capacities of the units are optimized. Finally, the 
robust optimization problem is presented and its solution is compared with a deterministic optimum. 

Figure 1 overview of the energy concept to be optimized showing the electricity, gas and heating grid 



2. Modelling of the energy concept 
In order to design and dimension the units shown in Figure 1, it is necessary to model them by an energetic 
point of view. The modelling then forms the basis for determining the electrical energy and heat produced in 
order to cover the production needs at all times. For this purpose, the formulations of the generation, 
conversion and storage units are first described in the following sections before the evaluation of the overall 
system is explained. 

2.1. Generation units 
The output of the generation units essentially depends on the installed capacity, solar radiations and wind 
speeds. The installed capacity is described by the area of the panels for the PV and ST units and by the 
nominal power for the wind turbine. The electrical power ��� provided by the PV unit is thus calculated 
according to [2] by 

 ��� = ���������� (1) 

with the unit area ���, penal efficiency ��� and solar radiation ���� which summarizes direct and diffuse 
radiations. The electrical power is limited by the nominal capacity ������ , such that 

 ��� ≤ ������  with ������ = �������,����� = ���0.171. (2) 

Values for solar radiation are taken from monthly totals �ℳ��� for a horizontal surface for the region of the 
industrial site from the DWD, [6]. Using the geometric relationships in Figure 2a, the corresponding solar 
radiation ���� of the sun can be measured using its declination angle �  as well as the latitude �  of the 
industrial site: 

 ���� = ����sin �  with � = 90° − � + �. (3) 

A tilt angle � of the PV module then corresponds to a decrease in latitude �, so that the solar radiation on the 
module is calculated by 

 ���� = ���� ���(� + �) = ���� ���(� + �)sin � . (4) 

The efficiency of the PV unit was chosen with ��� = 0.09 in such a way that calculated values correspond to 
the measurements of a PV unit already installed at the industrial site. 

The electrical power provided by the wind turbine unit is determined by the nominal power ������  and a wind 
load fraction ��� dependent efficiency ���: 

 ��� = ���(���)������  with ��� = ����������,� (5) 

where a reference wind speed of �����,� = 12���� is chosen for the present study. Due to the linear 
dependency in (5), only a single representative wind turbine unit is considered at this point, a separation into 
several wind turbines with different capacities does not take place here. The efficiency function is selected 
according to [2] 

 ���(���) = �0                                     ��     ��� < 0.33           1.5393��� − 0.5091 ��     0.33 ≤ ��� ≤ 1.01                                     ��     ��� > 1.0                (6) 

and displayed Figure 2b. The wind speeds used here are taken from measurements at the industrial site. The 
same distributions of wind speeds and thus the same output of the wind turbine unit is assumed for each day 
in this paper. A distinction between days with a lot and little wind does not take place for the design of the wind 
turbine unit. 

To determine the output of the solar thermal unit, a single equivalent solar panel is usually considered, for 
which the inlet and outlet temperatures w.r.t a given the mass flow are calculated, [7]. However, to find an 
appropriate design an optimization of the mass flow in the panels is required, which may necessary for an 
operational consideration, but not for the design. For the design, the calculation of the thermal performance 

 �̇�� = �������������� with ��� = 0.97 − 0.0367 ��∗  ����� + 0.0006 ��∗  ������
 (7) 

using the panel area ���, the zero-loss panel efficiency ����, the solar radiation on the penal ���� as in (4) 
and a collector performance factor ���, [8]. Heat losses from the panel are considered using the performance 



factor ���, which depends on the type of panel. For this paper, evacuated tubes with ���� = 0.6 and �∗  = 3 
are used. 

2.2. Conversion units 
The task of the conversion units is to provide the heat required for the industrial process using electricity or 
gas. There are a lot of ways to generate heat, e.g. using combined heat and power units, but firstly only the 
components described below were considered in this work. The thermal output �̇��  of the gas boiler is 
calculated according to 

 �̇�� = �̇����� ��� (8) 

with the nominal capacity �̇�����  and the load fraction ��� limited by lower and upper bounds 0.2 ≤ ��� ≤ 1.0 
. The power ��� required for generating �̇�� is calculated based on the efficiency ���, so that the behavior 
in part load can also be considered, [2]: 

 ��� = �̇�����  with ��� = 21.754���� − 7.001���� + 1.397��� − 0.07620.666���� − 5.342���� + 0.678��� + 0.035 ������  (9) 

and a nominal efficiency of ������ = 0.8, Figure 2c. In the calculation, ��� is set to ��� = 0.2 if 0.01 ≤ ��� ≤0.2 and ��� = 0.0 if ��� < 0.01 to also consider the non-use of the gas boiler. 

The electric boiler is calculated in the same way as the gas boiler. Thus, the thermal output �̇�� is determined 
according to 

 �̇�� = �̇����� ��� (10) 

with the nominal capacity �̇�����  and the load fraction 0.0 ≤ ��� ≤ 1.0. In contrast to the gas boiler, the entire 
range of the nominal capacity �̇�����  can be used. Furthermore, a constant efficiency ��� = 0.95 is assumed, 
so that a required power is calculated by 

 ��� = �̇����� = �̇��0.95. (11) 

Finally, heat pumps are also considered for the heat supply, as these offer the possibility of providing heat very 
efficiently and on the basis of renewable energy sources, especially in connection with thermal energy storages 
and solar thermal systems. The thermal output �̇�� of the heat pump is also calculated by 

 �̇�� = �̇����� ��� (12) 

with the nominal capacity �̇�����  and the load fraction ���. As by the gas boilers, the load fraction is limited by 
an upper and lower bound, such that 0.2 ≤ ��� ≤ 1.0. The efficiency of the heat pump is calculated according 
to [2] as the product of a constant 2nd law efficiency ������ = 0.36 and the Carnot efficiency ������� that serves 
as theoretical maximum: 
 ��� = ������ ������� = ������ ��,�������,����� − ��,����  

(13) 

with the heat sink temperature ��,�����  as output and the heat source temperature ��,����  as input of the heat 
pump. In (13) it becomes clear that a heat pump can work most effective when an appropriate high-quality 

Figure 2 a) angles to calculate the solar radiation b) efficiency of wind turbines depending on the wind load and c) 
efficiency of the gas boiler depending on the load fraction 
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heat source is available and the difference between ��,�����  and ��,����  is as small as possible. The required 
electrical power ��� of the heat pump is then determined by 

 ��� = �̇����� . (14) 

In addition to a minimum temperature difference of ��,����� − ��,���� ≥ 25� and a maximum output temperature ��,����� ≤ 160°� are also taken into account, [9]. Using (13) and (14) the required thermal power �̇�����  taken 
from a connected thermal energy storage can be calculated for a given temperature difference: 

 ������ ��,�������,����� − ��,���� = �̇����� = �̇���̇�� − �̇����� ⟹  �̇����� = �̇�� �1 − ��,����� − ��,���������� ��,����� �. (15) 

Usually, only constant efficiencies of the heat pump are applied during the design process. However, this 
means that solar thermal unit, thermal energy storage and heat pump are considered separately, which can 
lead to an incorrect evaluation of the overall system. 

2.3. Thermal energy storage 
The thermal energy storage is used to store the thermal output generated by e.g. the solar thermal unit and to 
make it available for the generation of the required heat. It is used on the one hand for preheating but also as 
a source for the heat pump, Figure 3a. Starting from the currently stored thermal energy �����, available 
thermal performance �̇ during the considered time frame ∆� is used to charge the storage tank 

 ���� = ����� + �̇∆�. with ���� ≤ �������  (16) 

ensuring that the nominal capacity �������  of storage is not exceeded. Due to the fact, only a hot water storage 
is used in this paper the temperature ���� of the storage tank can be determined based on the stored thermal 
energy ���� , the storage mass ���� , the specific heat capacity of the storage medium �����  and initial 
temperature �����: 

 ���� = ���������(���� − �����) ⟹ ���� = ����� + ������������� (17) 

When discharging the storage, a simple calculation as in (16) is not suitable, because with the discharging of 
the storage, the storage temperature reduces and according to (15) also the thermal power taken from the 
storage by the heat pump. In order to be able to better describe the discharging, it is necessary to consider 
the power used for preheating �̇����  and for the heat pump �̇�����  within a single formulation 

 �̇��� = −�̇���� − �̇����� = −����̇�(���� − ∆� − ����) + �̇�� ���,����� − ���������� ��,����� − 1� (18) 

where the source temperature for the heat pump is set to the storage temperature ��,���� = ����  and the output 
temperature for the preheating is chosen to be ����� = ���� − ∆� in order to ensure a pinch in the heat 
exchangers of ∆�. By rearranging (18), formulation 

Figure 3 description of the two options for discharging the storage (a) and discharging of the storage according 
to (22) using ���� = 1000�� , ����� = 4.19 �� ���⁄ , ����� = 15°� , ��� = 4.19 �� ���⁄ ,  �̇� = 1.0 �� �⁄ , �̇�� = 100�� and ��,����� = 100°� (b) 
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����
 (19) 

is obtained, where the terms in the square brackets, that are assumed to be constant with time, are 
summarized by the constants ��  and �� . If the formulation of ����  in (17) is used, equation (19) can be 
formulated such as 

 �̇��� = �� − ������ = �� − �� ������ + �������������� = �� − ���������������� − ��������������������
����

 (20) 

with the constants �� and ��, where (20) now depends on ���� . With this, the following problem can be 
formulated 

 �̇��� = ������� = �� − ������ ⟹ 
������� − ������ = �� (21) 

which can be solved by integrating separately from ����� to ���� and �� to ��, where ∆� = �� − ��: 

 ���� = �− ���� + ������ ����∆� + ���� (22) 

Using (22), the energy provided by the storage ���� − ����� and �̇����   as well as �̇�����  can be calculated 
over different time ranges, taking into account the effect of (15) and the fact that also with decreasing storage 
temperature ���� in the preheating less energy can be transferred, Figure3b. During the discharging of the 
thermal energy storage it is checked that ���� ≥ 0.  
2.4. Integration of the components 
To model the entire energy concept of the industrial process, the components described in the previous chapter 
must be integrated to check whether the demand of the production process can be covered at any time. The 
heat requirement considered here corresponds to the batch process of an existing food processing process 
shown in Figure 4a, whereby this is only applicable on weekdays, due to the fact that there is no production at 
off days. Here the day is divided into 7 sections, with different time periods ∆�(�)  and heat requirements �̇���,(�) with a peak load that is only required for a short period of time. 

For the analysis of the system consisting of the described components with their nominal capacity, 
representative weeks are evaluated for each month of the year. This is necessary because the solar radiation 
and thus also the power of the PV and ST unit change greatly over the course of a year. To determine the 
daily solar radiation �ℳ,����  for a specific month, the monthly values �ℳ���  are divided by the corresponding 
number of days per month. The analysis of each week starts on Saturday with an empty thermal energy 
storage. This means that the storage can be charged over the weekend, since there is no heat demand for the 
production process here. In general, the charging level of the storage is calculated according to the sections 
in Figure 4a by 

 ����,(���) = ����,(�) − ��̇����,(�) + �̇�����,(�) − �̇��,(�)�∆�(�) w.r.t. ����,(���) ≤ �������  (23) 

where at weekends �̇����,(�) = �̇�����,(�) = 0. In order to determine �̇�����,(�), according to (18) it is necessary to 
define the thermal output of the heat pump �̇�� . Since the components in the batch process under 
consideration have to be operated at partial load, in sections with a lower heat demand �̇���,(�) it is necessary 
to determine appropriate load fractions ���, ��� and ���of the units. In this paper, this is realized by a load 
optimization with regard to minimal operating costs: 

 min�∈� � s.t. ℎ = �̇���,(�) − �̇��,(�) − �̇��,(�) − �̇��,(�) − �̇����,(�) ≤ 0 (24) 

with � = ������ ���,(�) + �����������,(�), the price for electricity ������ and for natural gas ������� as well as 

 ���,(�) = ����,(�) + ���,(�)�∆�(�),  ����,(�) = ���,(�)∆�(�), (25) 

 � = {� = [���, ���, ���]� ∈ ℝ�|ℎ ≤ 0, �� ≤ � ≤��}. (26) 



Due to ℎ ≤ 0 it can be ensured that the heat demand of the production process is covered with minimal 
operational cost. When calculating the required electrical energy ���,(�), the energy of the PV and WT unit is 
also taken into account, which is not required to cover the electricity demand of the production process. The 
total electricity demand of a day is then calculated according to 
 ���� = ���� + ���� − ���� − ���� + �����,(�) + ���,(�)�∆�(�)�

���  (27) 

with daily energy generated by the PV unit ���� and the WT unit ���� as well as daily base load ���� and load ���� on the working days, which is needed e.g. to use the electrical machines. The daily gas demand is 
calculated according to 
 ����� = � ���,(�)∆�(�)�

��� . (28) 

The calculation of the daily demands is carried out consecutively for all days of the week. A negative energy 
demand means that more energy has been produced than is needed and this amount can be sold, a positive 
energy demand means that the corresponding amount has to be bought. The charging level of the storage is 
taken over from one day to the next, as shown exemplarily in Figure 4b. Since representative weeks with five 
working days are analysed for all months, a total of 4 × 5 × 12 = 240 load optimizations (24) are required for 
an evaluation of the energy concept. 

3. Deterministic optimization of the energy concept 
The results of the analysis of the energy concept from section 2.4 essentially depend on the dimensioning or 
the nominal capacities of the units used. For example, larger PV or WT units lead to a larger amount of 
electrical energy being produced, which, according to (27), can reduce the energy demand. Furthermore, a 
larger ST unit with a corresponding thermal energy storage means that, according to (23), the heat pump also 
has a high-temperature source available or the energy in the storage can be used for preheating, so that less 
additional energy is needed. In addition, the CO2 emissions can also be reduced by using renewable energy 
sources like PV, WT and ST units, although an increase in the normal capacities is also associated with 
increased investment costs. In order to find suitable trade-offs between economic criteria such as costs and 
ecological criteria such as CO2 emissions, optimization processes are applied. Therefore, in the next section, 
the considered criteria will first be explained before the corresponding optimization problem is formulated and 
the optimization result is discussed. 

3.1. Determination of the objectives 
As already described, economic as well as ecological criteria are considered in the design process. The total 
annual costs ���, which are calculated on the one hand from the required operating costs and on the other 
hand from the investment costs, are chosen as ecological criterion. The annual investment cost for each unit �� , � ∈ {��, ��, ��, ��, ��, ��, ���} is determined according to 

 �� = � (� + 1)��(� + 1)� − 1 + ��� ��  with �� = ��,� � �̇���� /����� /����� /���̇����,� /�����,� /�����,� /��,��� (29) 

Figure 4 a) considered batch process with daily heat demand sections � and b) charging level of the thermal 
energy storage for one week in November and an exemplary energy concept 
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with total capital expenditure �� for unit with nominal capacity �̇���� /����� /����� /��, cost ��,� and nominal 
capacity �̇����,� /�����,� /�����,� /��,�  of a reference unit, scaling exponent � , maintenance cost factor ��  and 
interest rate � as well as time horizon � at financing, [10]. Thus, in �� the annual rate for financing is combined 
with the maintenance costs. The values used here for the individual units are summarized in Table 1, [2], [11]. 

Table 1  values for calculating annual component costs �� 
 reference capacity ������[€] � [−] � [−] � [−] � [−] 

PV unit ������,� = 1 kW 1400 0.95 0.01 10 0.03 
WT unit ������,� = 1 kW 5000 0.95 0.03 10 0.03 
ST unit ���,� = 1 �� 240 0.95 0.5 10 0.03 
GB unit �̇�����,� = 1 kW 2700 0.45 0.015 10 0.03 
EB system �̇�����,� = 1 kW 70 0.66 0.02 10 0.03 
HP system ������,� = 1 kW 2650 0.95 0.02 10 0.03 
TES system �������,� = 1 kWh 80 0.87 0.02 10 0.03 

To calculate the operating costs, days with positive and negative energy demand ���� must be considered 
separately. Thus, in ���,��� , all positive energy demands of the considered representative week of each month � are summarized and in ����,���  all negative ones. For the calculation of the weekly gas demand ���,���� , 
however, the daily values ����� are simply summed up. The total annual costs ��� can then be calculated: 

 ��� = � ������� ���,��� − ������� ����,��� + ����������,���� �4.3�∈ℳ + � ���∈ℑ  (30) 

with ℳ = {���,  ���,  ⋯ ,  ���} , ℑ = {��, ��, ��, ��, ��, ��, ���} , revenue for the sale ������� =0.06 € kW⁄  and price for the purchase ������ = 0.35 € kW⁄  of electrical energy as well as price for natural gas ������� = 0.13 € kW⁄ . The weekly values are multiplied by 4.3 to get estimated monthly values. 

The global warming impact ��� is considered as ecological criterion 

 ��� = � ��������,��� − ����,��� � + �������,���� ��∈ℳ  (31) 

with the specific global warming impacts ��� = 349 g����� kWh⁄  and ���� = 244 g����� kWh⁄  of 
electricity and natural gas, respectively [2]. It should be noted that the specific global warming impact from 
purchased energy is actually varying greatly over time, depending on the shares of e.g. renewable energies. 
Formulation (31) reduces the ��� through the purchase of energy to emphasize the positive contribution. It 
should be noted at this point that the manufacture of components or units also has an effect on the ���, 
which, according to [12], is significantly lower than that caused by operation. However, the contribution of 
manufacturing to the ��� is not considered here. 

3.2. Optimization problem formulation 
The two optimization objectives (30) and (31) depend on the one hand on the investment costs of the installed 
units and on the other hand on the consumption of electrical energy and natural gas. Both criteria therefore 
depend on the nominal capacities of the installed units, which are to be determined as part of an optimal 
design. Thus, the design parameters ���� of the energy concept are: 

 ���� = ����, ������ , ��� , �̇����� , �̇����� , �̇����� , ������� �� . (32) 

The multi-objective optimization problem for minimizing both objectives simultaneously is 

 �������∈� ���� ���� with � = {���� ∈ ℝ�|ℎ��� ≤ 0, ����� ≤ ���� ≤ ����� } (33) 

with the constraint  ℎ��� = �����̇���,(�) − �̇��,(�) − �̇��,(�) − �̇��,(�)� , which is the maximum of all 
constraints ℎ of the optimal solution of the problem (24). It can happen, that if the nominal capacities of the 
GB, EB and HP units are chosen too small, a valid solution of (24) is not possible, which result in  ℎ > 0. This 
constraint is essential, since the units are chosen to be as small as possible, particularly to reduce the 
investment costs. The lower limits for the design parameters are chosen to be ����� = [0, 0, 0, 0, 0, 0, 0]� and 
the upper limits to be ����� = [4000, 24, 2000, 250, 250, 250, 5000]�. This means that individual units do 



not have to be used and the entire heat requirement can be covered by GB, EB or HP. It should be noted here 
that the capacity of the units is modelled continuously, so that the results may not be directly implemented in 
practice, since e.g. PV units are only available in a certain size. 

3.3. Discussion of the results 
The optimization problem (33) is solved by the genetic algorithm NSGA2 which is implemented like the 
modelling of the units and the energy concept in Python, [13]. The result is a Pareto-front consisting of optimal 
compromises between the objectives, Figure 5. Here it can be clearly seen that the objectives ��� and ��� 
are contradictory and the design �������∗,� for a minimum ��� causes only about half the annual costs as the 
design �������∗,� for a minimum ���. However, there are also compromises in between that can be chosen for 
implementation. The low ��� is realized mainly due to a low gas price ������� compared to the price of electricity ������  and a high nominal capacity �̇�����  of the GB unit, while a low ��� is achieved through a high use of 
renewable energy sources, a large thermal energy storage and a high nominal capacity �̇�����  of the HP unit. 

4. Robust optimization approach 
The result of the optimization from chapter 3.3 depend decisively on the assumptions about e.g. prices for 
electricity and gas, unit performances, investment costs as well as assumptions about environmental 
influences such as wind speeds and solar radiation. Uncertainties in these assumptions can lead to deviating 
and undesirable system behaviour. It is the task of robust optimization to take this into account in the design 
process. In the following sections, the uncertainties assumed here are presented, the corresponding robust 
optimization concept is explained and finally the solution from deterministic and robust optimization is 
compared. 

4.1. Description of uncertainties 
In this paper uncertainties in the price of gas ������� and in the solar radiation ���� on the panels are considered 
for a first investigation. This is realized in the form of two uncertainty factors �� and �� such that: 

 ����� = ������ and �������� = ��������� (34) 

with 0.9 ≤ �� ≤ 1.0 and 1.0 ≤ �� ≤ 2.0. Thus, the gas price will change with an assumed increase of up to 100%. Solar radiation is assumed to be reduced by up to 10%, which corresponds to degraded panel 
performance, additional shading, or overestimation of solar radiation. 

Local response surfaces are used to assess the influence of �� and �� on the optimization objectives (30) and 
(31), [14]. Response surfaces enable the relationship between input parameters and output of a function to be 
approximated on the basis of a few function evaluations in order to subsequently carrying out extensive 
statistical studies very efficiently. To set up the response surfaces, a random sample ���(�), ��(�)� , � = 1(1)4 
based on a Latin Hypercube Sampling is defined and analysed with ���� = �������∗,� = �����. Kriging models �����  and ����� are then created using the calculated values of ���(�) and ���(�), [15]. The response surface �����  is shown in Figure 6a as an example. A sample with � = 1�3 sampling points is then defined and 

Figure 5 Pareto-front as solution of the multi-objective problem (33) 
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evaluated just using the response surfaces in order to determine the robust criteria. The 95% quantiles ������ 
and ������ of the objectives are chosen as criteria, which e.g. for ��� is defined as follows: 
 1� � �(�����(�) )�

��� = 0.95  with �(�����(�) ) = �1 �����(�) ≤ ������0 ���� , (35) 

and describes a value under which 95% of all elements of the sample are located. However, since the criteria 
were only determined on the basis of the response surfaces, the question arises as to how accurate these 
estimates were. For this purpose, the variances �̂��� and �̂��� of the Kriging estimates �����  and ����� can 
be used, [16]. This allows to define lower and upper limits, e.g. 

 ������,(�) = �����(�) − 3�̂���(�)   and ������,(�) = �����(�) + 3�̂���(�)  , (36) 

which define a range in which the actual value ���(�) is within a probability of ≈ 99.99%, Figure 6b. With 
these lower and upper limits, the quantiles can then be determined according to (35) and thus a quantile range 

 ��,����� = ����,��� − ����,���   (37) 

Figure 6 approximation of �����  using a) four and c) eight design evaluations (●) and the associated differences ������ − ������  between upper and lower bound (b) and (d) 
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Figure 7 frequency distributions of the optimal solution �������∗,� with respect to a) ��� and b) ��� 
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can be estimated. If this range is above a 1% limit of ������, the response surface has to be refined. Appropriate 
update points are defined by solving the optimization problem 
 max��,�� �̂���  with 0.9 ≤ �� ≤ 1.0  and 1.0 ≤ �� ≤ 2.0 (38) 

which finds the point where the estimation ����� has the greatest variance �̂���. This update process is carried 
out until the quantile range (37) is sufficiently small, Figure 6c and d. As can be seen, the response surface 
can thus be updated very efficiently using just a few iterations. The distributions and estimates for the quantiles ���,���∗,����  and ���,���∗,����  determined for the design �������∗,�  for minimal ���  using the updated response 
surfaces are shown exemplarily in Figure 7, where the spread in the ��� covers a range of 30k€. 
4.2. Robust optimization concept 
As reference for the robust optimization the optimal design �������∗,� of the deterministic optimization (33) is 
chosen, because it may be an appropriate choice from an economic perspective. Due to the fact, that the 
robust assessment is performed according to the adaptive local response surface procedure described in the 
previous section, where a number of energy concept evaluations are needed for a single design, just a single 
objective robust optimization approach is chosen in order to reduce the computational effort. This results in 
the optimization problem 
 min����∈� ������

with � = ����� ∈ ℝ� �� ℎ��������� − ���,���∗,���� � ≤ �, ����� ≤ ���� ≤ ����� �, (39) 

where in addition to (33) a further constraint is added to ensure that an improvement of ������  is not be achieved 
by an increase of ������ and a comparability with the design �������∗,� can be guaranteed. 

4.3. Comparison of optimization results 
The optimization problem (39) is solved using a differential evolution algorithm implemented in Python, 
whereby the computing time was approximately twice as high as with the deterministic multi-objective 
optimization (33). In contrast to multi-objective optimization, the result is not a set of optimal compromises but 
a single design 

 �������∗ = ����, ������ , ���, �̇����� , �̇����� , �̇����� , ������� ��   = [3539.7, 0.3, 173.7, 3.5, 57.6, 161.9,   755.3]� . (40) 

Compared to the deterministic optimum �������∗,�, Figure 5, the TES and the ST unit were significantly increased  
and the nominal capacity of the GB unit was reduced to a small value. According to the selected robust 
criterion, the quantile value ������  and thus the high costs to be expected could be reduced, Figure 8a. 
However, over a wide range, the deterministic optimum �������∗,�  results in low ��� , whereas the robust 
optimum has a significantly smaller variance in the ���. In any case, the robust optimum �������∗ results in a 
significantly smaller ���, Figure 8b, which was not a goal of the optimization but is an effect due to an increase 
in the share of renewable energies. The choice of a specific objective of the robust optimization or the desired 
properties of the energy concept depend heavily on individual factors and must be redetermined depending 
on the situation.  

Figure 8 frequency distributions of the optimal solutions �������∗,� (grey) and �������∗ (dark grey) with respect to 
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5. Conclusions 
In this paper, the modelling of units of an energy concept was described and the procedure for the integrated 
analysis with regard to economic and environmental criteria was explained. Based on the analysis, a 
deterministic multi-objective and a robust single-objective optimization problem for the dimensioning of the 
units used were defined and corresponding optimizations were carried out. 

It turns out that the results of the deterministic optimization depend strongly on the assumptions and boundary 
conditions used and deviations can lead to a large scatter in the objective functions. Furthermore, changes in 
the boundary conditions of the optimization can lead to different optimal configurations. As part of a robust 
optimization, assumptions about uncertainties in the price of natural gas and the solar radiation were 
considered and a design was found that has a lower scatter in the ��� and reduces the expected high costs 
compared to a selected reference design from the deterministic multi-objective optimization. This shows that 
the consideration of uncertainties is particularly necessary for long planning periods. In general, the result of a 
robust optimization strongly depends on the criteria and uncertainties considered, so that different criteria and 
more realistic assumptions of the uncertainties are investigated in further studies. 
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Abstract: 

The gas compression units in the processing plant are used for various purposes. Compression of the 
associated gas is designed to adjust for the different operating pressures. In addition, the injection of CO2 into 
oil reservoirs is used for enhanced oil recovery (EOR) and/or reduction of environmental impact. These 
systems utilize dozens of megawatts of electrical energy and intercooling for each compression stage. 
Therefore, the equipment used is energy-intensive and not thermodynamically efficient. An Organic Rankine 
Cycle (ORC) technology produces electrical energy from heat sources with low to medium temperature levels 
(90°C - 150°C). In the present work, a model of an ORC integrated with the intercoolers of the compression 
units is used to simulate the energy conversion of the system. Next, various working fluids, such as R123, n-
butane, n-pentane, hexane, and n-heptane, are considered. The results show a possibility of net power 
generation by R123 ORC of up to 40 MW. Furthermore, only an increase of 0.95% in the CO2 molar fraction 
of the flue gas leads to an increase of 1.29E8 kJ/h in the cooling demands of the CO2 removal and compression 
units. Moreover, the presented increase in cooling demands creates the possibility of net power generation of 
up to 41 MW by ORC. Furthermore, in terms of footprint, this integrated system can be implemented in onshore 
structures and with some modifications in the condenser in offshore plants.  Finally, this integrated system 
reduces environmental impacts by generating power from waste heat sources. 

Keywords: 

Multi-stage compression, Intercooling, Organic Rankine Cycle, Power production, Thermodynamic efficiency. 

 

1. Introduction 
 

Based on the IPCC Climate Change 2022 report, it is estimated that there will be a decrease of one billion 
tonnes of carbon dioxide emissions by 2050 [1]. Accordingly, decarbonization is no longer a prestige option in 
industries but is also an obligation for several industries, especially oil and gas industries with massive GHG 
emissions. In addition to the CO2 removal unit of the oil and gas industries, the proper processing plant needs 
high cooling demands for the different cooling steps in gas compression units [2]. Attending to these demands 
and considering the environmental impacts is a dual challenge for the future of processing plants. 

Typical processing plants consist of more than five gas compression steps to prepare the desired condition for 
exportation or injection [3, 4]. These steps need precooling, intercooling, and cooling to meet the required 
operating temperature. Therefore, the required cooling demands reach 100 MW for a typical processing plant 
[5, 6]. Conversely, due to the high operating pressure and temperature of the gas compression unit, the 
equipment used is energy-intensive and is not thermodynamically efficient [7].  

An Organic Rankine Cycle (ORC) system is a thermodynamic process utilized for small to medium-scale 
implementations in several operating temperature ranges and electricity productions using small to 
intermediate and high-temperature heat supplies varying from 80 to 400°C. With the help of a closed cycle, 
the limited heat that might otherwise be wasted can be used effectively [8, 9] for power generation. This 
technology can also mitigate environmental impacts by managing and using waste heating sources [10]. 

Vilarini et al. [8] and Morais et al. [11] show that the selection of an organic fluid for a system depends on the 
evaporation enthalpy, dry, isentropic (or wet) characterization, and the slope of the saturation vapor curve of 
the T-s diagram of the working fluid. In addition to traditional hydrocarbons as working fluids of ORC, such as 



n-butane, heptane, propane, etc, the refrigerants of the R12XX family present outstanding performance [12, 
13] for certain operating conditions. This positive effect on thermodynamic performance is more prominent 
when applying regenerative ORC [12].  

To the author's knowledge, no other research group evaluated the performance of different working fluids for 
the cooling process of an ORC that uses the waste heat of compression units of a typical processing plant as 
the heating source. Moreover, the impact of the CO2 molar fraction in the flue gas on the cooling demand of a 
processing plant and the analysis of using this waste heating for power production by ORC is not presented in 
the open literature.  

Therefore, to fill the existing gaps and evaluate possible solutions, a model of an ORC integrated with the 
intercoolers of the compression units is used to simulate the energy conversion of the system. Next, various 
working fluids, such as R123, n-butane, n-pentane, hexane, and n-heptane, are considered. In addition, the 
impact of the variation of the CO2 molar fraction in the process stream is investigated, and its effect on the 
cooling demands of the compression unit and the power generated for each working fluid is calculated. Finally, 
the dimensions of the installation for application in onshore and offshore structures and the environmental 
impacts of this integration are discussed. 

 

2. Process Simulator and Problem Setup 

2.1. System description 

2.1.1 Compression units 

 

As Figure 1 shows, the organic Rankin cycle uses the waste heating of the following unit to meet cooling and 
power generation demands: 

1- Main gas compression 
This unit is responsible for compressing the associated gas of the fluid reservoirs, including CO2 and 
natural gas components, for the following processing units at operating pressures of up to 8500 kPa. 
The suction pressure of compression is 2000 kPa. This unit has precooling and cooling heat 
exchangers [3].  

 
2- Vapor recovery unit 

The vapor recovery unit increases and adjusts the operating pressure of the separated gas in different 
steps of the separation train and the suction temperature of the main gas compressor. This unit 
comprises two compressor stages with two operating conditions and cooling heat exchangers [14]. 
 

3- Exportation Gas Compression 
The exportation gas system receives gas with the suction pressure of the compressors at 250 bar. 
Note that the cooling steps of the compression system provide heating sources for a Rankine cycle 
for power generation [15].  

 

4- CO2 compression  
The gases separated in membrane CO2 separators from the fluid reservoir and the CO2 captured by 
the MEA solution-based mechanism from the combustion product are prepared in these systems. The 
discharge pressure of these units can reach up to 25 MPa. These units comprise four compression 
stages and the corresponding intercoolers [7].  
 

5- Carbon capture 
The carbon capture unit or the CO2 removal unit presents a huge cooling demand for the condenser 
of the stripper tower, which is a significant source of waste heat for use in the organic Rankine cycle 
[5].  
 
Table 1 shows the operating conditions of the compression unit of a typical processing plant (offshore 
and FPSO) that works with many gas and CO2 in reservoir fluid. 

 
 
 
 
 
 
 



 
Table 1. Specification of gas compression units [16]. 

Main unit Description Value 

Gas treatment Number of the main units 5 

Vapor recovery Operating pressure of suction-

discharge (kPa) 

770–2000 

Main compression Operating pressure of suction-

discharge (kPa) 

2000 –8500 

 Compression capacity (Sm3/d) 6,000,000 

 

 

Number of stages 2 

Gas exportation Operating pressure of suction-

discharge (kPa) 

4500–25,000 

 Compression capacity (Sm3/d) 3,000,000 

 

CO2 treatment Number of main units 3 

 

CO2 compression 

Number of stages 4 

Operating pressure of suction-

discharge (kPa) 

400–25,000 

 

   

 

As shown in Figure 1, the heat transferred from three systems is the heat source for the organic Rankine cycle. 
In fact, in each unit, there are a number of heat exchangers (pre-coolers, intercoolers, and coolers) connected 
to the ORC system. From the point of view of the ORC system, the heating is absorbed in three stages: 
economizer, evaporator, and superheater. Furthermore, the ORC uses a regenerative heat exchanger to 
increase energy efficiency.  



 

 
Figure 1. A Conceptual flow diagram of compression units and Organic Rankin Cycle 

 

2.1.2 Organic Rankin Cycle 

In this study, as previously mentioned, a regenerative ORC is simulated. To evaluate the performance of 
different working fluids with respect to the operating condition of the cooling heat exchangers, four distinct 
fluids with different thermodynamic properties are implemented, as seen in Table 2. In this case, n-butane 
presents the minimum boiling point and critical temperature, while the lowest critical pressure belongs to n-
heptane. After R123, the next lowest critical temperature is for n-hexane. Figure 2 presents the temperature 
vs. entropy diagrams calculated for n-pentane in this study. Figure 2 also shows the quality lines, different 
pressure lines, and connected saturate states.  

 

Table 2.  Boiling point, critical temperature, and critical pressure of applied working fluids 

Fluid 
Boiling Point 

(oC) 
Critical Temperature (oC) 

Critical Pressure 

(kPa) 

n-pentane 36.06 196 3367 

n-butane -0.50 152 3797 

n-hexane 68.73 234.7 3032 

n-heptane 98.4 267 2736 

R123 27.8  183.6 3661 

 



 

Figure 2. T-s diagram of the applied working fluid (n-pentane) 

 

 

2.2 Assumptions and numerical modeling  
 

The following assumptions are considered or adopted for numerical simulations: 

- The environmental pressure is considered to be 101 kPa, and the ambient temperature is 25 oC [11]. 

- A polytropic efficiency of 85% is considered for all centrifugal compressors [7]; 

- The isentropic efficiency of the steam turbine is considered to be 90% [11]; 

- Aspen HYSYS [17] is used for model development. Due to the different operating pressures, temperatures, 

and compositions of each unit, a multi-EoS simulation (PR [18], Span-Wagner [19], and Acid Gas [20]) is 

considered for the calculation of thermodynamic properties; 

- Heat loss and fluid leakage are considered negligible for the heat exchangers. 

- The pressure drop of pre-coolers, intercoolers, and coolers is adjusted for 50 kPa based on technical 

documents, and the pressure drop in other heat exchangers is negligible [16]; 

- To avoid the temperature cross in the heat exchangers, the minimum temperature approach is set at 2 oC [3].  

3. Methodologies 

3.1. Thermodynamic analysis process 

Equations 1 and 2 are the mass and energy balances for volume control in a steady state 

      (1) 

 

                  (2) 

where 𝑚 ̇ = mass flow rate  �̇� = heat generated or rejected �̇� = work consumed or produced 

h = specific enthalpy 



in and out= input and output. 

The total heat transferred between the tube and shell sides (Heat Exchanger duty) can be defined in terms of 
the overall heat transfer coefficient, the area available for heat exchange, and the log mean temperature 
difference as Equation 3 presents 

       (3) 

where 

U = overall heat transfer coefficient 

A = surface area available for heat transfer 

ΔTLM = logarithmic mean temperature difference (LMTD) 

Ft = LMTD correction factor 

 

The following general relation applies to the shell side of the heat exchanger. 

   (4) 

For the tube side 

 

            (5) 

where:                     

 

mshell = shell fluid flow rate 

mtube = tube fluid flow rate 

ρ = specific mass 

h = enthalpy 

Qloss = heat loss 

Q = heat transfer from the tube side to the shell side 

V = volume of shell or tube holdup 

 

4. Results 

This section presents and discusses the results of the integration of the compression unit with ORC. First, the 
calculated duty of each unit's heat exchangers that can be used as the heat source for the ORC is presented. 
Then, the power generated and applied operating conditions for the ORC are shown. In addition, the variation 
of the CO2 molar faction in the process stream is discussed, and finally, a discussion regarding weight and 
footprint is presented. 

 

4.1 Waste heat of compression units 

Hydrocarbon fluid can be extracted directly from the processing plant for use as the working fluid in the ORC. 
As the operating conditions of precooling, intercooling, and condensers are different, it is essential to adjust 
the heat exchanger for feasible and acceptable heat transfer. For example, avoiding temperature cross is an 
important matter for using the waste heat of the compression unit in the ORC.  

Figure 3 shows the waste heat available for recovery in the compression and CO2 removal units. In that, a 
MEA-based solution to separate CO2 presents a cooling demand of approximately 1.4 X 10 8 kJ/h that can be 
used for ORC. Figure 3 shows that this waste heat is more than 37% of the total heating source, being the 
highest. Next, the heat exchangers for precooling, intercooling, and cooling of the CO2 compression unit, the 
exportation gas compression, the main gas compression, and the vapor recovery unit represent, respectively, 
23.5%, 23.1%, 13.7 %, and 2.4% of waste heat recovery, as can be seen in Figure 3.  



  
Figure 3. Existing duty of the applied heat exchanger for using the waste heat of coolers as the heat source 

of the ORC 

  

Figure 4 shows the power generated by the different working fluids in Table 2. The performance of N-pentane, 
n-butane, hexane, n-heptane, and R123 is evaluated and presented in Figure 4. Figure 4 shows that R123 
yields a power of 41 MW, and n-hexane achieves a power generation of 34.7 MW, which is more than 32% of 
the total power demand of a typical offshore structure [3, 15]. After n-hexane, n-pentane presents a power 
generation close to 32 MW and is in third place in terms of power generation. Furthermore, as shown in Figure 
4, n-butane and n-heptane present a power generation of 18.6 and 27.8 MW, respectively. As can be seen 
here, R123 presents the highest power generated for the present operating conditions and the existing waste 
heat of a typical processing plant.  

Figure 5 presents the work consumed by the pumps of ORCs. In that, an ORC with R123 as the working fluid 
needs a pump that consumes 973 kW of electrical energy. Next, the shaft work of pumps of the ORC working 
with n-pentane, n-butane, n-hexane, and n-heptane are 546, 375, 318, and 147 kW, respectively.  

 

 
Figure 4. Power generated by working fluid applied in a typical processing plant of this study 



 
Figure 5. Power consumed by pumps of ORC working fluid applied in a typical processing plant of this study 

 

Table 3 shows the operating condition of R123 ORC with the maximum power generated compared to other 
fluids. Based on that, the outlet temperature of the cold fluid from the regenerator is 36 oC, and the inlet 
temperature of the steam turbine is 123.3 oC, as can be observed in Table 3. The cooling demands of 10 heat 
exchangers from different units are used as the heat sources for the ORC. Table 3 shows that this arrangement 
generates 40 MW of power. 

Table 3. Specification of R123 ORC 

Section Description value 

 
Organic Rankin Cycle  

 
 

Operating fluid R123 

Type of ORC Regenerative 

Outlet temperature of cold fluid 
from the regenerator 

36 oC 

Inlet temperature of steam turbine 123.3 oC 

Type of heating sources 
Precooling, intercooling 

and cooling shell and tube 
HE 

Number of heating sources 10 

Net Power generation 40 MW 

Overall required power 973 kPa 

 

4.2 Sensitivity analysis of CO2 molar fraction on the power generation and heating sources 
of compression units  

Figure 6 shows the effect of the CO2 molar fraction of the flue gas on the power generation of the applied 
working fluids. In this case, CO2 molar fractions of 2.65%, 3.1%, and 3.6% in the flue gas input mass flow rate 
are evaluated. This flue gas enters the CO2 removal units, and then the separated CO2 is sent to storage or 
utilization purposes. Note that as the mass flow rate increases, the required cooling demands increase for the 
condenser in the stripper tower of the CO2 removal unit and the intercoolers of the CO2 compression unit.  

The increase in the heat provided to the ORC results in a higher temperature of the working fluid in the input 
of the steam turbine and ends with more power generated, as can be observed in Figure 6. In detail, with an 



increase of 0.95% in the CO2 molar fraction of flue gas, the power generated by R123 can increase to 
approximately 2% (41.81 MW), as can be seen in Figure 6. Moreover, Figure 6 presents the increase in CO2 
processing from the baseline of 2.63% to 3.6%, leading to an increase in the power generated by n-butane 
ORC of up to 20 MW (an increase of 1.45 MW). 
 

Figure 7 introduces the effect of the CO2 molar fraction of the flue gas on the waste heat of CO2 processing 
plants, such as the CO2 removal unit and the CO2 compression unit. With a 0.02% increase in the CO2 molar 
fraction of the flue gas, the cooling demand of the plants increases from 7.99E8 kJ/h to 8.28E8 kJ/h, as shown 
in Figure 7. Moreover, Figure 7 shows that an increase of 0.95% in the CO2 molar fraction results in a waste 
heat of 9.19E9 kJ/h, which presents an increase of 15% (1.29E8 kJ/h).  

 

Figure 6. The effect of the CO2 molar fraction of the flue gas on the power generation of working fluids. 

 

 
Figure 7. The effect of CO2 molar fraction of flue gas on the waste heat of regarding processing plant to 

CO2. 

 

 



4.3 Footprint analysis of the proposed Organic Rankin Cycle 

As a novelty of this work, there is no research in the open literature focused on the integration of compression 
units with an ORC for power generation and process cooling in an offshore processing plant. For such 
applications, the footprint and weight of any added system are crucial because they may imply a complete 
redesign of the whole haul [21].  

For onshore applications, we present the following information. In terms of required footprint, based on the 
commercial data of an existing ORC system (without indicating the working fluid), for a geothermal heating 
source with an inlet steam temperature of 130 oC, a footprint for two 22.5 MW ORCs is approximately 30,000 
m2 [22]. These plants use radial outflow turbines that can work with two operating pressures.  

As the satellite figures show (Figure 8, a and b), more than half the occupied footprint of these plants belongs 
to the air coolers of the condenser. In ORC integrated systems in processing plants, these air coolers can be 
replaced by shell and tube heat exchangers to meet the cooling demand, with a much smaller footprint. 
Although further studies focused on the topsides configuration are needed for offshore applications, the 
potential of this system for energy saving was clearly demonstrated.  

 

 

(a) 

 

(b) 

 

Figure 8. ORC plants of up to 50 MW with geothermal heat sources: a) one of 22.5 MW, of two (Ken Kipaş), 
b) two of 24 MW (Kubilay I, II)  

5. Conclusions  
 

In this research, a model of an ORC integrated with the intercoolers of the compression units was used to 
simulate the energy conversion of the system. Next, various working fluids, such as R123, n-butane, n-
pentane, hexane, and n-heptane, were applied for ORC to evaluate the most efficient with respect to power 
generation. Then, the variation of the CO2 molar fraction in the flue gas was analyzed, and its effect on the 
cooling demands of the compression unit and the power generated for each working fluid was presented.  

Integration was carried out successfully with ten heat exchangers, and R123 obtained up to 40 MW of net 
power generation. In addition, an increase of 0.95% in the CO2 molar fraction of flue gas resulted in an increase 
of 15% in cooling demands of the units for CO2 processing and the possibility of power generation of 41.81 
MW by R123 ORC. 

Regarding the required footprint for the presented ORC, it may be feasible to use it in onshore structures. 
Moreover, an offshore application can be made by redesigning the air cooler for the ORC condenser to use 
this heat source.  

Furthermore, the presented system significantly decreases the environmental impact, namely the global 
warming effect of the compression units, because the cooling demands can be addressed by atmospheric air 
or seawater. On the other hand, any increase in the capacity of the CO2 removal unit and its increase in cooling 
demands can be managed and converted to power generation. Finally, this system can be implemented for 
several industries with large gas compression units, and the recovered heat can be used to generate power. 

 



Acknowledgments 

Jurandir Itizo Yanagihara would like to acknowledge CNPq (National Council for Scientific and Technological 
Development - Brazil) for the research grant 306364/2020-4. 

 

Nomenclature 
 

 A   Surface area available for heat transfer (m2) 

 Ft   LMTD correction factor 

 FPSO Floating Production Storage and Offloading 

 h  Specific enthalpy (kJ/kg) 

   Mass flow rate (kg/s) 

 MEA  Monoethanolamine 

 PR  Peng-Robinson 

    Heat rate (kW) 

 T  Temperature (°C) 

 U  Overall heat transfer coefficient (W/(m2.K)) 

 V    Volume, (m3) 

 �̇�   Work, (kW) 

Greek symbols 
 

 𝜌  Specific mass (kg/m3) 

ΔTLM  Log mean temperature difference (LMTD) 
Subscripts and superscripts 
 
 𝑖𝑛  input 

 𝑜𝑢𝑡  output 
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Abstract:

The optimization of multi-energy systems (MESs) in which multiple energy carriers interact with each other is a complex

problem. Their optimal operation and design can be determined through mathematical programming. A classical technol-

ogy used in MESs is the combined heat and power units (CHP) whose efficiency is modeled through non-linear equations.

These non-linear functions are approximated through piecewise linear ones by introducing binary decision variables, which

generates a mixed-integer linear program (MILP). Consequently, optimizing such systems over a long time period with a

high temporal resolution becomes infeasible in a reasonable amount of time. In this work, we propose a fast heuristic

algorithm to optimize the design and operation of such an MES. Our case study is an MES at the scale of a district with

five types of generation units, including a CHP, over a time period of one year with a temporal resolution of one hour.

Comparison of the proposed heuristic and a state-of-the-art MILP solver over smaller time periods shows that the heuristic

is up to 99.9 % faster, with a mean error of 2.3× 10−4 % compared to the optimal solution. The heuristic can also solve the

optimal design and operation problem over a year in about 10 minutes.

Keywords:

Combined Heat and Power, Part-Load Efficiency, Heuristic, Linearization, Multi-Objective Optimization.

1. Introduction

Energy systems may include several types of energy carriers, such as electricity or heat. However, these
carriers are classically considered as separate systems. Combining them into a single multi-energy system
(MES) can increase the energy efficiency of the system by taking advantage of the synergies and interac-
tions between the energy carriers [1]. It helps to reduce costs or reduce environmental impact by integrating
renewable energy sources (RES) more easily in the form of intermittent energy sources [2].

An MES can be optimized using techniques from Operational Research by modeling the system as a mathe-
matical program. Optimization of an MES generally focuses on improving two main areas of the system: its
design, and its operation. Optimizing the design aims to select which production technologies to use in the
system, along with their installed capacity, configuration, etc. Optimizing the operation deals with planning the
use of the technologies to meet the energy demands by choosing at each time step how much energy each
technology produces [3].

Two important points to consider when optimizing an MES are the time horizon and the temporal resolution
of the optimization problem [4]. A large time horizon is more accurate to optimize the design, but more com-
plex to solve. Similarly, high temporal resolution impacts the accuracy, especially when intermittent RES are
considered in the system [5].

Two main approaches are typically used to solve such optimization problems: exact or approximate methods.
Exact methods (e.g., branch-and-bound) solve the problem to optimality; however, they are computationally
expensive and may not be able to even solve medium and large instances of the problem due to the high
complexity of MES models. [6] review different exact methods and their properties to solve an MES. On the
other hand, approximate methods employ approximate algorithms (e.g., heuristics or metaheuristics) to solve
the problem. As their name implies, the approximate algorithms do not guarantee optimality but are able to
provide good solutions (i.e., close to optimal) in a reasonable computation time for complex MES models. As
an example, [7] use Particle Swarm Optimization algorithm, as a metaheuristic algorithm, to minimize the cost
of an MES with three energy carriers.

To deal with the high complexity of MES models, simplifications are sometimes necessary [8]. An example is
the use of design days to make the model less complex. Instead of solving the model over a long time period
(e.g. a full year), it is solved over smaller time periods of one or a few days that represent typical days (i.e.,



design days) of the year. [9] divide the year into 12 representative periods with a resolution of one hour, plus
an extreme event, prior to the optimization. [10] represent the year using shiftable 24-hour periods.

There can also be simplifications in the mathematical model. Modeling an MES typically generates some non-
linearities. Considering the difficulties in solving non-linear models, it can be more efficient to linearize the
non-linear parts of a model to solve it using linear solvers. [11] linearizes the part-load efficiency of a combined
heat and power unit (CHP) and optimizes the model over several typical 24-hour periods.

In this work, we aim to optimize a non-linear MES over a time period of one year with a temporal resolution
of one hour. To do so, the system is first formulated as a non-linear mathematical programming model, which
is then linearized using a set of auxiliary binary decision variables. Finally, the initial non-linear model is
transformed into a mixed-integer linear programming (MILP) model. Solving the proposed MILP model for
a period of one year with a temporal resolution of one hour is practically impossible using exact methods.
Consequently, an innovative heuristic algorithm is proposed to solve the linearized model. Our proposed
algorithm is significantly faster than commercial exact solvers (e.g., branch-and-bound) to solve the problem,
while still obtaining good solutions very close to optimal ones.

The rest of this paper is organized as follows: Section 2. introduces the definition of the optimization problem
and its mathematical formulation. Section 3. presents the proposed heuristic algorithm used to solve the
problem. In Section 4. we employ the proposed algorithm to solve a real case study and compare the results
of our algorithm with exact methods. Finally, Section 5. concludes the paper and provides further perspectives.

2. Problem definition

In this work, we study an MES with three energy carriers: electricity, heat, and gas, the latter being only used
as fuel. The goal is to meet the energy demand of the system by optimizing the design and operation of the
MES with a time resolution of one hour over a time horizon of one year.

The system is characterized by different generation technologies: a combined heat and power unit (CHP) to
provide heat and electricity from gas using an internal combustion engine and a heat recovery system [12];
an electric boiler (EB) and a gas boiler (GB) to provide heat; two renewable energy sources (RES) that are
photovoltaic (PV) panels to provide electricity and solar thermal (ST) panels to provide heat. The system can
also interact with the grid to buy electricity or sell the surplus electricity produced by PV panels.

The system must provide energy to respond to the heat and electricity demands while optimizing two objectives:
minimizing the cost of the system and maximizing the rate of RES. Therefore, the aim is to determine the design
and operation of the MES while optimizing the two objectives and respecting the energy balance of the system.

2.1. Mathematical formulation

To perform the optimization, the MES is modeled as a mathematical program, shown in Equations (1a) to
(1l). In this program and in the rest of this article, independent decision variables, which represent the optimal
values to determine, are shown in bold (e.g. Pe,PV ,t ). The other elements are parameters, i.e. fixed input data
of the model.

maximize ATCR = 100 ∗ (1−
ATCMES

ATCref

) (1a)

τRES = 100 ∗

∑
t∈T

(Pe,PV ,t + Ph,ST ,t )
∑

t∈T

(Le,t + Lh,t )
(1b)

subject to

APV + AST ≤ Atotal (1c)

Pe,CHP,t ≤ PCHP,nom ∀t ∈ T (1d)

Ph,GB,t ≤ PGB,nom ∀t ∈ T (1e)

Ph,EB,t ≤ PEB,nom ∀t ∈ T (1f)

Pe,CHP,t = (a + b(
Pe,CHP,t

PCHP,nom
) + c(

Pe,CHP,t

PCHP,nom
)2)Fg,CHP,t ∀t ∈ T (1g)

Ph,CHP,t ≤ ηth,CHP (Fg,CHP,t − Pe,CHP,t ) ∀t ∈ T (1h)

Ve,t + Pe,PV ,t = APVηDC/ACηref (1− α(30 + 0.0175(Gβ,t − 300)

+ 1.14(Ta,t − 25)− Tref ))Gβ,t ∀t ∈ T (1i)

Ph,ST ,t ≤ AST (Gβ,tη0 − Uloss(Tw ,m − Ta,t )) ∀t ∈ T (1j)

Pe,CHP,t + Pe,PV ,t + Ue,t −
Ph,EB,t

ηEB
= Le,t ∀t ∈ T (1k)

Ph,CHP,t + Ph,GB,t + Ph,EB,t + Ph,ST ,t = Lh,t ∀t ∈ T (1l)

Aj ∈ [Amin
j , A

max
j ] ∀j ∈ {PV , ST} (1m)



Pj ,nom ∈ [Pmin
j ,nom, P

max
j ,nom] ∀j ∈ {CHP, GB, EB} (1n)

Pe,CHP,t , Ph,CHP,t , Fg,CHP,t , Ph,GB,t , Pe,PV ,t , Ph,ST ,t , Ue,t , Ve,t ≥ 0 ∀t ∈ T (1o)

The first two formulas are the objective functions that are maximized: (1a) as the annual total cost reduction
of the MES compared to a reference cost ATCref , and (1b) as the rate of RES used to respond to the energy
demand. The annual total cost ATCMES in (1a) is expressed as (2):

ATCMES =
∑

j∈M

(CO&M,j + crf · Cinv ,j ) −
∑

t∈T

Igr Ve,t +
∑

t∈T

(Cgr ,tUe,t + Cg(Fg,CHP,t +
Ph,GB,t

ηGB
)) (2)

with M = {CHP, GB, EB, PV , ST} the set of technologies, T = (1, ..., 8760) the set of time steps of the year. Ig
is the price of electricity sold, Ve,t the electricity sold at time t , Cgr ,t the cost of the electricity bought depending
on the time of day t , Ue,t the electricity bought at time t , Cg the cost of gas bought, Fg,CHP,t the gas used by
the CHP at time t , Ph,GB,t the heat of the GB at time t , and ηGB the efficiency of the GB.

The dependent variables CO&M,j and Cinv ,j represent the operation and maintenance cost and the investment
cost of each technology j ∈ M, summarized in Table 1. crf is the capital recovery factor and represents
the value of an annuity based on the number of annuities n and a discount factor i . It is expressed as crf =
i(1 + i)n/((1 + i)n − 1). Each technology j has an investment cost γinv ,j , and an operation and maintenance cost
with a fixed part γO&M,j ,f and a variable part γO&M,j ,v . Ppanel ,nom is the nominal power of a PV panel.

Table 1: Investment and operation costs of the technologies

Technology j Cinv ,j CO&M,j

CHP γinv ,CHPPCHP,nom γO&M,CHP,v

∑

t∈T
Pe,CHP,t

GB γinv ,GBPGB,nom γO&M,GB,f PGB,nom

EB γinv ,EBPEB,nom γO&M,EB,f PEB,nom + γO&M,EB,v

∑

t∈T
Ph,EB,t

PV γinv ,PV Ppanel ,nomAPV/Apanel γO&M,PV ,f Ppanel ,nomAPV/Apanel

ST γinv ,ST AST γO&M,ST ,f AST

The reference cost is calculated as the cost of responding to the demand using only the GB to generate heat
and only buying electricity from the grid, calculated as (3):

ATCref = γO&M,GB,f max(Lh,t ) + crf · γinv ,GB · max(Lh,t ) +
∑

t∈T

(Cgr ,tLe,t + Cg
Lh,t

ηGB
) (3)

The other equations and inequations in the model represent physical constraints. Equation (1c) constrains
the maximum area of solar panels, with APV and AST the area of PV and ST panels and Atotal the total area
available for solar panels. (1d) to (1f) represent the limitation of the production by the installed capacity of the
technologies with Pe,j ,t the electricity generated by technology j at time t , Ph,j ,t the heat generated by technology
j at time t , and Pj ,nom the installed capacity of technology j . Equations (1g) and (1h) represent the power and
heat production of the CHP. Fg,CHP,t is the gas consumption of the CHP, a, b, and c are the coefficients
of electrical efficiency of the CHP, used by the function a + b(Pe,CHP,t/PCHP,nom) + c(Pe,CHP,t/PCHP,nom)2 that
represents the electrical efficiency, depending on the part-load ratio of the CHP [12]. ηth,CHP is the thermal
efficiency of the CHP. Equation (1i) represents the electricity production from the PV panels. PV panels can
sell the surplus produced power to the grid, represented by the variable Ve,t . ηDC/AC is the efficiency of
PV inverters, ηref is a reference efficiency for PV, α the temperature coefficient of the PV, Gβ,t the global
solar radiation at time t , Ta,t the ambient temperature at time t , and Tref a reference temperature. (1j) is the
production of heat from ST panels. η0 is the optical efficiency of ST, Uloss the thermal loss coefficient, Tw ,m the
mean water temperature in the ST collector. Equations (1k) and (1l) force the power and heat balance of the
MES, with ηEB the efficiency of the EB, Le,t the electricity demand at time t , and Lh,t the heat demand at time t .
Finally, (1m), (1n), and (1o) represent the domain of the design and operation variables, respectively.

However, as seen in (1g), the CHP is governed by a non-linear efficiency function representing the part-load
efficiency of the power generation of the CHP. Using a non-linear solver to solve a non-linear problem does not
guarantee the optimality of the solution. We, therefore, propose to approximate this non-linear function by a
piece-wise linear function to be able to model the system as a MILP.

2.2. Linearization

The efficiency function of the CHP in (1g) is linearized through a piece-wise linearization with two decision
variables, adapted to the shape of the function. The proposed method of this paper is inspired by the so-called
“triangle method” proposed by [13], which we adapt to the problem at hand. This type of method works by
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Figure 1: Linearization methods examples

adding binary variables in the mathematical model to know which linear piece is selected. The mathematical
program resulting from the addition of these binary variables is a MILP model, which can be solved by exact
methods (e.g., branch-and-bound, branch-and-cut) [14], guaranteeing the optimality of the solution found.

The “triangle method” of [13] linearizes a function by introducing piece-wise linear parts in the form of triangles.
However, in this work, half of those triangles are outside the feasible region of the problem. Figure 1a is an
example of the application of the “triangle method”. The x-axis is the variable PCHP,nom, the y -axis the variable
Pe,CHP,t , and the z-axis would be the function Fg,CHP,t to linearize. αn,m,t and hn,m,t represent the variables
introduced in the model by this linearization method, N and M being the number of breakpoints on the x
and y axes, respectively. As can be seen, half of the triangles are grayed out because they are outside the
feasible region in our problem, enforced by Constraint (1d) of the model. This means that some variables and
constraints would be added to the model without being useful in the present study. It also needs a large number
of triangles to work with a small installed capacity of the CHP for this problem. Looking again at Fig 1a, for the
linearization to be effective, the value of PCHP,nom must be greater than x2, otherwise it would be equivalent to
a linearization with a single triangle. Furthermore, a MILP model, with binary or integer variables, while being
able to be solved to optimality, is still harder to solve than a linear program (LP) with only continuous variables.
Accordingly, reducing the number of binary variables can greatly reduce the complexity of the problem.

We therefore propose an “adapted” version of the triangle method to use fewer triangles and ignore the area
outside the feasible region. The adapted method better follows the function we are looking to linearize and
uses fewer binary variables, and it is not subject to the inaccurate linearization mentioned for the triangle
method when there is a small installed capacity. It introduces continuous variables, noted αn,t ∈ [0, 1], ∀n ∈

{1, ..., N}, t ∈ T , and binary variables, noted hn,t ∈ {0, 1}, ∀n ∈ {1, ..., N − 1}, t ∈ T , for each breakpoint
n ∈ {1, ..., N} in the linearization and at each time step t ∈ T . N is a parameter of the linearization and is the
number of breakpoints introduced (and therefore N − 1 is the number of triangles). We choose to linearize the
function Fg,CHP,t written as (4).

Fg,CHP,t =
Pe,CHP,t

a + b
Pe,CHP,t

PCHP,nom
+ c(

Pe,CHP,t

PCHP,nom
)2

(4)

We need the value of this function at different breakpoints over Pe,CHP,t , noted yn = Pmax
CHP,nom × (n − 1)/(N − 1):

f (yn) =
yn

a + b yn

Pmax
CHP,nom

+ c( yn

Pmax
CHP,nom

)2
(5)

Equations (6a) to (6f) represent the linearization constraints used to replace (1g). We consider N breakpoints,
and a convex combination of the values αn,t can approximate the values of the linearized variables PCHP,nom,
Pe,CHP,t , and Fg,CHP,t . Equation (6e) ensures that only one triangle h is selected at each time step, and (6f)
ensures that only the coefficients α associated with the selected triangle have non-zero values, with dummy
values h0,t = 0 and hN,t = 0. (6g) and (6h) constrain the domain of the linearization variables. An example with



N = 4 breakpoints is presented in Fig 1b.

∑N
n=1 αn,t ≤ 1 ∀t ∈ T (6a)

PCHP,nom =
∑N

n=1 αn,tP
max
CHP,nom ∀t ∈ T (6b)

Pe,CHP,t =
∑N

n=1 αn,tyn ∀t ∈ T (6c)

Fg,CHP,t =
∑N

n=1 αn,t f (yn) ∀t ∈ T (6d)
∑N−1

n=1 hn,t = 1 ∀t ∈ T (6e)

αn,t ≤ hn,t + hn−1,t ∀n ∈ {1, ..., N}, t ∈ T (6f)

αn,t ∈ [0, 1] ∀n ∈ {1, ..., N}, t ∈ T (6g)

hn,t ∈ {0, 1} ∀n ∈ {1, ..., N − 1}, t ∈ T (6h)

The problem is studied through a multi-objective perspective, optimizing both the cost of the MES and the rate
of RES producing energy. It is not possible to improve both objectives at the same time, since the improvement
of one objective implies a degradation of another one. Therefore, we calculate a set of non-dominated solutions
on the so-called Pareto front. The ǫ-constraint method [15] is used to calculate a set of solutions on the Pareto
front, from which the decision maker can choose the solution that best corresponds to his or her preferences,
as a trade-off between the two objective functions. This method works by maximizing one objective function
while setting a constraint on the other objective function. Modifying the value of this constraint allows us to
obtain several optimal solutions.

Although linearizing the non-linear model makes it computationally easier to be solved, solving the proposed
MILP model is still challenging. The binary variables introduced to the model make it combinatorial and NP-
hard to solve. It is possible to obtain optimal solutions for shorter time horizons, up to a few weeks, but the
resolution of the model over the time horizon of one year is intractable in a reasonable computation time.

In this work, our goal is therefore to improve the resolution time of this model while obtaining good quality
solutions. To this end, we propose in the next section a heuristic to solve the problem over long time horizons
while maintaining good-quality solutions.

3. Solution approach

We propose a heuristic algorithm to reduce the complexity of the model by letting the binary variables be
continuous while guaranteeing the binary value of these variables. Heuristics are approximate algorithms that
aim to provide good solutions to a specific problem in a limited computation time [16]. They do not guarantee
the optimality of the solution, but are generally faster than exact methods.

The proposed heuristic is composed of two subsequent steps: 1) Initialization and 2) Iterative local search.
The initialization generates an initial solution by relaxing the binary variables of the proposed MILP model, and
the local search aims to iteratively improve the generated initial solution toward the optimal solution.

These two high-level steps are summarized in Algorithm 1. First, the MILP model is generated with the set
of parameters P of the case study (line 2). A relaxed MILP model, detailed in Section 3.1., is then created
from the MILP (line 3), and an initial solution is found after solving this model (line 4). Second, a local search,
described in Section 3.2., is used iteratively on the initial solution until there is no improvement. The values of
the objective functions are compared to their best values so far (line 5 of Algorithm 1), and if the new solution
is better, the next iteration of the local search starts.

As there are two objective functions ATCR and τRES in the model, subscripts 1 and 2 indicate the first and
second objective functions, respectively. In the proposed heuristic algorithm, the vector (bestObj1, bestObj2)
represents the best value of the objective functions found so far, and (obj1, obj2) is the vector of the objective
functions of the current solution. We consider that the solution a is better than the solution b if the first objective
function of a is better, or if the second objective function of a is better and the first objective function of a is at
least as good. As an example, consider ATCR and τRES as the first and second objective functions, respectively.

Solution a is better than b if ATCR
a > ATCR

b
, or τa

RES > τb
RES and ATCR

a
≥ ATCR

b
.

3.1. Initialization

As the first step of the heuristic algorithm, a relaxation method is used to generate an initial solution to the
problem: the binary variables that allow knowing which triangle is selected at each time step are relaxed to be
continuous (i.e., have a value between zero and one), transforming the MILP model into an LP model which is
much easier to solve by using, for example, the Simplex class of algorithms. All other variables and constraints
remain unchanged. The relaxed MILP model is solved as a linear model and, therefore, the continuous relaxed
variables hn,t have a value in [0, 1].

This process is explained in Algorithm 2. The first relaxed MILP model is solved on line 2. Then, at each time



Algorithm 1 High-level algorithm

1: (bestObj1, bestObj2)← (−∞,−∞)

2: MILP ← GENERATEMILP(P)

3: relaxedMILP ← RELAX(MILP)

4: (obj1, obj2), sol ← CREATEINITIALSOLUTION(relaxedMILP) ⊲ Find initial solution

5: while obj1 > bestObj1 or obj1 ≥ bestObj1 and obj2 > bestObj2 do

6: (bestObj1, bestObj2), bestSol ← (obj1, obj2), sol

7: (obj1, obj2), sol ← LOCALSEARCH(relaxedMILP, bestSol) ⊲ Improve the solution

8: end while

9: return bestSol

step t ∈ T , the variable with the highest value among h1,t , ..., hN−1,t is selected, and a constraint is added to
the model to force this variable to be equal to 1, on line 3 of the algorithm. The relaxed MILP model is again
solved with these additional constraints on line 4, obtaining this time a feasible solution with all the relaxed
variables hn,t having a value of 0 or 1, which gives us the initial solution for the heuristic.

In these algorithms, N is the ordered set of the triangle indices: N = (1, ..., N − 1). H is the set of variables
representing the triangles selected: H = {hn,t , ∀n ∈ N , t ∈ T }. They have binary values in the MILP model or
real values in the relaxed MILP model. sol is a vector of the index n of the triangle selected at each time step,
i.e. sol = ({n : hn,t = 1,∀n ∈ N}, ∀t ∈ T ) if the variables are binary.

Algorithm 2 Initial solution search algorithm

1: function CREATEINITIALSOLUTION(relaxedMILP)

2: (obj1, obj2), H ← SOLVE(relaxedMILP) ⊲ Solve relaxed MILP

3: Hmax
N ← (arg maxn(hn,t ), ∀t ∈ T ) ⊲ Get the max. argument n for each time step

4: C ← {hn,t = 1, ∀n ∈ Hmax
N , t ∈ T } ⊲ Construct set of constraints to force a triangle to 1 at each time step

5: (obj1, obj2), H ← SOLVE(relaxedMILP ∪ C) ⊲ Solve relaxed MILP with additional constraints C

6: sol ← ({n : hn,t = 1, ∀n ∈ N}, ∀t ∈ T ) ⊲ Get vector of arguments n where hn,t = 1 for each time step

7: return (obj1, obj2), sol

8: end function

3.2. Local search

The second step is to improve the initial solution found. For this aim, we developed a local search method to
improve the initial solution by looking at its neighborhood. A local search method works by applying small local
changes to a solution with the aim of improving the solution and is applied iteratively until a stopping criterion
is reached, e.g. the solution does not improve further, or a time limit fixed in advance is exceeded.

In this work, the local search starts from the initial solution found previously using Algorithm 2. Adjacent
linearization triangles of this initial solution are selected to obtain a better solution. For example, in Fig 1b, we
can see that if h1,t = 1, the first triangle is selected, and if α2,t > 0 and α1,t = 0, that would mean that the
point selected is on the edge between the first and second triangle, and we could choose to select the second
triangle without degrading the solution.

Using this knowledge, our local search method selects the other triangle each time a value of the linearization
is on the edge of a triangle, executed on lines 2 to 9 of Algorithm 3. For each time step t ∈ T , for each triangle
n selected, if the value of αn,t = 0 we select the next triangle, and otherwise if the value of αn+1,t = 0 we select
the previous triangle. If no value αn,t or αn+1,t is null, we are not on the edge of the triangle and therefore keep
the same triangle selected. The selected triangles become constraints in the linear program, i.e. a constraint
hn,t = 1 is added for the triangle n selected at time step t , ∀t ∈ T . The linear model is again solved with the
newly selected triangles. The new constraints to force the selected triangles are created on line 10, the relaxed
MILP model is solved with these constraints on line 11, and the new solution is then constructed on line 12.

A new iteration of the local search is started if the new solution is better than the previous one. Otherwise, the
algorithm stops and the best solution found is considered as the solution of the algorithm.

4. Case study

4.1. Description

An instance of the problem defined in Section 2. is used to compare the solutions of the heuristic algorithm and
the MILP resolution with real-world data. The MES studied in the present case study covers an area of 33.5
hectares in the vicinity of Nantes, France. It includes the campus of IMT Atlantique, a French technological
university, and 45 single-family houses. There are two objective functions to optimize: the maximization of the
cost reduction of the MES (i.e. the minimization of the cost of the MES compared to a reference cost), and the
maximization of the rate or RES used to respond to the energy demand. The values of the parameters of the



Algorithm 3 Local search algorithm

1: function LOCALSEARCH(relaxedMILP, sol)

2: for all t ∈ T do

3: n← solt ⊲ Index n of triangle selected for time t

4: if αn,t = 0 and n < N − 1 then

5: solt ← solt + 1

6: else if αn+1,t = 0 and n + 1 > 1 then

7: solt ← solt − 1

8: end if

9: end for

10: C ← {hsolt ,t = 1, ∀t ∈ T } ⊲ Construct set of constraints for the new triangles

11: newObj , H ← SOLVE(relaxedMILP ∪ C) ⊲ Solve relaxed MILP with selected triangles sol

12: newSol ← ({n : hn,t = 1,∀n ∈ N}, ∀t ∈ T )

13: return newObj , newSol

14: end function

model for this case study are summarized in Tables 2 and 3. The energy demands, the temperature, and the
global solar radiation over the year are time series parameters.

Table 2: Cost (investment and operation) parameters per technology

Technology j γinv ,j γO&M,j ,f γO&M,j ,v

CHP 1140e/kW - 21e/MWh

GB 90e/kW 3.15e/(kW year) -

EB 100e/kW 1e/(kW year) 0.8e/MWh

PV 1000e/kW 15e/(kW year) -

ST 615e/m2 10e/(m2 year) -

4.2. Methodology

The model is solved using an MILP solver and the proposed heuristic algorithm to compare the two resolu-
tion methods. Three periods of the year of one week are studied: one week in winter when there is high
demand variability and low RES generation, one week in summer when there are lower demands and high
RES potential, and one week in mid-season when the demand is lower but there is still a high RES potential.

The time horizon of one week allows us to obtain the optimal solution for the MILP model, and therefore, by
comparison, to evaluate the quality of the output of the proposed heuristic algorithm. For each of the three
periods, 10 solutions are calculated on the Pareto front using the ǫ-constraint method explained in Section
2., with solution 1 being the solution with the most RES and solution 10 the solution with the highest cost
reduction. The number of breakpoints for the linearization was set by trial and error at a value N = 10 (i.e.
N − 1 = 9 triangles), giving a good trade-off between the precision of the linearization and the complexity of
the model.

The two methods are compared in terms of the quality of the solution using a Mean Ideal Distance indicator
to compare the Pareto fronts obtained. This indicator compares the solutions of the two Pareto fronts, as
the mean difference of the distance of each solution to an ideal point at the origin, as detailed in (7), with
S = {1, ..., 10} the 10 solutions calculated.

mean distance =
1

|S|

∑

s∈S

(√

ATCR
optimal
s

2
+ τRES

optimal
s

2
−

√

ATCR
heuristic
s

2
+ τRES

heuristic
s

2
)

(7)

An error indicator also allows us to compare the result of the heuristic algorithm with the optimal solution, by
calculating the error between the heuristic solution and the MILP solution for the two objective functions and
the |S| solutions, as in (8).

error =
{∣

∣

∣

f
optimal
s −f heuristic

s

f
optimal
s

∣

∣

∣
, ∀f ∈ {ATCR, τRES}, s ∈ S

}

(8)

The maximum, mean, and standard deviation are calculated and shown in the table.

The solutions are also compared in terms of the total computation time for the |S| solutions.

An energy analysis is also performed to compare the two methods. The difference between the values of
the operation variables for the two variables is presented at each time step, in the form of a boxplot. As an

example, the set v = {Pheuristic
e,CHP,t −P

optimal
e,CHP,t , ∀t ∈ T } would be presented as a boxplot for the electricity produced

by the CHP. Whiskers are represented to show the 5th and 95th percentiles of each set. These figures are



Table 3: General parameters of the case study

Pmin
CHP,nom = 100 kW, Pmax

CHP,nom = 1000 kW Minimum and maximum nominal power of the CHP

Pmin
GB,nom = 100 kW, Pmax

GB,nom = 3000 kW Minimum and maximum nominal power of the GB

Pmin
EB,nom = 100 kW, Pmax

EB,nom = 3000 kW Minimum and maximum nominal power of the EB

Amin
PV = 0 m2, Amax

PV = 10 000 m2 Minimum and maximum area of the PV panels

Amin
ST = 0 m2, Amax

ST = 10 000 m2 Minimum and maximum area of the ST panels

Le,t (kW) Electricity demand of the system

Lh,t (kW) Heat demand of the system

a = 0.1, b = 0.4, c = −0.2 Electrical efficiency coefficients of the CHP

β = 0.3 Constant CHP electrical efficiency

ηth,CHP = 0.8 Thermal efficiency of the heat recuperation system of the CHP

ηGB = 0.8 Efficiency of the GB

ηEB = 0.8 Efficiency of the EB

ηDC/AC = 0.9 PV inverters’ efficiency

ηref = 0.155 Reference efficiency for PV

Gβ,t (W m−2) Global solar radiation

α = 0.43 %/°C Temperature coefficient of PV

Tref = 25 °C Reference temperature

Ta,t (°C) Outdoor temperature

Ppanel ,nom = 250 W Nominal power of a PV panel

Apanel = 1.6 m2 Area of a PV panel

η0 = 0.8 Optical efficiency of ST

Uloss = 5 W m−2 °C−1 Thermal loss coefficient of ST

Tw ,m = 45 °C Mean water temperature in the ST collector

Atotal = 10 000 m2 Total area available for solar panels

Cgr ,t = 0.13e/kWh Cost of electricity bought from the grid (0h–7h)

Cgr ,t = 0.17e/kWh Cost of electricity bought from the grid (8h–23h)

Cg = 0.076e/kWh Cost of gas bought

Igr = 0.1e/kWh Price of electricity sold to the grid

presented for each of the three one-week periods, each time for the |S| = 10 solutions of the Pareto set. These
figures will show the difference in the MILP and heuristic solutions from an operation standpoint by highlighting
the difference in the power generated by the different technologies.

An energetic analysis will also be presented, with the energy balance of each technology being calculated
for the worst solution of each season. Energy is calculated as the integral of the power generated by each
technology over the time period, e.g. Ee,CHP =

∑

t∈T
Pe,CHP,t for the electric energy balance of the CHP.

Capacity factors are also presented, showing the difference in the usage of each technology between the MILP
and heuristic solutions. It is the ratio of the energy output of a technology over the maximum theoretical energy
output based on the installed capacity. As an example for the GB, it is calculated as (9):

CFGB = 100 ×

∑

t∈T
Ph,GB,t

|T |PGB,nom
(9)

For the RES the maximum theoretical energy depends on the environmental conditions, as in 10 for the ST:

CFST = 100 ×

∑

t∈T
Ph,ST ,t

∑

t∈T
AST (Gβ,tη0 − Uloss(Tw ,m − Ta,t ))

(10)

The installed capacity of the CHP is expressed in its electrical installed capacity, so the maximum theoretical
heat energy is calculated using ηe,CHP = 0.3, which is the best theoretical electrical efficiency given the values
of the parameters a, b, and c, which gives a capacity factor for the heat of the CHP calculated as (11):

CFh,CHP = 100 ×

∑

t∈T
Ph,CHP,t

|T |PCHP,nomηth,CHP(1 − 0.3)
(11)

Finally, a resolution of the model is performed over the full year using the proposed heuristic algorithm. The
computation time is compared with the resolution of the full year using a MILP solver with an optimality gap as
a stop criterion, to have an idea of the time required to solve the full year to optimality.

4.3. Results

The optimal solutions are obtained using the Gurobi solver (version 9.5.2), and the heuristic was implemented
in Python with the same version of Gurobi used to solve the relaxed MILP. All the solutions were computed



on a computation server with 400GB RAM and Intel Xeon Gold 6138 @ 2.00GHz CPUs, using 32 threads for
Gurobi and one thread in Python.

Table 4 shows the computation times of the two methods for the three different periods (winter, summer, and
mid-season). The optimal time and the heuristic time are the total time necessary to obtain the 10 solutions for
each method and each period. The improvement is the relative difference between the two durations.

Table 4: Comparison of the total computation time over 3 one-week periods

Period Optimal time Heuristic time Improvement

Winter 1182.4 s 4.1 s 99.7 %

Summer 42.3 s 1.1 s 97.4 %

Mid-season 1802.0 s 2.0 s 99.9 %

As can be seen for the mid-season period, the MILP solver can take a really long time to find the solution. This
period is especially complex because it is the season where the energy demand varies the most from day to
day, but there is still enough solar radiation to make the RES a good option to generate energy. On average,
for the three periods computed here, the heuristic algorithm is 99.0 % faster than the MILP solver.

Table 5 shows the error of the heuristic method compared to the optimal solutions found when solving the MILP
model, i.e. the maximum, mean, and standard deviation of the errors calculated from (8). It also shows how
many times the heuristic algorithm found the optimal solution.

Table 5: Precision of the heuristic algorithm

Period
Error Nbr. optimal solutions

Max. Mean SD (out of 10)

Winter 6.6× 10−5 6.8× 10−6 1.6× 10−5 4

Summer 2.5× 10−15 7.2× 10−16 6.9× 10−16 6

Mid-season 3.1× 10−10 1.6× 10−11 7.0× 10−11 4

We can see that the heuristic obtains good solutions, the maximum error being 6.6 × 10−5 and the average
mean error 2.3 × 10−6. Furthermore, the heuristic found the optimal solution 14 times out of the 30 solutions
computed.

This shows that the heuristic method works well for small time periods, giving good-quality solutions with a
much smaller computation time than the MILP.

Figure 2 presents boxplots of the difference between the values of the operation variables of the MILP and
the heuristic resolutions. The x-axis of each subplot represents the 10 solutions of the Pareto front, and the
y -axis is the difference in the operation’s variables. When there is no symbol for ST, that means that no ST
panels are installed for this solution. We can see that the ST panels are installed only in winter and on the first
solutions, when we focus on maximizing the RES. In these boxplots, the whiskers represent the 5th and 95th
percentiles, and the points are the outliers outside this range. As can be seen in the figure, the “box” is never
visible, meaning that the first and third quartiles always coincide with the median; therefore, at least 50 % of
the operation variables of each technology are identical between the solutions of the MILP and of the heuristic.
Most of the time, the 5th and 95th percentile whiskers also coincide with the median, meaning that more than
90 % of the solutions are the same. The difference is larger in winter and smaller in summer. This can be
explained because the energy demands have a larger variability with a greater maximum demand in winter.

Another analysis that can be drawn from Fig 2 is that the two resolution methods can have different operation
plans but still be optimal in terms of the mathematical program. During the winter week, for solutions 2, 3, 4,
and 5 the MILP solver and the heuristic give the same values for the two objective functions, the same installed
capacities, and the same triangles selected for the linearization. However, solutions 2, 3, and 4 on the boxplots
2a show that the operation variables are slightly different. The same is true for the summer week, with solutions
1, 2, 3, 4, 5, and 10 being optimal but having different values for the operation variables for solutions 2, 3, 4,
and 5 on 2b, and for the mid-season week, with solutions 1, 2, 3, and 10 being optimal but solutions 2 and
3 having different operation values on 2c. This can happen because the energy balance is identical, but the
energy might be used at different times of the week.

It can also be observed that ST panels are not installed during the summer and mid-season weeks, and ST
panels appear in winter only when there is a high value for the objective function τRES.

Table 6 presents the energy balance of the solution with the largest difference between the MILP and the
heuristic solution for each time period. The underlined cells show the technologies with a difference between
the two solutions. The relative differences in the values of the objectives functions for these solutions are
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Figure 2: Difference in the operation of the MILP and heuristic resolutions

6.6 × 10−3 %, 1.6 × 10−13 %, and 3.1 × 10−8 % for ATCR, and 0 %, 3.3 × 10−14 %, and 1.9 × 10−14 % for
τRES, for the winter, summer, and mid-season week presented, respectively. As can be seen, the difference is
small even in the worst cases. For the summer and mid-season solutions, only the heat produced by the CHP
and the GB are different between the MILP and the heuristic solution, with the CHP heat energy being slightly
higher for the heuristic and the GB energy slightly lower. For the winter week, the energy produced by the EB
is also different, and there is also a difference in the electrical energy produced by the CHP and the electricity
imported from the grid.

Table 7 presents the capacity factors, calculated using (9), (10), and (11), for the same selected solutions. For
these solutions, the installed capacity is the same for the summer and mid-season solutions. The installed
capacity is different for some of the technologies for the winter week, with the largest difference being only
11 kW for the GB or a relative difference of 0.8 %. The capacity factor is also very similar, the largest difference
being 0.4 % for the electrical capacity factor of the CHP for the winter solution.

As an example, Fig 3 shows the operation of the 8th solution of the winter week for the MILP model and the
heuristic algorithm. As can be seen in the figure, the operation can be different at certain time steps. However,
the values of the objective functions are very similar, with a relative difference of 6.9 × 10−6 % for ATCR and
8.4 × 10−4 % for τRES. This can be explained by the fact that the operation variables intervene always as the
sum of the variables over the time period considered, i.e. as the energy over the time period. Two solutions can
be very similar in terms of energy but have different operation plans to reach the same energy. In other words,



Table 6: Energy balance of the most different solutions

Winter, solution 1 Summer, solution 7 Mid-season, solution 5
Technology MILP Heuristic MILP Heuristic MILP Heuristic

CHP (heat) 135.65 MWh 135.21 MWh 8.89 MWh 8.92 MWh 46.27 MWh 46.38 MWh
GB 84.78 MWh 85.25 MWh 273.60 kWh 246.06 kWh 18.32 MWh 18.22 MWh
EB 261.66 kWh 245.40 kWh 0.00 Wh 0.00 Wh 132.62 kWh 132.62 kWh
ST 24.47 MWh 24.47 MWh 0.00 Wh 0.00 Wh 0.00 Wh 0.00 Wh

CHP (elec) 69.10 MWh 68.97 MWh 3.58 MWh 3.58 MWh 23.60 MWh 23.60 MWh
PV 16.51 MWh 16.51 MWh 27.01 MWh 27.01 MWh 22.62 MWh 22.62 MWh

Grid (bought) 3.00 MWh 3.11 MWh 23.48 MWh 23.48 MWh 8.63 MWh 8.63 MWh

Table 7: Capacity factors of the most different solutions

Winter, solution 1 Summer, solution 7 Mid-season, solution 5
MILP Heuristic MILP Heuristic MILP Heuristic

Technology Factor Capacity Factor Capacity Factor Capacity Factor Capacity Factor Capacity Factor Capacity

CHP (heat) 82.0 % – 82.3 % – 29.6 % – 29.7 % – 52.2 % – 52.4 % –
GB 36.2 % 1395 kW 36.1 % 1406 kW 1.6 % 100 kW 1.5 % 100 kW 22.4 % 486 kW 22.3 % 486 kW
EB 1.6 % 100 kW 1.5 % 100 kW 0.0 % 100 kW 0.0 % 100 kW 0.8 % 100 kW 0.8 % 100 kW

CHP (elec) 74.6 % 552 kW 75.0 % 547 kW 21.3 % 100 kW 21.3 % 100 kW 47.6 % 295 kW 47.6 % 295 kW

ST 67.9 % 4756 m2 67.9 % 4756 m2 – 0 m2 – 0 m2 – 0 m2 – 0 m2

PV 100.0 % 5244 m2 100.0 % 5244 m2 63.6 % 10 000 m2 63.6 % 10 000 m2 58.8 % 10 000 m2 58.8 % 10 000 m2

the technologies produce almost the same energy at different time steps over the time period. However, the
difference is acceptable in the objective of optimal design taking into account the operation (control aspects
being out of the scope of this work).
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Figure 3: Operation for a MILP and heuristic solution (winter week, solution 8)

Finally, the model was solved with the heuristic algorithm for the full time period of one year, and a MILP solver
was used to try to solve the same model for the entire year. The solver was stopped when its optimality gap
reached 0.1 %, as it is not possible to obtain an optimal solution in a reasonable time.

The heuristic algorithm took 549.9 s to find results for the 10 solutions of the Pareto front. The MILP solver took
5.6 × 105 s, or 156.7 h to find the 10 solutions. That represents an improvement of 99.9 %. The average relative
differences for the 10 solutions of the Pareto front are 1.1 % and −1.7 % for ATCR and τRES, respectively, with
the heuristic giving better solutions than the MILP solver for ATCR. However the MILP solver was stopped
before obtaining an optimal solution.

5. Conclusion and perspectives

This paper presented the modeling of an MES as a non-linear mathematical programming model. A piece-wise
linearization method was used to linearize the model and obtain a MILP model. However, it has been shown
that the computation time can be intractable for optimizing the MILP model over a long time period of one year.
Consequently, a heuristic algorithm was proposed to solve the MILP model. The proposed algorithm finds an



initial solution through a relaxed MILP model, then uses a local search to iteratively improve the initial solution
by finding which piece of the linearization to select.

A comparison of the resolution of small time periods of one week of the model through a MILP solver and
through the heuristic algorithm showed that the heuristic is capable of finding solutions close to the optimum.
It has also been shown that different operations of the MES can be optimal with regard to the mathematical
program. Even when the solution found by the heuristic is not optimal, the capacity factors of the different tech-
nologies are close to the optimum values. The heuristic algorithm was shown to be faster than the resolution
using a MILP solver, with an improvement of more than 99.9 % when solving a long time period of a year.

Although the proposed heuristic algorithm is very fast on the MES model presented in this article, further ex-
perimentation on other linearized models is still needed to determine if this method is generalizable for solving
other problems. Additional work is also needed to evaluate the robustness of the initialization method and the
local search, as relaxation of the MILP model could theoretically lead to infeasible solutions. Further experi-
ments should also be conducted to compare the solutions of the heuristic algorithm and the MILP resolution
over the full year, to assess whether the heuristic is still efficient when solving long time periods.
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Abstract:

Synthetic fuels are needed to decarbonize the non-electrifiable parts of the transportation sector, such as ship-
ping and aviation. The synthesis of fuels using power-to-liquid (PtL) processes has already been investigated
and tested. However, economic implementation has failed to gain traction due to high plant and product costs
and insufficient PtL-efficiencies. In this paper, we will use heat exchanger network synthesis (HENS) to opti-
mize the heat integration of a novel 1 MW PtL-process. A unique feature of this case study is that the internal
heat is supplied by oxidizing a Fischer-Tropsch tail gas within a combustion system (CS). The inlet and outlet
temperatures of the exhaust gas flow of the three serially connected CS can be adjusted by the mass flow of
excess air and the tail gas. Using HENS implies specifying inlet and outlet temperatures. We apply an adap-
tation of the HENS that allows for variable stream temperatures and flow capacities. This allows the CS, an
internal hot utility, to be optimally tailored to the specific process. Linearization of the non-linear relations, such
as stream- and stage-wise energy balance, is done with simplices. The linear approximation is transferred
to MILP using highly efficient logarithmic coding. We show that implementing the CS in HENS significantly
improves the total annual costs and PtL-efficiency. With the developed method, the design engineering of
highly efficient PtL-processes can be successfully supported and the technology can be brought closer to an
economically viable market maturity.

Keywords:

synthetic fuels, power-to-liquid, heat exchanger network synthesis, mixed-integer linear programming.

1. Introduction

In 2019, about 16.6 % of the global CO2 emissions were caused by the transport sector. About three quarters

of that are caused by road traffic [1]. The electrification of road traffic will lead to long-term emission reduction.

However, replacing vehicles before they reach their lifetime will lead to higher emissions in the medium term.

Climate-neutral transportation, using emission-free synthetic fuels (also known as eFuels), offers the possibility

to continue using existing vehicles. Furthermore, due to the high energy density of liquid fuels, shipping and

aviation will presumably continue to rely on them in the long term.

Despite a technology readiness level (TRL) greater than 7, large-scale industrial production of eFuels has yet

not taken off [2]. The first commercial integrated PtL-plant Haru Oni was built by the lead developing company

HIF and its partner network in Punta Arenas, Chile. In December 2022, the first tank was filled with eFuel,

which was produced with one 3.4 MW wind turbine in the pilot phase. From March 2023, the goal is to produce

130 000 L liters of synthetic fuel per year.

A key inhibitor of this technology are the costs. A significant share of the costs arises from the energy required

to heat and cool process streams. Efficient heat integration is a crucial element for cost-effectiveness. With

heat exchanger network synthesis (HENS), cost-optimal heat integration can be realized using mathematical

programming. Using the non-linear superstructure formulation from Yee & Grossmann [3], all stream and utility

temperatures and flow capacities must be defined a priori. Furthermore, the utility heat transfer is only possible

in one stage and without stream splits. Huber et al. [4] presented an extension of the superstructure formulation

from Yee & Grossmann, which allows the implementation of utilities as streams with variable temperatures and

flow capacities. It has been shown that significant cost savings result from variable temperatures and multi-

stage heat exchanges with stream splits of utilities [4]. Utilizing only the sensible heat of a fluid such as

thermal oil, water or flue gas, allow flexibility in selecting temperatures. As long as technical limitations are

considered, both the outlet and inlet temperatures can be varied within a certain range. When designing new

plants, integrating the design of the utilities into the HENS formulation offers significant advantages in terms of

efficiency and total annual costs (TAC).

In this paper, we adapt the method presented by Huber et al. [4] to simultaneously optimize the internal heat

supply and the heat exchanger network (HEN). As a use case, the design of a novel 1 MW PtL-plant is opti-



mized. The PtL-plant combines solid co-electrolysis (co-SOEC) with efficient CO2 processing and a Fischer-

Tropsch (FT) reactor. The internal heat supply is provided by three combustion systems (CS) where a process

tail gas from the FT-reactor is oxidized. The hot exhaust gas streams from the CS are used as an internal hot

utility. In this paper, we compare the design case with the results applying classical HENS. We additionally

demonstrate that previously untapped potential for optimization can be activated by optimizing the CS stream

temperatures and heat capacity flows. The results show that the TAC can be reduced, and the efficiency can be

increased simultaneously. Thus, production costs of synthetic fuels can be lowered, and large-scale industrial

deployment can be strengthened.

2. Methods

2.1. HENS superstructure formulation

The objective of the optimization is to minimize the total annual costs (TAC) of the heat exchanger network

according to Equation (1).

min TAC =
∑

i

cuc quc,i

︸ ︷︷ ︸

cold utility costs

+
∑

j

cuh quh,j
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(1)

The mathematical formulation of the optimization problem is based on the superstructure formulation of Yee &

Grossmann [3]. Huber et al. [4] extended this HENS formulation to implement utilities as streams with variable

temperatures and flow capacities. Consequently, the utility heat exchange is possible in multiple stages with

stream splits. In this context, utilities implemented as multi-stage streams are referred to as utility streams.

Different sets of constraints were added to the Yee & Grossmann formulation, which are activated depending on

the utility stream definition. This ensures that no utilities can be placed at the stream ends. Further constraints

have been added to limit the heat capacity flows, inlet and outlet temperature to pre-defined ranges. The

modifications to the superstructure formulation as well as all necessary constraints can be found in [4].

2.2. Piecewise-linear approximation

To apply fast MILP solvers and to prevent the solver from getting stuck in local optima, all non-linear terms

such as reduced HEX areas for streams and utilities, LMTD and energy balances are piecewise-linear approx-

imated and transferred to MILP. To increase the accuracy of the linearization and to decrease the number of

binaries, the functions of the reduced HEX areas are trimmed to the feasible domain according to Beck et

al. [5]. The three-dimensional function of the stream‘s reduced HEX area is piecewise-linear approximated

with superpositioned planes, see Figure 3 (left) in Appendix A. The two-dimensional function of the reduced

utility HEX area is approximated piecewise-linear with straight lines and transferred to MILP with an SOS2

approach, see Figure 3 (right) in Appendix A. The piecewise-linear approximation of the three-dimensional

function for the LMTD, stage- and stream-wise energy balances is done with plane triangles, see Figure 4 in

Appendix A. The plane equations are transferred to MILP with a highly efficient logarithmic coding according

to Vielma & Nemhauser [6]. In all piecewise linear approximations, lines, planes, or triangles are added until a

root-mean-square error (RMSE) of less than 1 % is reached.

2.3. PtL-efficiency

The performance of the PtL-process is evaluated from an economic point of view by TAC and from a technical

point of view with the PTL-efficiency. The PtL-efficiency ηPtL is calculated with the ratio of the electrical energy

input to the sum of the lower heating values, see Equation (2).

Since the output of synthetic fuels is independent of the heat integration, the PtL-efficiency is only affected by

the additional required electrical energy. Depending on the heat integration, Pbase is increased by the electrical

energy demand for hot Puh and cold utilities Puc. For the cooling of hot streams, energy is dissipated to the

environment, while the energy for hot utilities is provided by an electric steam generator. For both processes,

it is assumed that an additional 5 % of electric energy must be supplied to operate the circulation pumps and



to cover losses. With these assumptions, the PtL-efficiency is calculated according to Equation (2).

ηPtL =

∑

LHV

Pbase + Puh + Puc
=

∑

LHV

Pbase + 1.05 ·
∑

quh + 0.05 ·
∑

quc
(2)

3. PtL-process

Within the research project IFE (Innovation Fl Èussige Energie, engl.: innovation liquid energy), a two-stage PtL-

process with a H2O + CO2 high-temperature solid oxide co-electrolysis (co-SOEC) and Fischer-Tropsch (FT)

synthesis is being fully conceptualized and basically engineered. The plant, powered by renewable electricity,

has a total electric load of approximately 1 MW. A schematic diagram of the six major components is shown

in Figure 1. In the stationary process, an industrial offgas from a cement production plant containing about

15 wt% CO2 and N is conditioned and reformed together with steam in the co-SOEC to a gas of H2 and

CO. In the downstream FT-reactor, a syngas is reformed. The subsequent strippers separate the syngas

into the components, naphtha, diesel and FT-wax. Annually, about 160 000 L of naphtha, 100 000 L of diesel

and 360 000 L of Fischer-Tropsch wax are produced climate-neutrally. The sum of the lower heating values
∑

LHV is 650.31 kW. The electrical energy requirement of the system without utilities Pbase is 1135.90 kW.

A significant part of this, viz. 992.32 kW, is used by the co-SOEC. 143.59 kW are required for compressors,

pumps and to cover losses.

combustion systemFischer-Tropsch

water conditioning co-SOEC

stack 1 stack 2

steam generation

air

offgas

H2O source

FT-wax diesel naphtha

separation

electricity
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CS1
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Figure 1: Schematic representation of the 1 MW PtL-process with the main components: water conditioning,

CO2 conditioning, steam generation, co-SOEC, Fischer-Tropsch reactor and combustion systems.

As a starting point for basic engineering, the entire PtL-process was modeled and simulated using Aspen

HYSYS. The crucial process streams for heat integration can be reduced to 15 hot and 7 cold process streams.

The stream data can be found in Table 1. The necessary energy for heating the cold process streams is

provided by oxidizing a tail gas from the FT-reactor. The tail gas cannot be further circulated and must otherwise

be flared. Together with the exhaust air from the co-SOEC, the tail gas is oxidized in three combustion systems

(CS). The exhaust air of the co-SOEC has a temperature of almost 900 ◦C. Due to the high amount of sensible

heat, the entire exhaust air is used for oxidation. The three CS are connected in series, with new tail gas being

added at each stage. Regarding HENS, the CS’s exhaust gas streams CS1 to CS3 are used as hot utilities

to provide heating energy. The inlet temperatures of the CS streams of 848.90 ◦C, 893.16 ◦C and 492.60 ◦C

result from the empirical definition of the fuel quantity at each stage. Additionally, a high-temperature electric

steam generator serves as a hot utility. The energy needed to cool the hot process streams is provided by



Table 1: Stream and cost data for the PtL-process

stream T in / ◦C T out / ◦C F / kW/K h / kW/(m2 K)

H1 40.00 35.00 2.1558 1.0

H2 131.09 35.00 0.1174 1.0

H3 174.05 35.00 0.1190 1.0

H4 209.98 190.00 0.2801 1.0

H5 190.00 120.00 0.5767 1.0

H6 120.00 30.00 0.4978 1.0

H7 56.96 31.00 2.9471 1.0

H8 139.86 138.86 188.7246 1.0

H9 825.45 35.00 0.1297 1.0

H10 50.72 35.00 0.8830 1.0

H11 101.80 30.00 0.6404 1.0

H12 190.00 189.00 153.7523 1.0

CS1 848.90 786.71 0.4203 1.0

CS2 893.16 278.50 0.4122 1.0

CS3 492.60 132.88 0.4025 1.0

CS1v 900.00 [890.00, 150.00] [0.0349, 2.6138] 1.0

CS2v 900.00 [890.00, 150.00] [0.3377, 25.3284] 1.0

CS3v 900.00 [890.00, 150.00] [0.1930, 14.4781] 1.0

C1 319.18 824.96 0.1816 1.0

C2 116.90 124.40 25.1158 1.0

C3 58.79 825.00 0.3306 1.0

C4 138.86 139.86 285.2732 1.0

C5 138.86 426.62 0.1039 1.0

C6 35.00 145.42 0.0566 1.0

C7 20.27 189.47 0.2110 1.0

uh 600.00 598.00 - 1.0

uc 15.00 20.00 - 1.0

HEX costs: cf = 1013e/y, cv = 62e/(m2 β y), β = 0.8
utility costs: cuh = 200e/(kW y), cuc = 10e/(kW y)
min. approach temperature: ∆Tmin = 1 ◦C

cooling water. The cost parameters for utilities and HEX are shown at the bottom of Table 1. Parameterization

of the degressive HEX cost function was performed using cost information from the DACE Price Booklet [7]

and multiple feedback rounds with the project partners.

3.1. Case study

With this paper, we show that HENS is a highly efficient tool for determining cost-optimal heat integration.

Applied to the actual design problem of a novel PtL-plant, basic engineering can be actively supported and

the potential of HENS can be quantified. Implementing the CS’s exhaust gas stream as utilities with variable

outlet temperatures and heat capacity flows, the utility design problem can be optimized holistically using

mathematical optimization. The following cases are investigated to quantify the method’s potential in terms of

cost reduction and efficiency increase.

base This case represents the plant design from basic engineering. The HEN and the temperatures of

the CS streams were determined empirically. This case serves as a reference to evaluate the achievable

improvements.

baseHENS Only the HEN configuration is optimized. The stream temperatures resulting from the pro-

cess simulation remain unchanged. With these assumptions, we demonstrate the potential of classical

HENS and provide a cost-optimal heat integration.

advancedHENS Both the HEN and the CS are optimized. The outlet temperatures and the flow capaci-

ties of the CS streams are included as variables in the optimization problem. In Table 1, the CS streams

are shown with the allowed ranges for temperature and flow. The inlet temperatures of the streams CS1v

to CS3v are set to the material-specific limit of 900 ◦C. The outlet temperature can range from 150 ◦C to

890 ◦C. The permissible range of the flow capacity F was determined to ensure that no energy balances

were violated.



4. Results

The optimization problem in this paper was modeled in MATLAB R2022a [8] using Yalmip R20210331 [9].

Gurobi 9.5.2 [10] was used as the MILP solver on a 128-core system (AMD EPYC 7702P) with 256 GB RAM.

As a termination criterion, a relative gap of less than 0.01 % was set. The relative gap is defined as the gap

between the best feasible solution objective and the best bound.

4.1. Optimization

The results of the case study are summarized in Table 2. The corresponding stream plots are shown in

Appendix B. Remarkably, no hot utility is needed in all three cases.

Table 2: Comparison of costs, PtL-efficiency, heat loads and HEX area.

case TAC / e/y ηPtL / % qUC / kW qUH / kW AHEX / m2

base 29 394.70 56.04 244.60 0 60.15

baseHENS 27 213.00 56.04 244.30 0 55.68

advancedHENS 23 576.13 56.16 219.78 0 49.35

The base case with TAC of 29 394.70e/y and a PtL-efficiency of 56.04 % is the most expensive case. With

identical PtL-efficiency, the TAC for the baseHENS case are 27 213.00e/y. Using HENS, a reduction of the

TAC by 8.01 % can already be achieved. In both cases, the capacity of the cold utilities are almost identical at

244.60 kW and 244.30 kW, respectively. The base case requires 21 HEX and the baseHENS case requires 22

HEX. Despite the larger number of HEX in the baseHENS case, less HEX area is required, 60.15 m2 compared

to 55.68 m2. It can be concluded that the savings from a smaller HEX area outweigh the increased fixed costs

due to one additional stream match. Counter-intuitively, a HEN with more HEX can still lead to lower TAC.

The advancedHENS case is based on different stream data. As shown in Figure 7, the solution of the op-

timization problem results in outlet temperatures of 877.4 ◦C, 878.3 ◦C and 887.5 ◦C at the streams CS1v to

CS3v, respectively. The high temperatures close to the inlet temperature of 900 ◦C ensure a large LMTD at the

HEX. A large LMTD reduces the HEX area required for the same amount of heat to be transferred. Compared

to the base case, the HEX area is reduced from 60.15 m2 to 49.35 m2. Also, instead of 21 or 22 HEX, only

19 HEX are required. The smaller HEX area and number of HEX are the main reasons for the significant cost

savings. With TAC of 23 576.13e/y, 24.68 % of the costs can be saved compared to the base case. Approx.

4.27 % of the cost savings, i.e. 248.20e/y, result from the lower cold utility load. 95.73 % of the cost savings,

i.e. 5570.37e/y, results from the fewer HEX and the decreased HEX area.

4.2. Composite curves & PtL-efficiency

According to Equation (2), the highest possible PtL-efficiency would be 57.25 % if no utilities are required. Eval-

uation of the composite curves (CC) at different minimum temperature differences shows that the theoretically

achievable PtL-efficiency can not be achieved and must be lowered. Figure 2 on the left shows the CC of the

process for a fictive minimum temperature difference of 0 K. It should be noted that the cases base, respec-

tively baseHENS (solid lines) and advancedHENS (dashed line), show different composite and PtL-efficiency

curves due to the different stream data. The results show that in the advancedHENS case, considerably more

heat is transferred in the upper-temperature range due to the higher temperatures of the CS streams. The

higher temperature difference between the streams generally results in higher LMTD at the HEX. Therefore,

less HEX area is needed and costs can be saved.

hot CC: base, baseHENS

cold CC: base, baseHENS

hot CC: advancedHENS

cold CC: advancedHENS
base, baseHENS

advancedHENS

Figure 2: Left: Composite curve at a minimum temperature difference of ∆Tmin = 0 K. Right: Maximum

achievable efficiency as a function of the minimum temperature difference.



Figure 2 on the right shows the maximum achievable efficiency as a function of the minimum temperature

difference. Up to a minimum temperature difference of 9 K, the pinch point is located at the upper right end of

the CC. Consequently, no hot utilities are needed for the threshold problem. Up to ∆Tmin of less than 9 K, a

maximum efficiency of 56.04 % can be achieved for the base and baseHENS case. Due to optimized temper-

atures and flow capacities of the CS streams, the maximum achievable efficiency for the advancedHENS case

can be increased to 56.16 %. Additional hot utilities are needed for ∆Tmin higher than 9 K and the efficiency

drops below 50.00 % for all cases. In all cases of the case study, the theoretical upper limit of the PtL-efficiency

is reached.

5. Conclusion

Synthetic fuels are necessary to decarbonize the non-electrifiable transport sectors such as aviation and ship-

ping. They also serve as a transitional solution for existing vehicles. High fuel production costs inhibit large-

scale synthetic fuel production because of high total annual costs (TAC) and low PtL-efficiency. In this paper,

we used an adapted HENS formulation and implemented the combustion systems (CS) of a novel 1 MW PtL-

plant as internal hot utilities in the heat exchanger network design problem. The outlet temperatures and flow

capacities of the internal hot utilities are implemented as optimization variables, unlike conventional HENS, and

optimized simultaneously with the HEN. By coupling the optimization, a holistic examination is made possible,

which opens up new potential for cost reduction and efficiency increase.

In the base case, the design case from the process simulation with Aspen HYSYS, as well as the baseHENS

case, a PtL-efficiency of 56.04 % could be achieved. Using HENS in the baseHENS case, it was possible to

find a HEN that is 8.01 % less expensive with TAC of 27 213.00e/y. In the advancedHENS case, the inlet

temperature of the CS streams has been set to the upper technical limit of 900 ◦C. The outlet temperatures

resulting from the optimization problem are above 850 ◦C, compared to the base and baseHENS case. The

high temperatures and the small temperature differences between the feed and return ensure a large LMTD

at the heat exchangers. This allows smaller and also less expensive HEX to be used. TAC can be reduced by

24.68 % to 23 576.13e/y. It can be concluded that the temperature of hot utilities should always be set as high

as possible as long as the utility costs are not affected. Optimizing the temperature and flow capacity of the CS

streams, allows the CS streams’ heat flow to be reduced. The resulting shift in composite curves subsequently

reduces the need for cold utilities. Therefore, the PtL-efficiency can be increased to 56.16 % and cold utility

costs can be lowered.

In this paper, we showed that for given stream parameters, TAC can be significantly reduced using classical

HENS. A key finding is that the coupled optimization of stream parameters and HEN lead to significant cost

reductions and efficiency improvements simultaneously. From the results, it can be concluded that the main

cost reduction stems from the higher temperatures of the hot utilities and the simultaneously optimized lower-

cost HEN. With this paper, we show that the coupled optimization of utility parameters and HEN enables the

activation of previously untapped potential for optimization. Applied to the use case of a PtL-plant, we can

accelerate the economically viable production of synthetic fuels. Therefore, decarbonization of the transport

sector can be achieved more quickly and emissions can be reduced in the long term.
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Appendix A Piecewise-linear approximation

Figure 3 (left) shows the piecewise linear approximated reduced heat exchanger area for a stream HEX with

the following stream data:

• Hot stream: T in = 270 ◦C, T out = 160 ◦C, F = 18 kW/K, h = 1 kW/(m2 K)

• Cold stream: T in = 50 ◦C, T out = 210 ◦C, F = 20 kW/K, h = 1 kW/(m2 K)

• β = 0.8

Figure 3 (right) shows the piecewise linear approximated reduced heat exchanger area for a utility HEX with

the following stream data:

• Hot stream: T in = 270 ◦C, T out = 160 ◦C, F = 18 kW/K, h = 1 kW/(m2 K)

• Cold utility: T in = 10 ◦C, T out = 30 ◦C, h = 1 kW/(m2 K)

• β = 0.8
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Figure 3: Piecewise linear approximation of the reduced stream HEX area Ã as a function of the heat flow q

and LMTD with five hyperplanes (RMSE = 1.26 %). Right: Piecewise linear approximation of the reduced

utility HEX area Ã as a function of the heat flow q with four lines (RMSE = 0.38 %).

Figure 4 (left) shows the piecewise linear approximated function of the LMTD within a temperature range of

10 K to 200 K. Figure 4 (right) shows the piecewise linear approximated function of the stream-wise energy

balance within the following stream data:

• Hot stream: T in = 270 ◦C, T out = [50, 160] ◦C, F = [2, 20] kW/K.
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Figure 4: Left: Piecewise linear approximation of the LMTD as a function of the two temperature differences

∆T1 and ∆T2 (RMSE = 0.34 %). Right: Piecewise linear approximation of the stream-wise energy balance as

a function of the flow capacity F and the temperature difference Tin − Tout with 32 simplices (RMSE = 0.28 %).

Appendix B Stream plots

Figure 5 to 7 shows the stream plots. Red arrows represent hot process streams that need to be cooled down.

Blue arrows represent cold process streams that need to be heated. Utilities are characterized by dark gray

circles at the stream ends. Light gray circles and black lines represent connected heat exchangers between

hot and cold streams.



Figure 5: Stream plot of the case base. TAC = 29 394.70e/y. ηPtL = 56.04 %.



Figure 6: Stream plot of the case baseHENS. TAC = 27 213.00e/y. ηPtL = 56.04 %.



Figure 7: Stream plot of the case advancedHENS. TAC = 23 576.13e/y. ηPtL = 56.16 %.

Nomenclature

Letter symbols

Ã reduced HEX area, m2

F flow capacity, kW/K

h heat transfer coefficient, kW/m2K

k stage, −

LMTD logarithmic mean temperature difference, K

n number of plane triangles, −

q heat flow, kW

P load, kW

RMSE root mean square error, %

T temperature, ◦C

U heat transfer coefficient for stream matches, kW/m2/K



Greek symbols

β cost exponent, −

∆T temperature difference, K

η efficiency, %

Subscripts and superscripts

base electric consumption of the PtL plant without utilities

f fixed

i hot stream

j cold streams

k stage

uc cold utility

uh hot utility

v streams with variable outlet temperature and flow capacity, variable

in inlet

out outlet
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Abstract: 

The production of second-generation biofuels from agricultural waste products represent a sustainable option 
for future fuel and chemical industry. Yet, due to the local biomass availability, the identification of process 
designs dependent on the site-specific boundary conditions is mandatory to assess their potential contribution 
to a sustainable transition. While biomass-based routes have the advantage of mature technologies, the 
combination with renewably-generated hydrogen provides the opportunity to significantly increase the extent 
of carbon utilisation. Via dual fluidized bed gasification, gas cleaning, and a subsequent methanol synthesis 
and purification, grade AA methanol can be synthesised. With its ability of a direct CO2-conversion at a high 
selectivity towards methanol, the methanol synthesis constitutes a promising option to chemically store 
fluctuating renewable energy. The potential of a biomass-to-liquid concept is analysed incorporating economic 
constraints into the process design to allow the identification of regionally adjusted process designs. The 
production costs of the concepts are estimated by setting up a detailed flowsheet simulation in AspenPlus®. 
A techno-economic evaluation methodology has been extended by an automated utility integration to identify 
European sweet spots. The conducted evaluation includes two different process configurations for two different 
biogenic feedstocks, including the integration of hydrogen produced through renewable sources. A correlation 
between economic boundary conditions such as the electricity and heat market, and the process design will 
be presented. Finally, the potential contribution of the investigated (power&)biomass-to-liquid process to a 
green methanol economy is discussed. 

Keywords: 

Techno-economic analysis, Green methanol, Second-generation biofuels, Process design  

1. Introduction 
The Intergovernmental Panel on Climate Change (IPCC) is once again urging the energy, transport, and 
agriculture sectors to take decisive action to achieve the Paris climate targets of reducing greenhouse gas 
emissions by 80 to 95 % by 2050 compared to 2010 [1]. To promote the use of renewable energy sources in 
the transport sector, the European Union has adopted the Renewable Energy Directive (RED) in 2009 [2], and 
its 2018 revision (RED II) [3], which require EU member states to achieve minimum shares of alternative and 
renewable energy sources in the transport sector (RED: 10 % by 2020, RED II: 14 % by 2030). The Fuel 
Quality Directive (FQD) [2] is another instrument used to monitor energy carriers in the transport sector, which 
aims to reduce the lifecycle greenhouse gases of fuels and defines greenhouse gas reduction targets for fuels 
placed on the market [2]. Fuel suppliers are obligated to report GHG emissions for the fuels they place on the 
market. As a result, there is an increased interest in renewable alternative fuels that can be produced from 
renewable power sources or waste materials derived from municipal, forestry, or agricultural wastes. 

Methanol synthesis from biomass is a promising approach to meet the future demand for renewable fuels. 
Synthetic methanol can be produced through biomass-to-liquid (BtL) processes using a methanol synthesis 
and purification system, to achieve high methanol purity [4]. 

Renewable power-based methods are facing challenges in scaling up their technologies, particularly in water 
electrolysis and running a chemical production plant with varying feed sources [5, 6]. In contrast, biomass-
based methods have a higher technology readiness level and require limited adaptations to use biomass as a 
feedstock, benefiting from the experience gained from coal gasification and large-scale fuel synthesis in coal-
to-liquid plants like Sasol in South Africa [7-9]. However, there are also scalability concerns with biomass-to-
liquid (BtL) processes due to the availability and transportation distance of biomass, which impacts overall 
greenhouse gas emissions and production costs. To overcome these challenges, BtL plant size can be kept 
small to medium or located near waste material sources. Alternatively, an efficient and ecologically friendly 
method to provide enough biomass is needed to benefit from economies of scale. 
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Based on the gasification and gas cleaning track described in [10] a decentralised process configuration for a 
biomass-to-methanol process is set up and extended by a proton exchange membrane electrolyser. For the 
methanol synthesis two different reactor concepts are investigated in order to analyse their performance for 
different boundary conditions. 

In contrast to the work of Poluzzi et al. [11], two different feedstocks are investigated. Nevertheless, since the 
process setups are very similar to the ones modelled by Poluzzi et al. they are used as a benchmark for the 
conducted analyses. 

Other studies looking into the biomass-to-liquid process often have Fischer-Tropsch syncrude as their product 
since it can easily integrated into the existing refinery structure [12, 13]. Another difference is the plant scale, 
since the biomass transport is a main driver for the feedstock’s costs and its global warming potential, the 
investigated plant size is limited to 200 MWth [14]. 

Simply evaluating pre-defined process configurations for multiple boundary conditions to find economically 
viable plant locations may not result in optimal designs, as there is no way to adjust the process itself. 
Therefore, this study aims to analyse the potential of multiple configurations under different economic boundary 
conditions while ensuring flexibility. This has been enabled by changed way of how TEPET accesses the 
AspenPlus® simulation files and to allow the modification of certain parameters through TEPET. To evaluate 
the process potential and its ideal configuration for achieving the lowest production costs, data was gathered 
on regional biomass potential, prices for straw and bark, other raw material prices, labour and transportation 
costs, and applicable revenues in the heat market. 

2. Methodology 
To evaluate the different process design a detailed flowsheet model [10] is utilized and adapted for the 
conducted investigation of methanol production. The process models are linked to the DLR inhouse tool 
TEPET [15] and its extension described in [10].  

2.1. Flowsheet model 

The basic flowsheet model is well described in the previous work of Maier et al. [10] which is based on the 
work within the EU-project COMSYN [16] and the experimental and simulative work of [17, 18]. The process 
schemes for the biomass-to-liquid and the power&biomass-to-liquid process can be seen in Figure 1. 

The main difference is the introduction of an electrolyser into the model to provide some additional hydrogen 
for the methanol synthesis and to replace the air for the reformer by pure oxygen. 

While the settings for the gasification and gas cleaning steps are well described by Maier et al. [10], the 
electrolyser, the methanol synthesis, and the purification units are described in the following chapters. The two 
investigated biomass types, bark and straw, differ the most in the assumed moisture content and a slight 
difference in the carbon, oxygen and ash contents. While bark is received with 50 wt.% moisture and its dry 
matter analysis results in 52.5 wt.% carbon, 38.5 wt.% oxygen and 2.6 wt.% of ash, straw is received with 
10 wt.% moisture and 47.3 wt.% carbon, 41.4 wt.% oxygen and 4.7 wt.% ash. Hence, the bark is firstly led into 
a drying section to reduce its moisture content to 12 wt.% [10, 19]. In case of using straw as the feedstock, a 
certain amount of chlorine content is assumed which needs to be removed before the reformer by quenching 
the raw syngas before the filtration step from 730 °C to 550 °C. 

Electrolyser 

The PEM electrolytic cell was modelled through a black box approach with conversion factor 1 (with regard to 
water) and operating conditions of 40 bar and 80 °C. The electrical energy demand of 61.6 kWh per kg of H2 
was used for electrolysis corresponding to an electrical efficiency (power to HHVH2) of approximately 64 % 
[20]. It was assumed that pure oxygen can be separated from the anode, which is utilized to operate the 
reformer with pure oxygen, significantly reducing the amount of inerts in the syngas. The amount of hydrogen 
is adjusted to achieve a H/C ratio of 3 at the entrance of the MeOH synthesis loop.  

Methanol synthesis 

The methanol section consists of a compression to the 90 bar operating pressure, a plug flow reactor model 
(RPlug) with an isothermal cooling liquid at 240 °C. The reactor model is representing a tube-and-shell reactor 
concept as it is commonly used for large methanol production plants. The entering temperature is set to 235 °C. 
The pressure drop is calculated using the Ergun equation [21]. A recycle with a purge rate of 5 % ensures that 
impurities such as nitrogen are not accumulating within the recycle loop. For the reaction modelling the 
simplified kinetic model from Van-Dal and Bouallou [22] of the in-depth model of Vanden Bussche and Froment 
[23] with the readjusted parameters from Mignard and Pritchard [24] is implemented. The whole section is 
modelled with the IDEAL property method as suggested by Graaf et al. [25]. 

Methanol purification 

For the purification a two-column approach is applied. While the first column divides the gaseous side-products 
from the methanol, the second column separates the methanol from the water. The methanol is purified until 



a purity of grade AA (99.85 wt.%) is achieved. The methanol purification section is modelled using ELECNRTL 
to achieve a better description of the azeotropic methanol-water separation. 

2.2. Technical analysis  

The process configurations are evaluated according to their ability to convert the stored energy of the biomass 
into the desired product methanol. To compare the different setups according to this performance indicator, 
the biomass-to-liquid efficiency is defined as follows: 

Biomass-to-liquid efficiency:  𝜂𝑃𝐵𝑡𝐿 = �̇�𝐶𝐻3𝑂𝐻∙𝐿𝐻𝑉𝐶𝐻3𝑂𝐻�̇�𝑏𝑖𝑜𝑚𝑎𝑠𝑠 𝐿𝐻𝑉𝑏𝑖𝑜𝑚𝑎𝑠𝑠+𝑃𝑒𝑙  

 
2.3. Techno-economic analysis  

The economic evaluation of the concept follows the approach of Peters, Timmerhaus, and West [26], which 
has been utilized in several previous techno-economic studies [15, 27, 28]. To apply this methodology, a 
database of reference equipment costs is needed to account for changes in the process configuration and its 
impact on capital and operational expenses. The AspenPlus® process model previously described is used to 
scale equipment sizes, as well as raw material and by-product streams, based on the material and energy 
flows. For the main equipment the cost functions of Maier et al. [10] are applied to the current biomass-to-
methanol process concepts. The formulas utilized to calculate the production costs are listed below [15]: 

• Equipment costs: 𝐸𝐶𝑖 =  𝐸𝐶𝑟𝑒𝑓,𝑖 ∙ ( 𝐷𝑖𝐷𝑟𝑒𝑓,𝑖)𝑑𝑖 ∙ (𝐶𝐸𝑃𝐶𝐼2020𝐶𝐸𝑃𝐶𝐼𝑟𝑒𝑓 ) 

• Fixed capital investment: 𝐹𝐶𝐼 = ∑ 𝐸𝐶𝑖𝑚𝑖=1 ∙ (1 + ∑ 𝐹𝑒𝑐𝑜,𝑖,𝑗12𝑗=1 ),  𝑇𝐶𝐼 =  𝐹𝐶𝐼0.9  

• Annualized capital costs: 𝐴𝐶𝐶 = 𝐹𝐶𝐼 ∙ 𝐼𝑅 ∙ ( (1+𝐼𝑅)𝑃𝐿(1+𝐼𝑅)𝑃𝐿−1 + 11−0.1 − 1) 

• Net production costs: 𝑁𝑃𝐶 = 𝐴𝐶𝐶+ ∑ 𝑂𝑃𝐸𝑋𝑖𝑛𝑑+𝑂𝑃𝐸𝑋𝑑𝑖𝑟+𝑁𝑃∙ 𝑐𝑙𝑎𝑏𝑜𝑢𝑟�̇�𝑓𝑢𝑒𝑙  

The equipment costs are calculated by setting the actual unit capacity D into relation with a reference 
equipment capacity Dref and its reference costs ECref and applying a defined digression factor d to it. To account 
for price differences between the reference and the base year the Chemical Engineering Plant Costs Index 
(CEPCI) is applied to the equipment costs. After including the Lang factors [26] for additional costs such as 
piping, engineering etc. the fixed capital investment (FCI) is estimated. To calculate the final net production 
costs, the direct and indirect operational expenditures (OPEX) are sum up together with the annualized capital 
costs and the labour costs. Finally, the whole yearly expenses are divided by the product output per year.  

 
Figure 1. Process schemes for the biomass-to-liquid (BtL) and the power&biomass-to-liquid (PBtL) 

process. 



3. Results and discussion 
Assessing the different process concepts regarding their biomass-to-methanol efficiency, it becomes clear that 
the power&biomass-based process routes yield in a higher energetic efficiency (Table 1). By enabling 
additional product formation, more biogenic carbon is converted to methanol, which increases the overall 
process efficiency. Furthermore, it can be seen, that the choice of the biomass feedstock has a significant 
impact on the technical potential of the process. Due to the higher ash content and higher oxygen content in 
the straw, the resulting syngas has a lower potential [10], since more hydrogen is required to remove the 
oxygen in form of water out of the system. Furthermore, due to the potential chlorine in the straw, the particle 
filter after the gasifier has to be operated at 550 °C which leads to further energy losses, since part of the 
reaction enthalpy in the autothermal reformer is used to heat the syngas up to 850 °C again. The 
disadvantageous composition is also the reason for the additional electricity demand in case of the straw-
based PBtL concept, since more hydrogen is required to achieve the desired H/C ratio for the MeOH synthesis 
of 3.  

Table 1. Technical results for the BtL and PBtL concepts with bark and straw as their feedstock 
  BtL-B PBtL-B BtL-S PBtL-S 

Biomass moisture content wt.% 50 50 12 12 

Biomass input (mass flow) kg/h 39.1 39.1 24.4 24.4 

Biomass input (energy content) MWth 100 100 100 100 

Electricity consumption MWel 14.6 103.9 15.8 121.4 

Product output (mass flow) kg/h 10,210 18,604 8,478 18,532 

Product output (energy content) MWth 64.9 118.3 53.9 117.9 

PBtL-efficiency % 56.7 58.0 46.6 53.2 

Compared to previous studies such as Peduzzi et al [4] the proposed biomass-to-liquid concept presents an 
5% higher BtL efficiency for the bark case. The calculated efficiency for the bark-based PBtL case are in very 
good alignment with the work of [11], who estimated an efficiency of 57.5% for their process setup. Yet, the 
conducted analyses of this work highlight the potential of a power-enhanced setup for other biomass 
feedstocks. While for bark the PBtL efficiency has been increased by only 1.3%, the efficiency for converting 
straw into methanol can be increased by 6.6% which shows that especially for biogenic waste materials with 
a disadvantageous composition, the implementation of additional hydrogen generation is highly beneficial for 
its conversion rate. 

To investigate the different concepts economically, the net production costs (NPC) are calculated (Figure 2) 
with the economic boundary conditions given in Table 2. With Germany as the selected region the biomass-
to-methanol plant’s costs are calculated for a country with relatively high raw material prices compared to other 
European regions such as Poland, Czech Republic or Slovenia [10]. 

Table 2. Economic boundary conditions. 

Base year - 2020  

Plant size MWth 100  

Interest rate (IR) % 10  

Persons per shift (NP) - 10  

Full load hours (flh) h/a 8260  

Plant lifetime (PL) a 20  

Plant location Germany   

Electricity costs/revenue (cEL) €/MWhel 106.5 [29] 

Biomass costs (cBio,b) €/GJ 8.4 [30] 

District heating revenue (rDH) €/MWh 21.0 [31] 

Process steam revenue (rPS) €/MWh 36.0 [31] 

Labor costs (cL) €/h 29.0 [32] 
Due to the process configuration, which contains an internal recycle within the methanol synthesis but no 
further re-activation of the process’ tailgas, the process yields in a high amount of excess heat. Its utilisation 
is very dependent on the given boundary conditions. In the conducted techno-economic analysis, it is assumed 
that high pressure steam, as well as district heating can be provided. Hence, the methanol production costs 
can be decreased by achieving a quite high by-product revenue on the heat market. While the prices for 



electricity and biomass are extracted from literature, the revenue for potential heat market products is 
calculated based on the assumption that they have to compete with a provision based on biomass- or natural-
gas fuelled boilers. Therefore, the costs are calculated according to Ulrich et al. [31], where the price for the 
fuels is assumed to be the average between the local natural gas price and the biomass price [10]. 

 
Figure 2. Net production costs for straw and bark for the two different process concepts 

biomass/power&biomass-to-liquid 

In contrast to the prior technical results, the economic analysis of the concepts shows that the BtL process is 
more economic than the PBtL concepts. The main reasons can be found in the high additional expenses for 
the required electrical power and the additional investment for the electrolyser. The estimated NPC for all 
concepts differs within a range of 0.21 €2020/kgMeOH. 

In order to identify at which conditions the PBtL concept might be able to compete with the BtL process, a 
sensitivity analysis with bark as feedstock is conducted and shown in Figure 3.  

 
Figure 3. Sensitivity study for power&biomass-to-methanol concept using bark as feedstock 

 



The presented sensitivity analysis is performed by varying each of the most relevant cost drivers within a range 
of -80% and +80%. Since the additional costs for distribution and selling of the product is dependent on the 
overall production costs and the interest rate affects the annualized capital costs their variations result in non-
linear impacts on the net production costs. The remaining raw materials, utilities and equipment costs are 
having a linear effect on the calculated net productions. 

In dependence on the electricity and biomass price, the PBtL concept gains more attraction. With a reduction 
of the electricity price, the productions costs can be reduced significantly. As it can already be seen in Figure 
2, the electricity prices are the most dominant cost driver for the PBtL concepts, followed by the product 
distribution and the raw material: Biomass. In case of an electricity price of lower than 40 €/MWhe, the 
production costs for the PBtL case are dropping below the methanol commodity prices of around 1 €2020/kgMeOH. 

Figure 3 shows how the required subsidies for power demand or renewable methanol sales will change with 
feedstock and electricity costs. Future reduction of renewable electricity costs might favour the power-assisted 
biofuels production in the coming years. Furthermore, the increase of renewable energy in the electricity mix 
is required to achieve a positive environmental impact with the PBtL cases. Recent studies of Habermeyer et 
al. [27] and Weyand et al. [14] showed that utilizing the electricity from the German grid to generate the 
hydrogen, yields in an even higher greenhouse gas emission than using the fossil alternatives. Hence, PBtL 
concepts imply a potential alternative for an increased production of alternative fuels by an increased carbon 
efficiency but strongly depend on the availability of renewable and inexpensive electricity. Until then, only off-
grid solutions may contribute to a reduction of the global warming potential or the exclusive use of biogenic 
waste materials as a feedstock together with a reduction of society’s fuel consumption. 

4. Conclusion and outlook 
The study presented a promising approach for the production of sustainable methanol using two biogenetic 
waste materials, straw and bark. By combining highly efficient process units and by avoiding a recycle to the 
reformer stage, the equipment sizes can be kept small, while still achieving (power&)biomass-to-liquid 
efficiencies of up to 58.0%. An AspenPlus® flowsheet model was set up to model multiple process 
configurations which were evaluated using the DLR software-tool TEPET. Through automated heat integration, 
different process configurations were assessed, and a trade-off was identified between maximizing the BtL 
efficiency and minimizing net production costs. Even though the PBtL concepts come with high process 
efficiencies, the additional investment and costs for electricity lead to higher production costs in Germany in 
2020. Furthermore, the shown work shows the potential of a hydrogen-enhanced biomass-to-liquid process 
especially for preliminary unattractive biogenic waste materials such as straw.  

With an increasing investment into renewable energy sources and a ramp-up of cheap renewable electricity 
generation technologies, the PBtL concept might contribute to a carbon-neutral domestic transport by ensuring 
that the biogenic carbon is utilized best possible. To minimize the investment risk associated with the 
introduction of the technology, one approach could be to start the market introduction with biomass-to-
methanol plants. These plants could then be expanded to include a hydrogen production plant and a second 
methanol synthesis reactor once a sufficient supply of renewable electricity is available. 

  



Appendix A 
Heat integration has been conducted with the automated heat and utilisation feature of the DLR-inhouse tool 
TEPET [10]: 

 
Figure 4. Heat integration for the bark-based biomass-to-liquid process. 

 
Figure 5. Heat integration for the bark-based power&biomass-to-liquid process. 

 



 

 
Figure 6. Heat integration for the straw-based biomass-to-liquid process. 

 

 
Figure 7. Heat integration for the straw-based power&biomass-to-liquid process. 

 

 



Nomenclature 

Abbreviations  

CAPEX Capital investment expenditures 

OPEX Operational expenditures 

Acronyms  

ACC Annualized capital costs 

BtL Biomass-to-Liquid 

DFB Dual fluidized bed 

DH District heating 

EC Equipment cost 

FCI Fixed capital investment 

FLH Full load hours 

HHV Higher heating value 

IR Interest rate 

LHV Lower heating value 

NPC Net production costs 

PL Plant lifetime 

PBtL Power&Biomass-to-Liquid 

TCI Total capital investment 

TEPET Techno-Economic Process Evaluation Tool 

Greek letters & variables  

α Capital cost factor for utility cost calculation 

β Operational cost factor for utility cost calculation 

η Plant efficiency 

ci Costs for i = [raw material, heat, power] 

Cplant Plant capacity, MWth 

di Degression factor 

Di Equipment capacity 

ṁ Mass flow, t/h 

NP Number of persons per shift 

Pe Power, MWe 

ri Revenue for i = [by-product, heat, power] 
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Abstract:

The substitution of fossil fuels in current energy systems is essential on the path to carbon neutrality. In the

building sector, different renewable and waste heat sources could be used in district heating systems to re-

place fossil-based heating plants. However, if new heat sources are integrated into multi-energy systems, the

profitability of present heating plants could decrease. At the Forschungszentrum JÈulich, the waste heat from

a new high-performance computer is to be integrated into the local district heating system in order to reduce

overall CO2 emissions. This waste heat integration will have an impact on the holistic multi-energy system of

the campus, which is mainly supplied by a combined cooling heat and power plant (CCHP). This paper inves-

tigates the described waste heat integration using a bi-objective optimisation approach. The proposed model

optimises the operation of the overall multi-energy supply system with waste heat integration. Furthermore,

the optimisation model allows for the optimal design of the required heat pump system and additional absorp-

tion chiller capacity that enable efficient CCHP heat usage despite the waste heat integration. In addition, the

effects of lowering district heating temperatures and changed energy prices are studied. The results show that

integrating waste heat reduces the overall CO2 emissions of the multi-energy system and even more if the

integration is combined with a lowering of district heating temperatures. Furthermore, the optimisation shows

that a cost reduction is feasible by increasing the absorption chiller capacity that uses the produced heat of the

CCHP.

Keywords:
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1. Introduction

The endeavour to decarbonise the building sector offers great potential for achieving the European Union’s

climate targets. The heat supply is mainly based on fossil fuels such as gas or oil to supply boiler systems in

buildings. However, also many district heating systems are supplied by fossil-based energy plants, like 74 %

of the combined heat and power plants (CHP) in Europe are based on coal and gas [1]. As an important

contribution to the overall energy transition, heating plants in district heating systems need to be replaced by

sustainable heat sources in order to reduce carbon dioxide emissions in the building sector. Renewable energy

sources such as solar or geothermal energy as well as (low-temperature) waste heat sources from industry

or cooling processes are examples of sustainable heat sources. Depending on the quality of the waste heat,

the utilisation of waste heat sources could reduce CHP operation and, thus, save fuel and operating costs [2].

However, replacing existing, operating heating plants with sustainable heat sources could be challenging for

many reasons.

Most heating plants in district heating systems have large nominal thermal capacities that cannot be easily

replaced since the potential heat sources for replacement have limited heat capacities, are geographically

inconveniently located, or the heat availability fluctuates due to scheduled processes. Zhang et al. show the

difficulties of waste heat usage by optimising the utilisation rate for a district heating system and a cooling

process depending on the availability of heat and the seasonal demand. Furthermore, they also consider how

many consumers can be supplied with the available heat capacity [3].

The economic constraints make it challenging to replace current heating plants, as the profitability depends on

different boundary conditions, such as the fuel prices or the investment required to integrate the sustainable

heat source. DorotiÂc et al. perform an economic assessment of waste heat utilisation in an urban area by

investigating the available waste heat from supermarkets and power substations. They show that the costs



of waste heat integration into district heating systems depend not only on the waste heat process itself, but

also on the waste heat temperature and the current temperature level of the district heating system [4]. In [5],

the possibilities of integrating solar heat with the help of heat pumps into Helsinki’s existing district heating

system are examined and evaluated from an economic point of view. In this particular case, the operation of

the CHP is less advantageous than the operation of the heat pumps due to the electricity price level. However,

DurÂan et al. point out that the conversion of existing district heating systems towards sustainable systems

is technically possible, but the substitution of CHP with sustainable heat sources is an economic challenge.

Therefore, they propose to establish economic and political regulations to facilitate the economic realisation of

such projects [6]. The challenging utilisation of sustainable heat sources depends on the boundary conditions

of the respective use case.

Optimisation models are helpful in showing optimal adaptions of energy systems, from a design or an oper-

ational point of view, to e.g. enable the usage of sustainable energy sources. The consideration of different

objectives is necessary in order to take into account ecological and economic interests. The objective func-

tions of such mathematical optimisation problems can be the minimisation of emitted CO2 emissions or the

minimisation of total costs. Capone et al. develop a multi-objective optimisation model to optimise the oper-

ation of producers and consumers in a district heating system, taking into account different objectives, such

as reducing CO2 emissions or minimising the total costs [7]. However, the additional integration of sustainable

heat sources in the existing district heating system is not considered.

The integration of a waste heat source into a fossil-fuelled district heating system takes place at the For-

schungszentrum JÈulich (FZJ), a research facility in Germany. On the campus of the FZJ, the integration of

waste heat of an upcoming high-performance computer in the local district heating system is studied. However,

the use of the waste heat source reduces the supply of the currently operated CHP units. Due to the fact that

the CHP units are operated heat-led, the electricity production for the campus is lowered, which affects the

economic profitability of the entire energy system. Therefore, the usage of the waste heat source in the energy

system of the campus leads to ecological benefits, but may result in higher operating costs.

The impact of a possible waste heat utilisation at the FZJ is simulated for different shares of waste heat

integration and evaluated for the ecological and economic effects in previous work [8]. In addition, [8] presents

different measures on the energy system to improve the efficiency of waste heat utilisation are presented, such

as lowering the district heating supply temperature and extending the absorption cooling production. However,

as campus’ heat and cooling demand fluctuates throughout the year, the operation of the existing energy plants

is very dynamic, so the targeted waste heat utilisation could be further optimised. Therefore, we develop an

optimisation model in this study to optimise the waste heat utilisation in the existing energy system design of

the FZJ in order to show optimal system measures and optimal operation of the involved energy components

under ecological but also economic aspects.

The paper is structured as follows: In Section 2., we first give an overview of the multi-energy system of the

FZJ and describe the planned waste heat utilisation. Following, we describe the optimisation model and show

the modelling approach of the energy components, which represent the different energy plants on the campus.

Furthermore, we show the investigated scenarios and summarise the assumptions of the modelling approach.

Section 3. shows the optimisation results for the different studied scenarios. After discussing the results and

the limitation of the model in Section 4., Section 5. summarises the study.

2. Methods

In the following, we first explain the use case of waste heat utilisation on the FZJ campus. After that, we present

the developed optimisation model and the objective functions. Thirdly, we show the scenarios studied and the

corresponding boundary conditions.

2.1. Multi-energy system and waste heat utilisation

The campus of the FZJ is a research facility in North Rhine-Westphalia, Germany, with many buildings used

as offices and laboratories. A local multi-energy system supplies the various energy demands on the campus

with different energy components. The main energy plant of the multi-energy system is a gas-fired combined

cooling, heat and power system (CCHP) consisting of three CHP units, two heat-only boilers (HOB) and an

absorption chiller (AC). The CHP units supply electricity and heat to the campus and should operate at a high

load for a cost-efficient operation. The electricity generated by the CHP is less expensive than the electricity

supplied by the public power grid, which supplies the remaining electricity demand. The CHP units cover the

heat demand in the base load. If the heat demand of the campus exceeds the capacity of the three CHP

units, two HOB units support the heat supply. When the heat demand of the campus is low, the surplus heat

from the CHP units is used to operate the AC to generate cooling for the campus. A district cooling network

distributes the cooling to the buildings. Since the AC in the CCHP cannot meet the entire cooling demand of

the campus, three additional compression chiller (CC) plants located on the campus also supply cooling to the



district cooling network.

A new high-performance computer is being built on the FZJ campus, which generates a lot of waste heat

through its operation. This waste heat source is being integrated into the multi-energy system of the campus

to partially replace the heat supply from the gas-fired heating plants in the CCHP. However, the emitted waste

heat will be available at a low-temperature level. Therefore, a heat pump (HP) system is required to raise the

waste heat temperature to a higher level to make it usable in the local district heating system.

Different measures are described in [8] to enable more efficient waste heat usage. First, the supply temperature

in the district heating system could be reduced to improve the efficiency of heat pump operation for waste heat

integration. Second, the possibility to utilise more high-temperature heat by the CHP in the AC for cooling

production is presented. Integrating waste heat into the district heating system reduces the supplied heat by

the CHP and HOB units. Suppose the CHP units decrease their operation because the produced heat is not

used anymore. In that case, electricity production will also decrease, leading to higher electricity consumption

of the public grid and, thus, to higher operating costs. The CHP workload could be maintained at a high level

by using the CHP surplus heat for additional AC cooling production. In addition, the extended AC operation

partially replaces the cooling supply of the CC plants, which reduces the electricity demand for the cooling

supply. However, as the ability to extend the operation of the current AC is limited, the construction of additional

AC capacities can improve the ability to utilise high-temperature heat by the CHP units.

The dynamic operation of the various components of the energy system, in combination with the integration of

waste heat, can be improved by optimising the multi-energy system at the campus. Therefore, an optimisation

model is developed that both optimises the CCHP operation and takes into account possible design adaptation,

such as the installation of heat pumps for waste heat utilisation and the expansion of the AC cooling supply. In

the following, we describe the developed optimisation model.

2.2. Optimisation model

The campus’ current energy supply system forms the basis for modelling the multi-energy system. However,

the district heating and cooling network are not considered in the optimisation model, as we want to investigate

the effects of waste heat utilisation on the overall energy production in this study. The main objective is the

utilisation of waste heat in order to reduce carbon dioxide emissions taking into account the economic prof-

itability of the overall energy system. Therefore, we apply a bi-objective optimisation approach that optimises

the global warming impact (GWI) and the total annualised costs (TAC) of the multi-energy system, which are

described more in detail in Section 2.2.3.

We use the COMANDO framework, which is written in Python [9]. COMANDO is an open-source modeling

and optimisation framework for modelling energy components and linking them to an holistic energy system.

The resulting energy system model is passed to a solver that optimises the design or operation regarding the

set objective functions. The model in this study is based on a two-stage stochastic programming, which allows

the design of components and the simultaneous operation optimisation based on a few typical time steps, i.e.

operating points [9]. The typical operating points are determined by a clustering approach (see Section 2.3.).

In Fig. 1, the structure of the FZJ multi-energy system is shown. The different energy components, represented

by submodels, are described in the following section. First, we give an overview about the main formulations

and assumptions of modelling, followed by a more detailed description of the existing components and optional

components for waste heat utilisation.

2.2.1. General model formulations

All energy components in the multi-energy system are modelled in terms of their operation efficiency ηpart,

which determines the quantity of energy output as a function of the amount of consumed energy. The general

formulation of the components’ part load efficiency is

ηpart = ηbase · P(outrel), (1)

where the base efficiency ηbase is multiplied with P(outrel) that approximates the part load behaviour using two

polynomial equations. The polynomials are determined by the specific energy components and depend on the

relative energy output outrel, which refers to the nominal capacity.

The modelling approach of the part load behaviour (1) leads to non-linear equations that increase the computa-

tion time for solving. Therefore, the resulting efficiency formulations of the energy components are simplified by

using piecewise linear functions if necessary. The output of the components is an operational variable, and so

is the efficiency, since it depends on outrel. Thus, the input-output correlation is a multiplication of two variables

and results in a quadratic equation. Since this correlation is set as a constraint in the energy components, the

resulting optimisation problem is a quadratically constrained program.

The existing energy plants are modelled according to the currently installed components on site. The optional

components, i.e. the HP for waste heat utilisation and the additional AC, can be built or not and are, there-
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Figure 1: The different energy components of the multi-energy system are symbolised as grey boxes for

existing and as white boxes for optional components. The CCHP includes three CHP units, two HOB units and

an AC. The optional AC extension is shown as an additional AC in the CCHP. The CHP and HOB units are

connected to the gas grid (GG). Electricity is supplied by the power grid (PG) and the CHP units to the CC and

the electrical demand (ED) of the campus. The CHP and HOB units supply the heat demand (HD). The AC

and the CC supply cooling to the cooling demand (CD). The AC is supplied by heat from the CHP units. A HP

component is optional for waste heat utilisation, which consumes electricity from the PG and supplies heat to

the HD. The waste heat source of the HP is not visualised.

fore, a design decision for the optimisation problem. In addition, the nominal output capacity of the optional

components is a design variable.

For both existing and additional components of the energy system, the maintenance costs are taken into

account through a maintenance coefficient and the initial investment of the component. The maintenance

factors are based on [11].

2.2.2. Modelling of energy component

CHP
All three installed CHP units in the CCHP are identical in construction. The parameters set for the CHP model

are based on manufacturer specifications. The nominal electrical output is 4.3 MW. At part load, the electrical

efficiency decreases while the thermal efficiency increases. The manufacturer provides efficiency data for

100 % at full load (ηheat=0.437 and ηel=0.432) down to minimum part load of 50 %. The efficiency of the

CHP between these operating points, with an additional available data point at 75 % part load, are linearly

approximated.

HOB

The two HOB units in the CCHP have a nominal heat capacity of 16 MW each. The thermal efficiency is

assumed to be constant at 80 % while considering a minimal part load of 20 %.

AC
The AC submodel is used for the installed AC in the CCHP and the optional AC capacity extension, i.e. an

additional AC machine. For the already installed AC component, the design variable is set to one and the

nominal cooling capacity to 5.7 MW. Furthermore, it is also considered that only the CHP units supply the AC,

but not the HOB units.

The design variables for construction decision and dimensioning the nominal cooling capacity are used for the

optional AC component. However, the minimal possible cooling capacity is set at 1 MW, as the investment for

too small capacities is uneconomical for the studied energy system [12]. The part load efficiency of the AC

components is modelled according to manufacture specifications, taking into account a minimal part load of

20 %. The specific investment of the AC is estimated following [12] at 200 EUR/kW.

HP
The waste heat utilisation in the multi-energy system is modelled as an optional HP. The HP increases the

temperature of the waste heat to a sufficient level to integrate it into the local district heating system. Since the

HP is not yet part of the multi-energy system, the HP component is a design decision subject to optimisation.

In addition, the heat supply of the HP on the condenser side Q̇HP,con is an operational variable to determine the



optimal amount of waste heat utilisation depending on the fluctuating demand.

The efficiency of the HP system is modelled by the coefficient of performance (COP). The COP of the HP

COPHP depends on the temperature difference between the heat source on the evaporator (eva) side, i.e. the

waste heat source, and the heat sink on the condenser (con) side, i.e. the district heating system. The COP is

calculated by

COPHP =
Tlm,con

Tlm,con − Tlm,eva

· ηHP,system · ηHP,part, (2)

where Tlm is the logarithmic mean temperature according to

Tlm =
Tout − Tin

ln Tout − ln Tin

, (3)

with the incoming (in) and outgoing (out) fluid temperature at the corresponding heat exchanger. The system

efficiency ηHP,system is used to account for the system losses of the HP and is set to 0.5 [13]. The part load

efficiency ηHP,part is based on [14] and linearised with the behaviour about 20 % part load. This linearised

part load is considered down to the minimal set part load of 5 %. This is done, since the part load efficiency

drops drastically below 20 % according to [14], however, the HP would not be operated in such inefficiently

operating regimes in reality. The HP system is modelled as one component to reduce model complexity. In

reality, however, the heat capacities required in this study would be realised by several HP units. The multiple

HP units would allow for more efficient operation by avoiding the inefficient part loads under 20 %. Therefore,

the linearised behaviour is used for the one HP system model.

The HP heat output Q̇HP,con is calculated by an energy balance and COPHP =
Q̇HP,con

PHP,el
to

Q̇HP,con = Q̇HP,eva + PHP,el =
Q̇HP,eva

1 − COP−1
HP

, (4)

where Q̇HP,eva represents the heat input of the waste heat source and PHP,el the required electricity for operation.

Based on an anticipated waste heat capacity of 18 MW, a constant temperature level of the waste heat source

at 44 ◦C [8], and the current supply temperature of the district heating system (see Section 2.3.), the upper

limit of the design variable determining the thermal HP capacity is set to 22 MW. The lower limit of the HP

capacity is set to 1 MW to avoid installing too small HP systems. The specific investment of the HP system is

based on estimations by [15] and is set at 700 EUR/kW.

CC

The cooling demand of the campus is also met by three CC plants with a combined cooling capacity of 21 MW.

Each CC plant comprises two or three CC units. In addition, no detailed manufacturer data of the individual

chillers are available for these components. Since the district cooling network is not modelled and only the

overall cooling supply is considered, all CC units on the campus are simplified into one CC component model.

Therefore, a detailed analysis of the CC operational measurement data is performed to model the average

behaviour of the summarised CC cooling supply.

The analysed measurement data of overall CC supply and consumed electricity for the CC operation does

not show any significant correlation of the energy efficiency to the cooling load or the ambient temperature.

The several CC units are from different years of construction, have various nominal capacities, and a control

strategy for an optimal combined operation of the units is missing. Therefore, the analysed measurement data

show a relatively constant COP over the year, which results from various superimposed COP characteristics

of the individual CC units. Thus, the efficiency of the overall CC cooling supply is assumed to be constant and

set at 3.7, as a COP formulation based on the temperature levels would not represent the actual CC operation

on the campus.

The CC supply model consists of several small units, which is why the minimal part load of the comprised

model is negligible. As no detailed information about the different CC units is available, the maintenance costs

of the CC component are neglected.

GG, PG, ED, HD, CD
The external energy consumption by the GG and the PG (see Fig. 1) is modelled by considering specific

energy prices and CO2 factors that are defined in Section 2.3. Since the FZJ is not allowed to sell electricity

to the grid, the energy flow from the PG model is limited to one direction. No restrictions on electricity and gas

consumption are set for either grid model.

The demand models symbolise the consumption of the multi-energy system. The ED, CD and HD have a

single input that represents the demand to be met (see Fig. 1). The energy demand symbolises the required



supply by the energy plants, as the distribution losses are not considered. The assumed data for the energy

demand is described in Section 2.3..

2.2.3. Optimisation problem and objective functions

The defined optimisation model is solved considering two objectives, minimising the TAC and the GWI of the

multi-energy system. The TAC is expressed as

TAC =
(1 + i)n · i

(1 + i)n − 1
· I + R, (5)

with i for the interest rate of 0.7 %, n for the project duration of 20 a, I for the investment of HP installation and

AC extension. The operational costs R are calculated according to the energy prices (see Section 2.3.) for

energy consumption from the grids and the maintenance costs of the energy components. Gas is consumed

to supply the CHP and HOB units, and electricity is consumed from the grid to cover the HP, CC and electricity

demand of the campus that is not met by the CHP units.

Furthermore, the second objective GWI is formulated as

GWI = Q̇GG · CO2,gas + PPG · CO2,el , (6)

where CO2,gas and CO2,el represent the CO2 emission factors for gas and electricity consumption supplied by

the grids. The resulting bi-objective problem is solved by using the ε-constraint method.

The formulated energy system optimisation problem results in a Mixed Integer Quadratically Constrained Pro-

gramming. The problem is passed to the Gurobi solver [16] via the implemented interface of COMANDO and

solved for both objectives [9].

2.3. Studied scenarios

We define different scenarios for investigating waste heat utilisation in the FZJ multi-energy system. First, we

optimise the energy system based on the current design without waste heat utilisation, i.e. an operational

optimisation (Ref). Second, we consider the design option for an additional AC extension and HP installation

for waste heat utilisation. Currently, the district heating network operates at high supply temperatures (HT) from

95 to 132 ◦C, controlled by a heating curve that depends on the ambient temperature. The first optimisation

with optimal waste heat utilisation is carried out with these high supply temperature requirements at the HP

system (WHHT).

The HP operates much more efficiently if the temperature difference between waste heat and network supply

temperature is reduced. Therefore, we investigate another scenario with lower supply temperatures (LT) in

the district heating network of 80 to 100 ◦C (WHLT). The technical feasibility of district heating operation and

the sufficient heat supply to the connected consumers at these lower supply temperatures is already studied

in [17].

In addition, we consider a changed energy price situation for gas and electricity consumption. As energy prices

have changed significantly at the beginning of 2022, we estimate the changed energy prices for the FZJ supply

(WHHT,price and WHLT,price) in contrast to former energy prices used in [8]. Table 1 summarises all optimisation

scenarios, including their considered option for waste heat utilisation, supply temperatures for HP operation

and energy prices.

Table 1: Studied optimisation scenarios of the multi-energy system at the FZJ campus.

Scenario Waste heat utilisation HP supply Energy

and AC extension temperatures prices

Ref No 95-132 ◦C cgas,old & cel,old

WHHT Yes 95-132 ◦C cgas,old & cel,old

WHLT Yes 80-100 ◦C cgas,old & cel,old

WHHT,price Yes 95-132 ◦C cgas,new & cel,new

WHLT,price Yes 80-100 ◦C cgas,new & cel,new

The energy prices in the period before 2022 (cgas,old=26.89 EUR/MWh and cel,old=149.54 EUR/MWh) are

taken from [10] and used for the first scenarios. As the current energy prices of the FZJ were not made

available, we estimate the energy prices increase based on the German gas and electricity prices of 2020 and

calculate an average increase compared to December 2022. The average price increase for gas is calculated



to 280 % [18] and to 126 % for electricity [19]. Thus, the increased energy prices for consumption from

the energy grids are assumed to be cgas,new=75.51 EUR/MWh and cel,new=188.37 EUR/MWh, resulting in

a lower price ratio between gas and electricity. Furthermore, the CO2 emission factors are determined to

CO2,gas=201.24 kg/MWh for gas consumption and to CO2,el=408 kg/MWh for electricity consumption [20,21].

The energy demand data of the FZJ campus are taken from [10] since the consumption data from recent

years are not representative due to the Corona-related basic operation with reduced on-site operation at the

campus. Since the model is optimised for typical operating points that occur during one year of operation (see

Section 2.2.), the demand data for heating, cooling and electricity are clustered. The demand data is clustered

using the k-means algorithm [9]. The number of clusters is determined by the elbow-method, which evaluates

the sum of squared errors within a cluster. Through this analysis, the number of clusters is set to ten. An

additional cluster with a weight of zero represents the summed up nominal demand of the campus to account

for the required design capacity [9]. The ambient temperature data, required for the district heating curve to

calculate the HP condenser temperature, is matched to the identified clusters.

3. Results

We first present the optimisation results for the reference design of the multi-energy system. Then we show

the results of waste heat utilisation with optional AC extension for both considered district heating supply

temperatures. Finally, we show the influence of changed energy prices on the results of waste heat utilisation.

3.1. CCHP optimisation without waste heat utilisation

Figure 2a shows the multi-objective results of operational optimisation of the CCHP. The optimisation results

are presented for both objectives resulting in multiple pareto-optimal solutions labelled as solution 1-6, with the

resulting TAC on the vertical axis and the corresponding GWI on the horizontal axis. Solution 1 represents the

minimal GWI, and solution 6 shows the minimal TAC. The energy output of the different energy components is

presented in a stacked bar chart above each pareto solution.
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Figure 2: Operational optimisation of the CCHP without waste heat utilisation (Ref); Pareto solutions (6) for

GWI, TAC and the corresponding energy output of the components (2a); Campus demand and supply of energy

components for heat and cooling over clustered time steps of pareto solution 1 (2b).

The bi-objective optimisation shows only minor deviations between the solutions (see Fig. 2a) and therefore



confirms that the current energy system is well designed to achieve the best economical and ecological result.

Since the six solutions differ only minimally, the CCHP operational optimisation result is exemplary explained

for solution 1.

In Fig. 2b, the energy demand of the campus and the energy supply of the different energy components over

the clustered time steps are shown for solution 1. The clustered time steps are sorted from left to right by

decreasing heat demand. The corresponding cooling demand is shown below the heat demand. The CHP

units operate at full power to produce heat and electricity for the campus, while the HOB units cover the peak

heat demands. Only in time steps 9 and 10 the CHP units operate in part load somewhat, as the heat demand

of the FZJ and the AC demand are below the nominal heat output of all CHP units. The CC component covers

the main cooling demand of the campus, especially when the heat demand is high. However, when the heat

demand decreases, the heat from the CHP units is used to run the AC, which supplies cooling and replaces

part of the CC supply (time step 7 and 8). In case the heat demand decreases and the cooling demand

increases, the AC supply is extended as more CHP produced heat is available. At time step 8, the maximal

cooling capacity of the AC is reached, so the CC cooling supply increases.

3.2. Waste heat utilisation and AC extension

The optimisation results for the additional waste heat utilisation, i.e. the optional HP installation and AC ex-

tension, are shown in Fig. 3a for the high supply temperature requirements at the HP system (WHHT) and in

Fig. 3b for the lowered supply temperatures (WHLT). In addition, the installed system capacities for HP and AC

extension are shown as stacked hatched bar charts above the corresponding solution.
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Figure 3: Optimisation of the CCHP with optional waste heat utilisation and AC extension.

The pareto solutions 1-6 differ significantly for the high supply temperature scenario WHHT in Fig. 3a. For the

lowest TAC, no waste heat is used. However, compared to the Ref results (see Fig. 2a), an additional AC

capacity of 1 MW is installed to allow higher AC cooling production. When the GWI is lowered (solutions 5 to

2), the HOB heat supply is reduced while the waste heat usage, represented by the HP, increases. The HP

supply increases for lower GWI, leading to an increased HP capacity installation and, thus, to higher TACs.

The minimal GWI is reached at the maximal TAC (solution 1), leading to the largest installed HP capacity and

increased AC capacity extension. However, the HP heat supply in solution 1 is not much higher than in solution

2. From solution 2 to 1, the HP even replaces peak supply of the HOB, but therefore additional HP capacity is



needed to cover the highest peak demands. The waste heat utilisation at high temperatures enables a GWI

reduction of up to 4.2 % while the TAC increases by 4.7 % compared to the Ref scenario. However, although

the waste heat utilisation is expanded to reduce GWI, waste heat does not replace the CHP heat supply. This

is due to the high CO2 factor of the power grid, which is why the HP heat supply still leads to relatively high

GWI compared to the more ecological combined electricity and heat supply of the CHP units.

For lower supply temperatures in the district heating network (WHLT) and thus more efficient HP operation, the

HOB heat supply is replaced by the HP supply much earlier (see Fig. 3b). Compared to the WHHT scenario, the

HP heat supply is much higher for lower temperature requirements and therefore results in lower GWI values in

WHLT. In addition, the AC cooling supply rises for lower GWI while the CC cooling supply decreases. The CHP

units continue to operate at full load as they produce priceless electricity for the campus. The high-temperature

heat is not used to cover the heat demand as the HP supports the supply and is therefore used to supply the

AC. Lowering the supply temperatures of the district heating network therefore leads to a more efficient use of

waste heat and, thus, to an extended HP supply, while the high-temperature heat generated by the CHP units

is used to operate the extended AC capacity. Compared to the current energy system design (Ref), the waste

heat utilisation at low supply temperatures (WHLT) lead to a GWI reduction of 5.6 % while the TAC increases

by 2.3 %.

3.3. Changed energy prices

For the results of the changed energy price situation (WHHT,price and WHLT,price), we show only two solutions

(minimal TAC and minimal GWI) for each investigated supply temperature since the solutions only differ slightly

and the effects for reaching lower GWI are the same as described before. The optimisation results of the

changed energy prices are presented in Fig. 4a for the high supply temperatures and in Fig. 4b for the lowered

supply temperatures.
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Figure 4: Optimisation of the CCHP with optional waste heat utilisation and AC extension and increased

energy prices.

In scenario WTHT,price, waste heat is already used in the case of minimising TAC (solution 2), despite the neces-

sary investment for HP installation, which indicates an uneconomic operation of gas-fired plants. However, the

peak heat demand is still supplied by the HOB to avoid the installation of large HP capacities. Whereas for min-

imal GWI (solution 1), the peak heat demand is also partly covered by the HP, accepting the high investment



for the large HP capacity.

Lowering the supply temperatures in scenario WTLT,price also positively affects waste heat utilisation for in-

creased energy prices (see Fig. 4b). For the minimal TAC (solution 2), a larger HP capacity is installed than in

WTHT,price as the waste heat can be used more efficiently and, thus, already replaces the HOB heat supply to

minimise the costs. To minimise GWI, the HP capacity installation is expanded to replace even the HOB peak

supply (solution 1).

However, as the CHP units continue to operate at full load also for increased energy prices, the CHP heat is

used to supply the extended AC. The AC capacity extension is more distinctive for lower supply temperatures,

as waste heat utilisation is more efficient and, thus, more CHP heat is shifted to cooling production.

4. Discussion

The presented optimisation model confirms that the current CCHP is designed to operate at optimal ecological

and economical performance, as the minimal TAC and GWI solutions are close to each other. The additional

waste heat utilisation in the multi-energy system enables an increased ecological operation, as the waste heat

replaces the HOB heat supply. However, the required investment for HP installation reduces the economic

profit, as no waste heat is utilised for minimal TAC. Lowering the temperature in the district heating network

has a positive effect on the efficiency of the HP, so that additional GWI and TAC savings can be achieved.

Given the changed energy price situation, the waste heat is already being used for minimal TAC. As the gas

price increases relatively more than the electricity price, the HP installation is more profitable for the HOB

replacement in this price situation. Thus, the results show that a lower price ratio between gas and electricity

strengthens the use of waste heat in the current energy system concept. To reduce the GWI, an extended

HP heat supply becomes more attractive than a gas-fired heat supply. However, as the CHP units continue

to operate at a high workload for producing electricity, additional AC capacity is installed to utilise the high-

temperature heat of the CHP units. Thus, the option of AC extension enables continuous economic operation

of the CHP units, as favourable electricity is produced, and the produced heat is used for cooling production

and, thus, partially replaces the current CC supply.

The high CO2 factor of the power grid leads to high emissions for waste heat utilisation, as the additional

electricity for HP operation is supplied by the grid. In addition, the CHP produced electricity has a lower GWI

than the electricity supplied by the power grid due to the assumed CO2 factor. Thus, the waste heat does not

replace the CHP heat supply, as the relative emissions of CHP produced heat and electricity, coupled with the

cooling production via the AC, are lower than the emissions from the alternative supply by the HP and power

grid. However, a changed electricity supply situation for the campus, e.g. through renewable electricity supply

or a decreased CO2 factor of the power grid, would reduce the emissions associated with waste heat utilisation

and make the electricity supplied by the power grid more ecological than the electricity from the CHP plant.

A more CO2 neutral electricity supply by the grid could therefore increase the waste heat utilisation, as CHP

operation would be replaced from an ecological point of view.

In the optimisation model, the CC component represents the total CC cooling supply from several individual

CC units. The CC cooling supply model could be improved by collecting more detailed information about the

installed CC units and parameterising several individual CC models to represent the different installed units.

In this way, also the partially rather inefficient operation of the CC units on the campus could be improved.

However, an adapted control strategy of the individual CC units, recommended by the optimisation, must be

evaluated for a feasible district cooling operation, as the CC units are located decentrally on the campus.

5. Conclusion

In this study, we develop a model of a multi-energy system to optimise waste heat utilisation. Therefore, we

model the existing components for heat, cooling and electricity supply and add an optional HP system to enable

the usage of an available heat source. Additionally, we add the option to extend the AC cooling capacity to

continue the CHP heat usage and, thus, maintain an economical CHP operation.

The optimisation model shows promising results for waste heat utilisation in the multi-energy system. To

reduce the TAC, the CHP units operate at full load, and the HOB units cover the peak loads as these plants

are already installed at the campus, and no investment is required. However, for minimal GWI, the waste

heat utilisation by the installed HP system increases to replace the HOB heat supply. Lowering the district

heating temperatures leads to a more efficient HP operation and, thus, to an increased waste heat usage

to cover the heat demands of the campus. In contrast to the reference operation, the minimal GWI for the

multi-energy system could be decreased by 4.2 % for high temperature requirements and by 5.6 % for lower

supply temperature requirements at the HP system. The changed energy price situation leads to a smaller

ratio between gas and electricity prices and strengthens the case of waste heat usage since, in this case, a

HP installation is recommended to minimise costs as it replaces expensive gas-fired HOB heat supply.



With the developed optimisation model, different adaptations to the multi-energy system could be additionally

studied to improve waste heat utilisation. For example, a more CO2 neutral electricity supply to the HP system

would favorise an expansion of waste heat usage. Overall, the model is applicable for investigating the general

effects and possible measures for waste heat utilisation in an existing multi-energy system.

Nomenclature

c Specific costs, EUR/MWh

CO2 Carbon dioxide factor, kg/MWh

COP Coefficient of Performance, -

GWI Global warming impact, tCO2
/a

i Interest rate, %

I Investment, EUR

n Project time span, a

P Electric power, W

P Factor part load behaviour, -

Q̇ Heat flow, W

R Annual operating costs, EUR/a

T Temperature, K

TAC Total Annualized Costs, EUR/a

Abbreviations

AC Absorption Chiller

CC Compression Chiller

CCHP Combined Cooling Heat and Power

CD Cooling Demand

CHP Combined Heat and Power

ED Electrical Demand

FZJ Forschungszentrum JÈulich

GG Gas Grid

HD Heat Demand

HOB Heat-Only Boiler

HP Heat Pump

HT High District Heating Temperatures

LT Lower District Heating Temperatures

PG Power Grid

WH Waste Heat Utilisation

Greek symbols

η Efficiency, -

Subscripts and superscripts

con Condenser

el Electricity

eva Evaporator

in Incoming quantity

lm Logarithmic mean

nom Nominal

out Outgoing quantity

part Part-load

Ref Reference optimisation

rel Relative
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Abstract: 

The energy crisis, global warming, and rising energy consumption have positioned renewable energy as a 
priority from national and international planning perspectives. Not only to reach the goals of the renewable 
energy mix, but also as part of overall energy security strategy. Rising energy prices and supply concerns have 
made the need for energy changes that are tangible for society and have increased public awareness of 
renewable energy. In order to achieve its renewable energy targets, Ireland has placed a focus on the 
development of offshore wind energy project, due to its massive potential. Other regions have already 
commenced the deployment of large-scale offshore wind farms and the technology is now competitive with 
fossil fuels.  This work presents a comparison of Geographic Information System (GIS) applications and Multi-
Criteria Decision-Making (MCDM) methods applied in the process of multicriteria site selection for Floating 
Offshore Wind Farms (FOWF). This work presents a reflection on current trends of FOWF site selection, the 
most suitable and efficient methods, and outlines critical limitations. Finally, the work attempts to map the next 
steps that shall be taken to improve the methodology. 

Keywords: 

Geographic Information System (GIS), Floating Offshore Wind Farm (FOWF), Multi-Criteria Decision-Making 
(MCDM), Analytic Hierarchy Process (AHP), Fuzzy Analytic Hierarchy Process (FAHP), Monte Carlo Analytic 
Hierarchy Process (MAHP), Evidence Reasoning (ER), Multiple Attribute Decision Analysis (MADA), ECOS 
Conference; 

1. Introduction 
The energy crisis, global warming, and rising energy consumption have prioritised renewable energy from 
national and international planning perspectives. Not only to reach the goals of the renewable energy mix but 
also as part of the overall energy security strategy. Rising energy prices and supply concerns have made the 
need for changes tangible for society and have increased public awareness of renewable energy. In order to 
achieve its renewable energy targets, Ireland has begun to shift its attention to offshore wind developments, 
for a number of reasons. The government has introduced the new Maritime Area Planning Act [1] that 
streamlines the planning process. Other regions have already begun to deploy large-scale offshore wind 
energy projects. In January 2023, the Crown Estate signed Lease Agreements for six offshore wind projects, 
with a total capacity of 8.0 GW located in the waters around England and Wales [2]. The Scottish Government 
has even more progressive plans. The Net-Zero target has been set to 2045, five years before the consensus 
reached under the Paris Agreement [3]. To reach this ambitious target, in 2022 the Crown Estate Scotland 
conducted the ScotWind Leasing auction of 17 offshore projects with a total capacity of 24.8 GW, ten of those 
projects involve floating technology with a total capacity of 14.6 GW [4]. 

The energy crisis has accelerated the legislation and set new objectives dictating the pace of offshore wind 
development. In May of 2022, The European Commission defined the steps leading to independence from 
Russian fossil fuels before 2030. The Esbjerg Offshore Wind Declaration [5] signed in May of 2022 by 
representatives of Denmark, Belgium, Netherlands and Germany set out new targets of at least 65 GW by 
2030 and 150 GW by 2050. The European region is not the only one to put offshore wind energy in the spotlight, 
ambitious objectives have been set out by the USA, China, South Korea, Vietnam, India and Brazil [6].     
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In 2021, 21.1 GW of offshore wind energy was connected globally to the grid [6] setting a new record. However, 
according to [7] to achieve Net-Zero before 2050, annual installations should increase to 28 GW by 2030 and 
then to 45 GW by 2050. The unprecedented shift towards offshore wind technology as one of the main 
renewable energy sources in the energy mix, and the new technology that must be implemented on a 
commercial scale to reach the targets, will bring new challenges that must be addressed. The vast majority of 
wind resources, estimated at about 80%, are located in waters deeper than 60 m [9]. From a technological 
development perspective, the fixed-bottom offshore wind turbine deployment is constrained to a water depth 
of approximately 60 m [7,8]. Hence to unlock the offshore wind potential and reach the ambitious objectives, 
the deployment of floating wind turbines on a commercial scale is inevitable. 

The rapid growth of installed offshore wind turbines may, however, come at a price. Pressure to act quickly 
could potentially compromise stakeholders' interests and harm the natural environment, leading to conflicts 
and negative perceptions of offshore wind by society. In order to mitigate these potential issues, an efficient 
methodology and toolset to extract the most suitable locations for development projects is crucial. Site 
selection for the deployment of floating offshore wind farms off the Irish coast requires careful analysis. Careful 
site selection requires adequate technics that allow data integration with geographical location, analysis of 
data, and results visualisation. The Geographic Information System (GIS) addresses all of these requirements. 
Furthermore, it is widely used in spatial environmental studies since it supports the decision-making process 
by linking it with multicriteria evaluation methods [11]. Environmental and maritime spatial studies are complex 
and many interests must be considered. Therefore, sufficient criteria prioritisation and alternative comparison 
methods are highly desirable to implement alongside GIS.  

A good example of how critical the preliminary site selection might be is the 400 MW offshore wind farm Anholt, 
located off the Danish coast on the Baltic Sea. This location was prioritised by authorities in the planning 
procedure. However, the risk of construction of the wind farm assessed by three potential bidders was so high, 
that two bidders gave up the race. As a result, only one offer was submitted with the price per kWh twice as 
high as for other offshore projects at the time [14]. Floating offshore technology is at a relatively early stage of 
commercialisation, the first commercial-scale floating wind farm, Hywind Scotland has been in operation since 
2017; The farm consists of five floating wind turbines with a total capacity of 30 MW [13]. Another project of 3 
wind turbines and total capacity of 25 MW called Windfloat Atlantic has operated since 2020 [12]. The largest 
operating floating wind farm is the Kincardine Offshore Windfarm located off the east coast of Scotland, 
consisting of five Vestas V164-9.5MW wind turbines and one Vestas V80-2.0MW wind turbine with a total 
capacity of nearly 50 MW [12]. 

2. Geographic Information System 

2.1. Methods of spatial analysis 

The Geographic Information System (GIS) is a data management and processing tool in the spatial domain. 
Hence, most researchers use GIS as the primary tool because it allows for the convenient organising of data 
in a spatial grid and its complex processing capability. It is also a flexible tool allowing advanced users to 
programme new features. Today, because of the large amount of available data, GIS plays an important role 
in many aspects of the modern economy. In principle, the vector or raster system of data analysis may be used 
in GIS. The chosen approach depends on the objectives, the results will differ depending on the chosen method 
[11]. The first common method of vector-based analysis is the conversion of the criteria to true or false values 
and then using Boolean operators. This approach leads to the results of a crisp spatial mapping of areas that 
are either included or excluded from a designated set [11]. This method is suitable to process hard constraints 
as an exclusion area. The second method is based on raster-based analysis where quantitative criteria are 
processed as continuous variables rather than simplified to a Boolean’s true or false approach [11]. Very often 
two methods are applicable in one study. Examples of vector and raster methods application can be found in 
[11,17]. The constraints may have a form of exclusion areas like military zones or designated wildlife areas 
where offshore wind farm development is prohibited. Criteria can also be a continuous factor where 
development is not prohibited but less or more favourable because of other factors like wind speed, water 
depth, distance to the port and many others [11,14].      

The key to effectively achieving the objectives is a proper definition of criteria that form the attractors and set 
the boundaries of the study. Criterion is the basis of decision-making; it represents the objectives and 
methodology and also serves as evidence of the reasoning behind the decision [22]. Hence, diligent criteria 
selection is a crucial part of the spatial assessment. Furthermore, the selection should also concern the 
appropriateness and quality of data they are based on.    

2.2. State-of-the-art GIS applications 

Due to open access to many valuable data sets and GIS tools, the usage of geographical information system 
in marine spatial planning has gained momentum. The importance of spatial planning is also acknowledged 
by authorities. In 2014 the European Commission adopted the directive establishing a framework for maritime 
spatial planning [15]. The main objectives of the directive are to support the sustainable development of the 
marine sector by consideration of economic, social and environmental aspects and applying the ecosystem-
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based approach to ensure the coexistence of various activities and uses. Moreover, the marine spatial plans 
shall contribute to the sustainable development of the energy sector on the sea, transportation and fisheries 
with respect to the preservation and protection of the environment. 

For the region of the Celtic Sea off the southwest coast of England and Wales, [16,17] have conducted an 
extensive GIS spatial analysis to identify project development areas to be offered on tender for Floating 
Offshore Wind Farm (FOWF) deployment. The central axis of the study was the engagement of the 
stakeholders at an early stage of the study to participate in the process. The study has a discrete structure that 
could be divided into five steps. In the first step, the authors defined the area of study and defined main 
assumptions that were implemented in GIS and visualised. In the second step, the hard constraints were 
defined. The hard constraints consist of nineteen criteria where only nine of them effectively influence the 
analysed area, and ten of them don’t contribute to the model. Despite not ultimately contributing to the model 
it is important to acknowledge that they were considered in the study. Step three is the restriction model, based 
on soft constraints. It includes twenty-six criteria with only two of them not affecting the analysed area. Soft 
and hard constraints have been listed in Table 1 and Table 2. 

 

Table 1 Hard constraints, exclusion zones 
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Exclusive Economic Zone Yes - Yes  -  No  - No   - 

Distance Yes 
>200 km from 
grid 
connection 

Yes 
>200 NM 
from 
shore 

 No  -  No  - 

Protected Wrecks / 
Heritage 

Yes  - Yes  -  No  - Yes  - 

Environmental protected 
areas 

 No  - Yes  - Yes  - Yes  - 

Nuclear Power Stations  Yes Buffer 1NM  No  -  No  -  No  - 

Navigational Dredging Yes  -  No  -  No  -  No  - 

Cables agreements Yes  -  No  -  No  -  No  - 
Infrastructure Oil and Gas 
Agreements 

Yes  -  No  -  No  -  No  - 

Meteorological Equipment 
Agreements 

Yes  -  No  -  No  -  No  - 

Minerals and Aggregates 
Agreements 

Yes  - Yes  -  No  -  No  - 

Minerals Capital and 
Navigation Agreements 

Yes  - Yes  -  No  -  No  - 

Natural Gas Storage 
Agreements 

Yes  -  No  -  No  -  No  - 

Pipelines Agreements Yes  - Yes  -  No  -  No  - 
Tidal stream, wave, wind 
agreements 

Yes  - Yes  -  No  -  No  - 

Aquaculture agreements Yes  - Yes  - Yes  - Yes  - 

Outfall leases Yes Buffer 250 m No  -  No  -  No  - 

Active cables Infrastructure  Yes 
Buffer of 250 
m 

Yes 
Buffer 
500 m 

 No  -  No  - 

Active Pipelines 
Infrastructure  

Yes  - Yes 
Buffer 
500 m 

 No  -  No  - 

Traffic Separations 
Schemes 

Yes 
Buffer 1.77 
NM 

Yes 
Buffer 
500 m 

Yes  - Yes  - 

Platform Helicopter Safety 
Zones 

Yes  - No  -  No  -  No  - 

Military areas  No  - Yes  -  No  -  No  - 
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Wind Velocity Yes <9.5 m/s @ hh Yes 
Excluded 
<4 m/s @ 
10 m 

 No  - Yes 
<4 m/s 
and >25 
m/s 

Water Depth Yes <50 m >250 m Yes 
<50 m 
>1000 m 

Yes 
<62 m 
>1000 
m 

Yes <100 m 

Significant wave height Yes 

Not excluded 
but 2 groups 
identified: <14 
m >14 m 

No  -  No  - Yes >8 m 

Islands / Rocks  No  - No Unkonwn Yes  - Yes  - 

Seismic fault lines  No  - No  - Yes  -  No  - 
 

Table 2 Soft constraints, evaluation criteria 
Ref. General Criteria 

Tier 1 
Weight Basic Criteria Tier 2 Weight Basic Criteria Tier 3 

[17] 

Economic 0.5 

Navigation 0.1 

AIS density (Tier 4) 

Harbor authorities 

Anchorage areas 

Open disposal sites 

Sub-surface 
infrastructure 

0.225 

Evaporites agreements 

CCUS agreements 

O&G Fields 

O&G awarded blocks 

Infrastructure 0.175 

Out of service pipelines 

Out of service cables 

Wells 

Fisheries 
AIS data, 
linear weight 

AIS density (Tier4) 

Environmental 0.2 

Environmental 
designations 

0.11 

SACs 

SPAs 

Ramsar 

MCZ & NNRs 

SSSIs 

Environmental 
features 

AIS data, 
linear weight 

Fish spawning & nursery 
areas (Tier 4) 

Contamination 0.09 Closed disposal sites 

Social 0.3 

Leisure 0.045 

AIS density (Tier 4) 
Recreational Yachting 
Training Areas 
Marinas 

Visual 0.075 Visibility 

Historic 0.075 
Wrecks (unprotected) 

World Heritage Sites 

Bathing 0.09 Bathing beaches 

[18] 

General Criteria Weight Basic Criteria Weight 

Met-ocean 0.295 

Wind velocity 0.073 

Wind potential 0.094 

Water depth 0.038 

Wave conditions 0.051 

Marine currents 0.028 
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Temperature 0.01  

Viability 0.104 
Technical feasibility 0.066 

Sufficient study times 0.038 

Logistics 0.102 
Distance to local electrical grid 0.053 

Distance from coastal facilities 0.048 

Facilities 0.237 

Distance from shore 0.033 

Distance from residential areas 0.032 

Distance from the maritime routes 0.03 

Distance from underwater lines 0.042 
Distance to marine recreational 
activities 

0.035 

Distance from airport 0.065 

Marine environment 0.148 

Distance from protected areas 0.064 

Proximity to migratory bird paths 0.043 
Proximity to migratory marine life 
paths 

0.041 

Techno-economic 0.114 

Area of the territory 0.035 
Proximity to the area of electric 
demand 

0.031 

Population served 0.017 

Multiple resources 0.031 

[21] 

Met-ocean 0.515 

Wind velocity 0.3697 

Potential power output 0.3344 

Significant wave height  0.2441 

Tidal range 0.0518  

Logistics 0.1756 

Vicinity to ports maintenance 0.3212 

Sub-station vicinity 0.2384 

Depth range 0.4404 

Facilities and 
environment 

0.3094 

Minimum distance to land 0.0669 

Proximity to fisheries 0.0688 

Proximity to shipping lanes 0.2722 

Proximity to shipwrecks 0.0424 

Proximity to MPAs 0.2774 

Proximity to aquatic habitats 0.2722 
AIS - Automatic Identification System, CCUS - Carbon Capture Utilisation and Storage, O&G - Oli and 
Gas, SACs - Special Areas of Conservation, SPAs - Special Protection Areas, MCZ - Marine Conservation 
Zone, NNRs - National Nature Reserves, SSSIs - Sites of Special Scientific Interest 

 

Step four is based on the application and processing data applied to models in previous steps. As a result of 
running the exclusion and restriction models in the GIS, the map presenting more or less favourable to FOWFs 
deployment locations was created. The soft constraints criteria were organised into groups and subgroups and 
then pairwise compared. The analytic hierarchy process (AHP) was used to assess their relative importance 
and to calculate the weights of soft constraints. Finally, the weights were applied to the soft constraints model. 
The combined output has been normalised from 0 to 100 to reflect the percentage of constraints. Then the 
considered area has been divided into equal cells of the seabed. The constraints have been organised into 
ten groups ranging from the least constraints of 10% to the most constraint 90% and 100%. Cells constrained 
in 50% or less were chosen for further proceedings. Then neighbouring cells were organised forming five large 
areas representing 11,000 𝑘𝑚2, of potential FOWF sites, which will be a subject of a detailed study in step five 
which has not been completed yet. The selection of the project development areas (PDAs) is based on the 
assessment of technical risks, cost of energy and environmental and social impact. This step will identify 
smaller areas of the PDAs that will be offered on public auctions for particular FOWF projects. Therefore, a 
detailed study of technical risks and the cost of energy is required. To fully understand the technical challenges 
and cost of the energy the authors are aiming to:  
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▪ study wake effect to shape project parameters and forecast energy yield;  

▪ recognise the relationship between the energy density, turbine layout and mechanical fatigue loading; 

▪ analyse mooring and anchoring systems and their limitation in terms of geotechnical and met-ocean site 
characteristics;  

▪ recognise energy export options and related costs as well as onshore grid reinforcement. 

Finally, based on the information above fine tune Levelised Cost of Energy (LCOE) layer will be used in the 
final PDAs ranking. 

For the region of the European Atlantic coast of Portugal, Spain and France the [18] has proposed an 
integrated GIS approach of multicriteria site selection for floating offshore wind farms. Researchers conducted 
the literature review in the field of offshore wind farms site selection based on GIS and Multi-Criteria Decision-
Making (MCDM) methods and proposed their proprietary approach of an integrated GIS tool built using the 
Phyton language. The site selection is performed in three stages. In the first stage data from various regulatory 
bodies, like national marine spatial plans and issued concessions are collected and processed to feed the GIS 
model. The second stage is narrowing the area of search by the addition of hard constraints as a result of step 
one. The hard constraints or in other words exclusion zones can be divided in this study into two main 
categories. The first is the regulatory, infrastructural and maritime usage while the second is related to social-
economic aspects reflected in wind speed, water depth and distance from shore. The locations with an average 
wind speed below 4 m/s at 10 m height are considered as not suitable therefore form the exclusion zone. As 
a suitable area to deploy FOWF the water depth range between 50 m to 1000 m has been considered as well 
as a minimum distance from shore in case of the regions where such regulations are in place. The third step 
of the study aims to assess the feasible locations defined in the previous step. Each site may have a different 
characteristic that shall be recognised and represented by the quantitative, objective measure to allow for 
choice of the best alternative from a technical and socio-economic perspective. To rank sites, a set of 
evaluation criteria or in other words soft constraints have been proposed by the researchers. With the help of 
industry experts and as per a review of existing studies, the twenty-three evaluation criteria grouped into six 
categories have been chosen and applied to the model. Soft and hard constraints have been listed in Table 1 
and Table 2. As a result of the study, the forty-two locations suitable for floating offshore farms have been 
identified and evaluated. The area of potential FOWF development covers 7230 𝑘𝑚2. To ease site comparison, 
each site has been characterised by the fixed set of evaluation criteria like: average wind speed, wind potential, 
water depth and others. The researchers have also estimated the number of wind turbines and annual energy 
yield together with 𝐶𝑂2 and 𝑆𝑂2 reduction as well as direct and indirect job creation. The advantage of the 
procedure is its flexibility in terms of applied criteria and transparency however since there are just a few 
examples of operating small-scale floating wind farms, there is no reliable operational data that include the 
power curve changes and availability factors. Therefore, performance estimates have a large component of 
uncertainty and shall be treated just as an indication factor. In [18], no MCDM methods have been 
implemented.  

In the follow-up article [19] written by the same authors, the site selection of forty-two potential floating wind 
sites has been supplemented with the MCDM method to ease and streamline the multi-criteria decision-making 
process. In that research, scholars utilised the twenty-three evaluation criteria formed in the previous study. 
The relative importance of each criterion has been estimated in a pairwise comparison process with the AHP 
methodology. The criteria’s weights were assigned based on the opinion of five industry experts representing 
different fields of the offshore wind industry. The pairwise comparison method was used not only to weight 
criteria but also to evaluate alternatives which are in this case forty-two locations grouped by region. All feasible 
locations were compared concerning each criterion therefore with known criterion weight derived in the 
previous step the most suitable location in each group could be identified. 

Castro-Santos et al. [20] have proposed the application of GIS for selecting the site for the floating offshore 
farm in the North-West of Spain. The GIS method is similar to the above studies and comprises two steps. The 
first is defining the exclusion zones, and the second step defines the soft constraints. As a hard constraint 
where development is not permitted or desirable the following restrictions are considered: fishing banks and 
grounds, navigation areas, Spanish marine development plans, environmental protection areas, underwater 
rocks and seismic fault lines. Noteworthy is the application of bathymetry as a hard constraint that can be 
adjusted to the given platform technology addressing different draft requirements. The area of the search will 
vary depending on the considered technology. 

The soft constraints are based on local ports and shipyards’ characteristics. The draft, storage area and lifting 
capability have been considered. In the case study described in [20], the ports and shipyards draft has been 
set between 3.0 m to 12.5 m which is suitable for installation vessels and tugboats but not for semisubmersible 
platforms where the draft oscillates around 20 m [10]. Low draft of the shipyards and ports that may not be 
suitable for towing to site some platform types or preassembled turbines on platforms. A higher draft and study 
of overhead clearance would contribute to the output of [20]. 
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The final areas of interest are shaped based on hard and soft constraints as per desirable water depth or port 
and shipyard characteristics. As an output not only feasible areas of development are plotted but also the 
distance to the suitable port or shipyard and the economic indexes of internal rate of return, levelised cost of 
energy and others. The economic indexes are presented in the form of a heat map covering only areas that 
are resultant of the application of exclusion zones and soft constraints. The input parameters that are used to 
calculate the economic indexes have not been presented in [20]. No MCDM method has been applied in the 
study, however, the estimation of economic factors and depicture results on maps support decision-making 
based on economic criteria.  

Nonetheless, due to the immaturity of floating wind farm technology, and other factors that have a significant 
impact on costs and energy yield, it is expected that large uncertainty is assigned to these factors. Therefore, 
they shall be considered as indications rather than precise values. Nonetheless, it is important to incorporate 
this information in the study as ultimately, it is one of the key decision drivers. Graphical presentation of 
economic indexes is a clear advantage of the study [20] and may be used as an input to GIS overlay analysis. 
However, the lack of clarity on how the indexes were obtained adds extra uncertainty to the results. 

For the western part of the Irish coast, [21] has outlined a multiple attribute decision-analysis methodology for 
selecting the most suitable location to deploy the floating offshore wind farm. In order to limit the search area, 
researchers conducted a literature review, identified sites that are either developed or in planning procedure, 
investigated the grid connection possibilities and held meetings and consultations with experts in the 
renewable and legislation field. This procedure led to the selection of the area of interest of Shannon Foynes 
Bay off the coast of Galway. Instead of dedicated GIS software typically used in spatial analysis, researchers 
utilised Microsoft Excel. The Excel cells play the same role as the raster cells in GIS assessments. It allows 
the assignment of multiple attributes reflecting criteria to each cell and the application of Excel formulas. Usage 
of Excel where more suitable tools are available may not be the best choice. However, in cases where no high-
resolution data are available or the research doesn’t require a large spatial precision Excel may serve well. In 
[21] usage of proper GIS tools would contribute in a positive way to the conducted research. Here also criteria 
are divided into two main groups of hard and soft constraints. The nine hard constraints and thirteen soft 
constraints organised into three main groups have been identified. It is unclear if all of the listed constraints 
have contributed to the final output. After the limitation of the search area by the application of hard constraints 
the researchers with the help of five experts in the offshore wind industry prioritised soft criteria in the pairwise 
comparison procedure as a part of the AHP method. Then the MCDM method of Evidence Reasoning (ER) 
was applied. Soft and hard constraints have been listed in Table 1 and Table 2. 

3. Multi-Criteria Decision Making 
The Multi-Criteria Decision Making (MCDM) methods are used to support the decision-making aiming to 
achieve the objective by choosing the best alternative among all alternatives under multiple evaluation criteria. 
The increase in the number of MCDM methods took place in the 1970s, while the origins of modern MCDM 
date back to the 1950s [23]. Over one hundred MCDM methods have been developed, moreover, recently 
hybrid and modular methods are frequently used to eliminate the basic methods' drawbacks. An example is 
an application of fuzzy set theory to the Analytic Hierarchy Process (AHP), implemented in [29,30]. The MCDM 
methods are widely used in the financial sector, medical diagnostic, engineering, spatial planning, 
management and other fields where multiple criteria must be handled in the decision process. The choice of 
the method depends on the scenario that is analysed. Some of the methods are suitable for certain problem-
solving, but there is no single universal method to address all scenarios [24]. 

3.1. MCDM methods used in site selection  

A floating offshore wind farm site selection requires detailed consideration of multiple criteria in order to achieve 
the objectives. In FOWF site selection one of the most popular methods is the AHP introduced by Saaty in 
1971 [25]. Application of AHP requires deconstructing problems in a hierarchical or network structure followed 
by the Pairwise Comparison (PC) of elements regarding their importance. To score relative importance, 
Saaty’s fundamental scale has been applied as presented in Table 3. In the typical AHP process of site 
selection, the criteria would be pairwise compared to reaching the goal and separately the alternatives (feasible 
sites) concerning criteria.  

The relative 
intensity of 
importance 

Name Explanation 

1 Equal importance Equal contribution 
3 Moderate importance Experience and judgment strongly favour one over another 
5 Essential importance Experience and judgment strongly favour one over another 
7 Very strong importance One is strongly favoured and its dominance is verified in practice  
9 Extreme importance Strong evidence exists in favour of one over another  
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Table 3 The Saaty’s fundamental scale [25] 
 

The AHP is a relatively easy and transparent method, it introduces a structural and logical division of complex 
problems and a pairwise comparison of its elements step by step. It also allows for group decision-making and 
evaluation of quantitative and qualitative criteria as well as an application of subjective and objective measures. 

Among the weaknesses of the method is a rapid increase in pairwise comparisons with criteria and alternatives 
to be considered [25]. The number of pairwise comparisons needed for a particular matrix of order n, is n(n-
1)/2 because it is reciprocal as well as its diagonal elements are comparisons of the same elements and 
therefore equal to one [25]. Let the 𝐴1 , 𝐴2 ,…, 𝐴𝑛 , be the set of criteria. The comparison of criteria is 
represented by n-by-n matrix 𝐴 = (𝑎𝑖𝑗), 𝑖𝑗 = 1,2, … , 𝑛. The quantified pairwise comparison on pairs of (𝐴𝑖,𝐴𝑗) is 
represented by numerical entries 𝑎𝑖𝑗  in matrix A [28]. The entries 𝑎𝑖𝑗 to (1) follow two general rules: 

if  𝑎𝑖𝑗 = 𝑎, then 𝑎𝑗𝑖 = 1/𝑎, 𝑎 ≠ 0; 

and,  

if relative importance intensity 𝐴𝑖 = 𝐴𝑗, then 𝑎𝑖𝑗 = 1, 𝑎𝑗𝑖 = 1, as well as 𝑎𝑖𝑖 = 1.   
The comparison matrix A has the form: 

𝐴 = [ 1 ⋯ 𝑎1𝑛⋮ ⋱ ⋮1𝑎1𝑛 ⋯ 1 ]  (1) [28] 

 

Besides human error, bias, or subjectivity, the final result will also be influenced by the presentation of Saaty’s 
scale, the number of degrees used (eg. five instead of nine) and their form of verbal degrees or numerical as 
well as the graphical presentation of scale. Also, the method of obtaining the judgments is important, whether 
as an administrated interview or without the influence of the researcher [26]. The main advantages and 
disadvantages of the AHP method are listed below. 

Among the main advantages of the AHP method are: 

▪ Relative simplicity and transparency [25]; 

▪ Useful for organising the complex problem into a structured hierarchy [25]; 

▪ Offer the possibility of application of quantitative and qualitative criteria as well as an objective and 
subjective evaluation of each on one scale [19]; 

▪ Support of group judgments [25]; 

▪ Consistency check allows for verification of errors in the pairwise comparison process [25,28]. 

However, the AHP method does have some disadvantages: 

▪ It is based on experts’ opinions therefore it may be subjective [27]; 

▪ Each group of elements that are pairwise compared should not exceed seven, therefore in the case of 
many criteria division in many subgroups is required [28]; 

▪ The number of pairwise comparisons increases rapidly with the number of criteria [25];   

▪ Presentation of Saaty’s fundamental scale and form of gathering expert’s opinions may influence results 
[26];  

The AHP procedure supported by GIS was used by The Crown Estate [17]. The pairwise comparison of criteria 
concerning their risk of achieving the objective was introduced. The criteria selection and weighting are a result 
of consultations with stakeholders and industry experts. Twenty-six soft constraints were identified and 
organised in the logic hierarchy. The soft constraints were relatively compared with respect to the risk posed 
to achieve a goal. Therefore, the higher the weight of the criterion then the higher the risk is. The result of this 
process is weights were normalised from 0 to 100 and divided into ten groups. Finally, they were fed to the 
GIS model as the attributes of raster cells, where weights were summed-up as an overlay of multiple data 
layers of each soft constraint. The higher the score the more constraint the raster cell is. The cells with a score 
of 50% or less were chosen for further proceedings followed by grouping neighbouring cells to form larger 
areas. In that manner, the areas with the lowest development risk were identified, so further assessment with 
the concern of the performance and costs of the FOWF can be conducted.  

For the Atlantic coastal region of Spain, France and Portugal, Diaz and Guedos Soares [19], conducted an 
extensive multicriteria floating site evaluation. Their work comprises not only criteria weighting but also an 

2,4,6,8 Intermediate values The comprise solution 

Reciprocal - 
If i has one of the importance numbers when compared with j, 
then j has a reciprocal value of i 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 

evaluation of forty-two sites that have been outlined as a result of the GIS procedure conducted in the 
preceding study [18]. The pairwise comparisons of constraints were conducted by five experts experienced 
and competent in broad offshore energy areas. Nonetheless, the evaluation of the importance of certain criteria 
varied between experts, which indicates the bias made by their area of expertise. The way of objectifying 
experts' input or at least the measurement of ambiguity and ignorance would contribute in a positive way to 
the study and assessment of the results. The authors also identified this downside and therefore explored 
other MCDM methods in the further studies [29]. 

To reflect the central tendency of the results of pairwise comparisons conducted by the experts, their 
judgments were averaged throughout the geometric mean. Unlike in [17] the criteria weights calculated in [19] 
are reflecting risks by minimising weight with the proximity to certain elements (eg. maritime routes) and the 
opportunities by maximising weight where higher wind speed occurs. The higher the combined weight the 
better the location is from an economic and risk perspective.  

The AHP method assumes that the decision maker in the pairwise comparison process can select a clear 
winner which may not be the case in many situations. In these cases, the probabilistic approach would provide 
additional information [30]. Therefore, the AHP is not recommended for scenarios with high uncertainty of 
judgments. Also, if the final rank of alternatives is convergent, there are no statistical measures to differentiate 
alternatives and support decision-making [31].     

To address issues inherently related to the application of AHP, the study [19] has been extended by Diaz et 
al. [29] with the addition of the Monte Carlo simulations and Fuzzy Set theory to determine the relative 
preference of wind farm locations. The fuzzy set theory applied to AHP forming the FAHP allows for ambiguity 
in decisions, where there are no clear boundaries therefore the decisions are closer to natural human decisions 
[29,30]. The application of the fuzzy set is executed by replacing the standard Saaty’s scale with Triangular 
Fuzzy Numbers (TFNs).  

The AHP and FAHP do not provide a measure for the imprecision and disagreement between decision-makers. 
The Monte Carlo Analytic Hierarchy Process (MAHP) provides information about the influence on results of 
judgment variability of decision-makers. The application of Monte Carlo simulation is recommended when there 
is a large uncertainty associated with the ranking of alternatives. However, the exact level of uncertainty over 
which the Monte Carlo Analytic Hierarchy Process (MAHP) outperforms the AHP is not clearly defined [31,32]. 
In [29] nine different locations were ranked based on twenty-three criteria resulting in twenty-three separate 
sets of pairwise comparisons for each location. Finally, the ranking of each location was performed with three 
methods: AHP. FAHP and MAHP. The same results were derived for locations ranked at first, second and 
third place. Seven out of nine locations were ranked the same by AHP and MAHP, the only differences being 
locations ranked as seven (Bilbao) and eight (Mutriku). Five out of nine locations were ranked the same by 
AHP and FAHP, where the highest difference in ranking is by two places, the location ranked by AHP is in 
seventh position while using the FHAP method is in ninth position. In All three methods, changes by one to 
two locations in the ranking occurred between Bilbao, Mutriku and San Vicente sites. The probability 
distribution derived from MAHP shows that the probability of ranking those three locations at the place of 
seventh, eighth and ninth is very close oscillating around 30%. That explains slight differences in final results 
between the three methods. Convergent results especially between the AHP and MAHP and slight variance 
between AHP and FAHP indicates that in the given example, the AHP method itself performs equally or if not 
better considering its simplicity than FAHP and MAHP. The clear advantage of study is application of MAHP 
resulting with an additional data to be used in interpretation of the results. The Table 4 lists the results of the 
[29]. 

Table 4.  Comparison of AHP, FAHP and MAHP results from [29]. 

   

No. Site name Ranking Probability of occurrence at a given ranking place   

  
A
H
P 

F
A
H
P 

M
A
H
P 

Rankin
g No. 

Probability 
Ranking 
No. 

Probability 
Ranking 
No. 

Probability 

1 Ribadeo 1 1 1 1 87% 2 6% 3 4% 
2 Navia 2 2 2 2 40% 3 36% 4 10% 
3 A Guarda1 3 3 3 3 35% 4 24% 2 21% 
4 Huelva 4 5 4 4 24% 2 21% 6 20% 
5 A Guarda2 5 4 5 5 33% 4 25% 6 22% 
6 Santander 6 6 6 6 43% 5 29% 4 13% 
7 Bilbao 7 9 8 9 32% 7 28% 8 28% 
8 Mutriku 8 8 7 8 31% 9 30% 7 29% 

9 
San 
Vicente 

9 7 9 8 32% 9 30% 7 29% 
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A slightly different approach to multi-criteria site selection of FOWF is presented in [21]. Researchers applied 
the AHP method to calculate weights of general and basic criteria and then employed the Evidence Reasoning 
(ER) method to rank the sites. The AHP method combined with ER is also named Multiple Attribute Decision 
Analysis (MADA). The ER is an evidence-based primary MCDM method developed in the early nineties. It 
applies to solving problems having quantitative and qualitative criteria [21]. Unlike in the AHP, the ignorance 
and uncertainty of decision-makers can be assessed. The downside of this method is its complexity, therefore 
non specialists may not be able to apply it or interpret results [33]. In [21] the MADA method was applied to 
rank forty-three sites of Shannon Foynes Bay off the coast of Galway. The utility ranking derived in the MADA 
method vary in the range of 0.6193 for the site ranked at first place to 0.5421 for the site at forty-third place 
which results in an average step per rank of 0.002. As a result of the study, the most suitable site has been 
determined along with other sites where five of the most suitable sites are adjacent. The site named F16 is the 
most favourable site among all forty-three sites explored. Furthermore, this site was ranked high in all three 
general criteria. However, site G14 ranked third position was ranked twelve and nineteenth in terms of the 
general criteria of met-ocean and facilities and environment but first in general criteria of logistics. The general 
criteria weighting has been distributed in [21] as follows: met-ocean 51.50%, facilities and environment 30.94% 
and logistic 17.56%. It is seen that combination weighting has a profound effect on the final assessment of site 
suitability [21]. The very small average step per place in rank and therefore high sensitivity to criteria alteration 
and resulting high uncertainty indicate that MADA method may not suit well in ranking adjacent sites of similar 
characteristics. To support the result interpretation, the ignorance and uncertainty of decision-makers shall be 
assessed in [21].          

In [34] the researchers compared AHP and MADA methods. The comparison has been performed based on 
the case study of twenty-two feasible sites off the coast of Scotland and three sites off the Madeira Islands. 
The locations used in the case study were derived from other studies performed by Loughney et al. [35] and 
Diaz and Guedes Soares [18,19]. The final results of ranking sites off Scotland’s shore show no substantial 
differences in location suitability assessment. Results up to eight in rank vary by one place. Results of ranking 
sites off the Madeira Islands are the same for the first place in ranking however the second and third places 
are reversed between AHP and MADA. 

The weights range for the ranking of the Scottish sites is very narrow for the AHP method ranging between 
0.9984 for the site ranked at first place to 0.9866 for the site ranked at the twenty-second place. It means that 
the average step of weight per place in the ranking is 0.0006. The range of weights derived in the MADA 
method vary in range of 0.7565 for the site ranked at first place to 0.6325 for the site at twenty-second place 
which results in an average step per rank of 0.006. The range of weights in the ranking of the Madeira Islands 
is wider than for Scottish sites the weights range from 0.697 to 0.567 in the AHP method and from 0.392 to 
0.300 in the MADA method. Respectively the average step of weight per place of rank is then 0.065 and 0.046. 
The relatively narrow weight range in the case study of Scottish [35] sites are compared to Irish sites as in [21] 
which were also grouped in a relatively small area is probably the result of lower differentiation of sites’ 
characteristics. The very small average step per place in rank, high sensitivity and resultant high uncertainty 
indicate that AHP and MADA methods may not suit well in ranking adjacent sites of similar characteristics. 

The comparison shows that both methods are suitable to support multi-criteria decision-making and allow for 
the engagement of the industry experts and stakeholders considering all interests because both methods 
support group-decision making. The inherent subjectivity of preferences between criteria is one of the 
disadvantages of the AHP method. Limited involvement of experts in the final steps of the MADA method, 
which requires a detail study of criteria by the methodology developer, may reduce the influence of the 
subjectivity of the experts [34]. One of the advantages of the MADA method is its ability to measure ignorance, 
however this factor has not been estimated in reviewed studies. [21,34].    

The AHP method requires less computations, is easier to implement, and more intuitive, therefore in this 
regard, it outperforms the MADA method. Because of this the AHP may be the preferred method to be applied 
where stakeholders and non-specialists are engaged in the process of site selection. Results indicate that the 
value of the weight across all sites is very similar, therefore there is no clear winner. In this case, the uncertainty 
of the results is high. This can raise confusion among stakeholders that no clear information for decision-
making has been obtained as a result of the study. Ranking sites of similar characteristics using the AHP and 
MADA methods requires a diligent approach because of large uncertainty of the results. 

4. Conclusion and further research 
The complexity of this task is reflected in different sets of soft and hard criteria chosen by researchers as listed 
in Table 1 and Table 2. Some of the discrepancies in the criteria selection result from the methodology and 
some from the geographical region that is analysed but most of them are caused by lack of standardisation 
and immaturity of technology therefore lack of clear guidance that would set the framework to floating offshore 
farm site selection.       
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The methods of site selection are evolving and researchers use various GIS techniques, different criteria sets, 
as well as various combinations of MCDM methods. Very often the AHP method has been used to derive the 
criteria weights and rank sites.  

The inherent disadvantage of the AHP method is its subjectivity and lack of possibility to measure ignorance 
and ambiguity of the expert’s input. Some researchers applied a combination of the AHP method with other 
methods like fuzzy set theory, Monte Carlo simulations and evidence reasoning. A comparison of the results 
shows that there is no clear winner among those methods. Some of them like ER method add extra layers of 
complexity that its application is limited to advanced users and therefore would work as a black box for non-
specialists. One of the advantages of the ER method is its ability to measure ignorance however this estimation 
has not been performed in reviewed studies [21,34]. 

The application of Monte Carlo simulations adds extra information to the site selection process. Despite its 
complexity, the probability distribution of rank place of various alternatives may be very important information 
in the decision-making process. However, very similar results between AHP and MAHP in the reviewed study 
[29] as presented in Table 4 together with the simplicity of AHP compared to MAHP are questioning the 
application of this method. 

The application of MCDM methods to rank sites of very similar characteristics may result in convergent results 
for the sites, however, the uncertainty of the results is high and the final site ranking may be questionable. 
Therefore, the GIS and MCDM methods perform well in high-level spatial analysis over a large area on a 
national or international scale. While assessing adjacent sites on a local level different methods or at least 
different sets of criteria shall be considered.   

Further research on site selection for floating wind farms should be focused on creating the standards reflecting 
the technical specification of floating platforms supported by operational data. That would decrease the level 
of experts’ judgment subjectivity as well as allow for test robustness of various MCDM methods using the same 
criteria and possibly a quantitative comparison of them. 

Future research shall also be conducted towards the economic aspects concerning the Levelised Cost of 
Energy (LCOE) from floating offshore wind farms. The success and pace of implementation of this technology 
are strongly correlated with this factor.      
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Abstract: 

The sugarcane industrial sector is one of the main Brazilian economic activities due to its high efficiency and 
competitiveness, producing ethanol and sugar for internal and external markets. On the other hand, green 
hydrogen, produced from renewable energy, has emerged as a promising climate-neutral energy carrier over 
the last years; thus, several countries have published hydrogen roadmaps and are supporting the 
development of a hydrogen economy. Currently, hydrogen is produced mainly from natural gas through a 
reformation process; the refineries and the chemical industry are the main hydrogen consumers on the 
demand side. This hydrogen, produced from natural gas or methane without capturing the greenhouse 
gases made in the process, is classified as Grey hydrogen. In this way, in this study, the integration of Green 
hydrogen production into the conventional ethanol and sugar production process is proposed to use in the 
hydrotreatment of bio-oil produced via fast pyrolysis of sugarcane straw. Nevertheless, the sustainability and 
efficiency of the integrated process depend on the route adopted for hydrogen production. Thus, this study 
aims to perform an energy evaluation of different routes of hydrogen production and their integration into the 
ethanol and sugar production process from sugarcane. The different alternatives evaluated are: i) 
electrolysis using the surplus electricity in the process; ii) steam reforming of biogas produced from vinasse; 
iii) steam reforming of part of the ethanol produced. Furthermore, the impacts on the cogeneration system of 
the production process will also be evaluated.From the evaluated cases, ethanol reforming presented the 
lowest water consumption (14.1 L/t cane) and the lowest impact in cogeneration system (-6.3% in surplus 
electricity). Nevertheless Case III requires the consumption of 27.7% of the total ethanol produced in the mill. 

Keywords: 

Sugarcane; hydrogen; heat integration; hydrotreatment. 

1. Introduction 
In recent decades, debates have grown significantly about the use and dependence on fossil fuels as a 
result of the release of gases that intensify the greenhouse effect and global warming. Because of this, 
studies and research involving the use of alternative fuels have gained increasing prominence. Among 
these, hydrogen production has shown positive results and attracted the attention of the international market. 

Hydrogen (H2) has several advantages, such as its combustion only results in water, which makes its use 
especially attractive as a fuel since it is considered a clean energy. In addition, its heating value on a mass 
basis is significantly higher than that of fossil fuels, approximately three times that of fossil fuels [1], [2] . 
Given this, H2 is an alternative energy source already widely studied, mainly for application in fuel cells. 
Moreover, H2 is used as a reactant in the chemical and petroleum industries, for instance, ammonia 
production, petroleum processing and methanol production. However, H2 is not found in free form in nature. 
Therefore, technologies such as water electrolysis, methane reforming and ethanol reforming have been 



widely studied in order to obtain hydrogen. Another possibility for applying H2 is upgrading biofuels, such as 
the pyrolysis bio-oil.  

Mechanical harvesting of sugarcane increased the availability of straw in the field, which can be used as fuel 
in boilers or as raw material for second-generation biofuel production through biochemical and 
thermochemical routes. Regarding the thermochemical routes, the fast pyrolysis allows to production of bio-
oil from sugarcane straw that can be used for heating applications. However, there are limitations to the use 
of pyrolysis bio-oils as fuel in the transport sector because of its high oxygen content (35–40 wt%), which 
gives bio-oil unwanted properties such as low energy content, corrosiveness, high viscosity and aging [3]. 

There are several technologies for bio-oil upgrading, according to Sharifzadeh et al. [4], these processes can 
be classified into physical and chemical technologies. Concerning the chemical processes, 
hydrodeoxygenation (HDO), also known as hydrogenation or simply hydrotreatment, is the leading 
technology for upgrading pyrolysis oils, moreover compounds contained in gasoline and diesel can be 
obtained through this process; however, significant amounts of hydrogen are required as well as high 
temperatures and pressures. 

In the existing literature, there are several studies regarding H2 production in sugarcane production plants; 
however, these studies do not compare technologies, nor evaluate heat integration between processes or 
impacts in the cogeneration system. Thus, this work aims to evaluate the possibilities and opportunities of 
integrating hydrogen production into the sugarcane processing plants to use the produced hydrogen to 
upgrade pyrolysis bio-oil aiming at the production of synthetic gasoline and diesel. For this purpose, three 
technologies for H2 production were studied: water electrolysis, methane reforming and ethanol reforming. 
Thus, mass and energy balances were performed with the objective of analysing how much H2 is necessary 
for the upgrading process, as well as how much it is possible to obtain through each technological route, 
from the raw materials available in sugarcane factories, in addition to the possibility of analysing the impacts 
within the sugar and ethanol production process. The novelty of this study is to present the potential of 
renewable H2, from feedstocks available from a sugarcane processing plant, for the specific application of 
bio-oil upgrading in the context of a biorefinery, as well as investigating the opportunities of heat integration 
aiming at a more efficient and sustainable production process. 

 

2. Hydrogen production processes and feedstocks 
According to IEA [5], in 2021, almost total global H2 production came mainly from fossil fuels, 62% from 
natural gas without CCUS (Carbon Capture, utilisation and storage), 19% from coal, mainly in China and 
18% as a by-product from naphtha reforming at refineries, approximately 0.7% from oil and approximately 
0.04% from water electricity. Regarding the low emission H2 production, it accounted for less than 0.7%, 
almost all from fossil fuels with CCUS. 

There are several technologies and routes for hydrogen production, which depends mainly on the material 
that contains the hydrogen (hydrocarbon or non-hydrocarbon), energy source and catalyst material. The 
selection of feedstock and production pathway determines the cleanness, cost-effectiveness, efficacy, and 
feasibility of hydrogen production [6]. The cleanness of a hydrogen production pathway depends on the GHG 
emissions associated with the life cycle of produced hydrogen determined through LCA (Life Cycle 
Assessment). Furthermore, some studies in the literature classify the hydrogen production pathways in 
colours based on their associated emissions. For instance, grey hydrogen is associated with dirty and 
polluting production, such as natural gas reforming without CCUS, blue hydrogen considers the use of CCS 
(Carbon Capture and Storage), while green hydrogen refers to renewable energy for hydrogen production. 

This study focused the hydrogen production from renewable raw materials and energy sources that are 
products and by-products of sugarcane processing, such as ethanol, the biogas produced from anaerobic 
digestion of vinasse, and the surplus bioelectricity from cogeneration system that can be used for water 
electrolysis. Next, there is a summary description of the production routes that were assumed in this study: 

 

2.1. Water electrolysis 

Water electrolysis is the process responsible for the breakdown of the H2O molecule into H2 and O2 from the 
application of a continuous current of electricity that, through redox reactions, dissociates the water. It is 
considered an endothermic process because energy is absorbed and converted into heat in the electrodes, 
subsequently converted into chemical energy resulting in gaseous H2. This technology can be described by 
the reaction: 

H2O(l) + energy → H2(g) + 1/2 O2(g)         (1) 

The reactions that take place at the cathode and anode, respectively, are: 

2H2O + 2e
-
 → H2 + 2OH

-
          (2) 

2OH
-
 → 1/2 O2 + H2O + 2e

-
          (3) 



According to [2], modern electrolysers have the capacity to reach an efficiency that varies from 75% to 90%, 
which is equivalent to a consumption of 4.0 to 5.0 kWh/Nm

3
 of H2. 

 

 
2.2 Methane reform from biogas 

Biogas is the result of the anaerobic digestion process, and their main components are methane (CH4) and 
carbon dioxide (CO2). Because of its high methane content (between 50 and 60 % in molar basis), biogas 
can be subjected to methane reforming to produce hydrogen. The methane reforming processes that can be 
applied for hydrogen production are: steam reforming, partial oxidation, autothermal reforming and dry 
reforming. Among them, steam reforming is one of the most used, representing 48% worldwide [7]. This 
process can be described globally through the following reaction: 

CH4 + H2O ↔ CO + 3H2 

 

2.3 Ethanol reforming 

Ethanol is considered a raw material with a strong potential to produce hydrogen. This is due to its well-
established handling, transport and storage technologies, low toxicity and volatility characteristics, and 
economic and thermodynamic viability.  

To obtain hydrogen from ethanol, steam reforming of ethanol is used. This is an endothermic process 
characterized by the reaction of ethanol with water when they are in the presence of catalysts. In this 
environment, the reactions will be intensified, producing a gas mixture (syngas) that contains H2, CO and 
H2O [8]. 

According to Teixeira et al. [8], the ethanol conversion into hydrogen has an efficiency of 93.7%, and the 
suitable temperature range for this process took place is between 800 K and 1000 K. However, the 
conversion depends on the physic-chemical characteristic of fuel and the conditions of temperature, 
pressure, fuel-steam ratio and reforming techniques. 

Two stages mark the steam reforming of ethanol: steam reforming reactions and water-gas shift reactions, 
the first of which is characterized by high temperatures and the second by low temperatures. 

The reactions below represent the two steps, respectively: 

Steam reforming: C2H5OH(v) + H2O → 2CO + 4H2 

Water-gas shift reaction (WGS): 2CO(g) + 2H2O  → 2CO2 + 2H2 

The reaction that encompasses the entire process can be written as follows: 

Overall reaction: C2H5OH(v) + 3H2O(v) → 2CO2 + 6H2, ΔH = 207.7 kJ/mol 

The choice of catalysts and supports is an important factor to be considered since their choice will impact the 
amount of H2 that will be obtained. According to [8], the combination of Cu and Ni achieved the best 
efficiency: 90% H2. 

 

3. Methods 
In order to analyse the feasibility of hydrogen production in sugar and ethanol production plants, mass and 
energy balances were performed in order to quantify the amount of H2 that is possible to produce from 
available inputs through the proposed methods. The first analysis focuses on the potential of H2 production. 
In contrast, the second aims to evaluate the amount of raw materials and energy necessary to produce a 
certain amount of H2, which is needed for a hydrotreatment plant that upgrades the bio-oil produced from the 
fast pyrolysis of sugarcane straw. 

 

3.1. Evaluated cases 

3.1.1. Case 0 – Base case 

The base case corresponds to the production process of sugar, ethanol and bioelectricity from sugarcane. In 
it, the starting point is the processing of 500 t/h of sugarcane. Mass and energy balances in this process 
were performed in previous research studies [9],[10]. Figure 1 shows the main flows of the production 
process.  

In this process, it was assumed that 50% of total recovery sugars from sugarcane were sent to sugar 
production while the remaining was directed to hydrous ethanol production. Regarding the bagasse usage, 
from the total produced (136 t/h), 5% (6.8 t/h) is reserved for start-up operations, 5 kg/t cane, equivalent to 
2.5 t/h, is used in filters, while the remaining (126.7 t/h) is used as fuel in the boiler of the cogeneration 



system, which is based on a steam cycle with condensing extracting steam turbines (CEST) in order to 
maximise the electricity production; thus no surplus bagasse is obtained. The cogeneration system supplies 
steam and power to the production process (Fig. 1), and the main parameters of the cogeneration system 
are presented in Table 1. 

 

 

 

Figure. 1.  Fowsheet of the conventional ethanol and sugar production process 

 
Table 1.  Main parameters of the cogeneration system of conventional process 

Parameter Value 

Steam consumption, kg/t cane 437.6 
Bagasse LHV (50% moisture content), MJ/kg 7.64 
Electricity consumption in the conventional process, kWh/t cane 28 
Boiler thermal efficiency, LHV basis,% 85 
Isentropic efficiency of turbines and pumps, % 80 
Condensing pressure, kPa 10 
Temperature of live steam, °C 520 
Pressure of live steam, bar 65 
Process steam pressure, bar 2.5 
Source: Palacios-Bereche et al. [10] 

 

3.1.1. Case I - Water electrolysis 

Table 2 presents the main parameters assumed for water electrolysis evaluation. The specific electricity 
consumption was assumed from the manufacturer Norsk Hydro A.S. according to [2] and [11].  

  



 

Table 2.  Main parameters of water electrolysis assessment 

Parameter Value 

Energy consumption of electrolyser
a
, kWh/Nm

3
 of hydrogen 4.3 

Ultrapure water requirement for electrolysis
b
, L of water/kg of hydrogen 9 

Cooling water requirement
b,c

, (L/h) per MW of electrolyser capacity 400 
Water recovery in standard filtration (pre-treatment)

b,d
, % 98 

Water recovery in polishing to ultrapure standard
b
, % 75 

Energy consumption in water treatment system
 b,d

, kWh/m
3
 of water 2 

Energy consumption related to cooling water system, kWh/m
3
 cooling water 0.0465 

a
Norsk Hydro A.S., 

b
Madsen [11], 

c
For evaporative cooling tower, 

d
For groundwater,  

 

Concerning to the water treatment, it was assumed a pre-treatment with standard filtration and further 
polishing to achieve the ultrapure standard. Water consumption for electrolysis as well as make-up water for 
the cooling water system in an evaporative tower, were taken into account. 

 

Figure. 2.  Hydrogen production through water electrolysis using the surplus electricity of the mill 

3.1.2. Case II - Biogas reforming 

The biogas production from sugarcane was estimated according procedure presented in [10], which resulted 
in 2359.1Nm

3
/h of raw biogas. In order to prevent reformer catalyst poisoning, a dessulphurisation system is 

necessary to remove H2S; thus, a chemical scrubbing system (THIOPAQ system) was assumed in this 
study. Figure 3 presents a flowsheet for the H2 production from biogas produced from vinasse biodigestion, 
while Table 3 shows the main parameters considered for simulation and evaluation. 

Table 3.  Main parameters assumed for biogas reforming 

Parameter Value 

Biogas dessulphurisation  

Flow reduction in dessulphurisation process
a
, % 15 

Specific power consumption
a
, kWh/Nm

3
 of raw biogas 0.024 

Biogas reforming
b
  

Reforming reactor temperature,°C 850 
Reforming reactor pressure, bar 20.1 
Steam/Carbon ratio in reforming (mol/mol) 2.87 
Water-gas-shift reactor temperature

c
, °C 400 

Conversion of CO in WGS reactor
d
, % 75 

Efficiency of pumps and compressors, %  70 
Hydrogen recovery in PSA (% of inlet H2) 75 
H2 inlet concentration for PSA (% molar) 74 
Temperature of preheated air, °C 315 
Temperature of exhaust gases at burner outlet, °C 1400 
a
Flores-Zavala [12]; 

b
Nakashima [13]; 

c
Operating pressure 20.05 bar; 

d
tese Peters 

 

The desulphurised biogas composition was assumed in 64.4% of CH4, 35% of CO2, 0.6% N2 and 40 ppm of 
H2S in molar basis according to [12]. The biogas reforming process was simulated in Aspen Plus software 



according to the flowsheet and specifications supplied by [13] and [14]. In order to maximise the hydrogen 
production, it was assumed that all available biogas would be sent to the reforming reactor while the heating 
requirements of the process were fulfilled by burning the off-gas from the PSA system with sugarcane 
bagasse. Heat integration through Pinch Analysis was applied in order to determine the minimum 
requirements of external utilities, thus minimising the amount of bagasse necessary.  

 

Figure. 3.  Hydrogen production through biogas reforming  

3.1.3. Case III - Ethanol reforming 

Ethanol reforming was another technology analysed to obtain H2. For this analysis, data from Souza et al. 
[15] was used to estimate the H2 production and their energy requirements. In the same way, as in Case II, 
ethanol is sent to the reforming reactor, while the thermal energy demands were fulfil burning the off-gas 
from PSA and sugarcane bagasse. Using the simulation supplied by [15] performed in Aspen Hysys, it was 
possible to apply the heat integration procedure to determine the minimum amount of bagasse necessary. 
Figure 4 presents the flowsheet of H2 production from ethanol, while Table 4 shows the main parameters 
adopted from [15] for evaluation    

 

Table 4.  Main parameters assumed for ethanol reforming [15] 

Parameter Value 

Specific H2 production from ethanol, kg H2/kg ethanol 0.219 
Water consumption, kg water/kg ethanol 1.6 
Additional heat supply, kWh/kg ethanol 1.25 
Specific power consumption, kWh/kg ethanol 0.0441 

 

 

 

Figure. 4.  Hydrogen production through water electrolysis using the surplus electricity of the mill 

 

 



3.2. Hydrogen consumption in hydrotreating and hydrocracking 

This analysis aims to evaluate the raw materials and energy requirements necessary to produce hydrogen 
for a bio-oil upgrading plant, which processes bio-oil produced from the fast pyrolysis of sugarcane straw. 
The fast pyrolysis of straw was simulated in Aspen Plus software in a previous study [16], while the 
hydrotreatment was simulated according to Peters [17]. Figure 5 presents the flowsheet of the 
hydrotreatment process followed by the distillation step with hydrocracking of the bottom product of the C-
DIST2 column. Table 5 shows the main parameters assumed for hydrogen production analyses. Figure 5 
shows that the organic phase produced in hydrotreatment is depressurized in a flash. The gaseous stream 
(FLSHGAS) has a significant amount of hydrogen recovered in a PSA system. This study assumed an H2 
recovery of 85% in the PSA system; thus, hydrogen make-up results in 0.04651 kg H2/kg bio-oil equivalent to 
10,938 Nm

3
/h.   

 

  Table 5.  Main parameters assumed in the bio-oil upgrading system 

Parameter Value 

Sugarcane straw recovery from field, % 50 
Sugarcane straw processing rate in pyrolysis plant

a
, t/h 47 

Bio-oil produced in pyrolysis plant
b
, t/h 21.1 

Specific consumption of hydrogen in hydrotreatment
c
, kg H2/kg bio-oil 0.09 

Specific consumption of hydrogen in hydrocracking
c
, kg H2/kg bio-oil 0.0032 

Mass flow of FLSHGAS, kg/s 1.43 
Hydrogen content in FLSHGAS, wt.% 22.6 
Recycling rate of H2 

d
, % 55.8 

a
15% of moisture content, 

b
artigo Fernando, 

c
Tese Peters; 

d
Simulation 

 

 

 

Figure. 5.  Flowsheet of upgrading boi-oil plant in Aspen Plus software. 

 

4. Results 

4.1. Potential of hydrogen production from products and by-products of sugarcane 
processing plant 

Figure 6 presents the results of hydrogen production from available inputs in the mill; it can be observed that 
only Case III (ethanol reforming) can supplied all the hydrogen necessary for hydrotreatment.  



 

Figure. 6.  Hydrogen production potential from available inputs in sugar and ethanol production process. 

Thus, surplus electricity from the cogeneration system (40.6 MW) can produce 86.3% of the H2 necessary 
(Case I). Biogas reforming can achieve 31.3% (Case II) while considering all available ethanol produced in 
the plant (16.2 t/h), it is possible to produce 3.6 times the amount of hydrogen necessary (Case III). It 
represents a specific hydrogen production of 18.9, 6.8 and 78.9 Nm

3
 of H2 per t of cane for cases I, II and III, 

respectively. Regarding ethanol reforming, to produce the necessary hydrogen for hydrotreatment would be 
required only 4.5 t/h, which is equivalent to 27.7% of the ethanol produced in the mill. 

Figure 7 shows the Grand Composite Curves obtained from Pinch Analysis for (a) biogas reforming 
(2,359.1Nm

3
/h of raw biogas) and ethanol reforming (4.5 t/h of ethanol). Stream data for CC and GCC 

construction is presented in Appendix A 

 

 

Figure. 7.  GCC for (a) biogas reforming and (b) ethanol reforming process 

 

From Fig. 7a, it can be observed that there is a significant amount of heat available at a relatively high 
temperature (below the reformer reactor temperature, 850°C); thus, it is possible to produce steam (at 2.5 
bar and 127.4°C) and use it in ethanol and sugar production process, the red line in Fig. 7a represents this 
heat recovery potential. On the other hand, in Fig. 7b, better integration is observed because this 
configuration needs more heat at low temperatures (no hot and cold utilities are required for this case). 
Moreover, the heat integration procedure allows determining the amount of bagasse necessary to complete 
the heat demand in the reforming process for these cases. Table 6 presents the main results for these 
cases.  



  Table 6.  Main results for H2 production potential 

Parameter Case I Case II Case III 

H2 production, Nm
3
/h 9,435.3 3,420.8 10,938.0 

% of the total H2 required 86.3 31.3 100.0 
Biogas consumption

a
, Nm

3
/h 0 2,359.1 0 

Ethanol consumption, t/h 0 0 4.5 
Electricity consumption, kW 40,600 423 198 
Water consumption, m

3
/h 10.9 4.6 7.0 

Bagasse consumption
b
, t/h 0 2.0 4.0 

Impacts in the cogeneration system    
Steam supplied for the production process

c
, t/h 0 5.1 0 

Surplus electricity, kW 0 39,443 38,023 
a
Raw biogas; 

b
Bagasse to fulfil the heat demand in the reforming process, 50% of moisture content, wet basis, 

c
Saturated steam at 2.5 

bar. 

 

4.2. Production of H2 necessary for bio-oil upgrading plant and its impact in the 
cogeneration system 

Table 7 presents the main results of this analysis. Regarding Case I, it would be necessary to buy from the 
electrical grid 6,466 kW (12.9 kWh/tcane) to achieve the required H2 production. This electricity represents 
11.8% of the total power produced by steam turbines of the cogeneration system. On the other hand, Case II 
requires an additional supply of 5,184 Nm

3
/h of biogas or an equivalent of 2940.7 Nm

3
/h of natural gas or 

biomethane (CH4 content of 96.5% mol).  

Regarding water consumption, biogas reforming presents the highest value, equivalent to 29.4L/t cane. 
According to Pina et al. [18], this value represents 7.1% of effective water collecting in the sugarcane 
processing plant (414 L/t cane). Finally, the case with the lowest impact in surplus electricity as well as water 
consumption is Case III; however, this case requires 27.7% of the total hydrated ethanol produced in the mill. 

 

 Table 7.  Main results for H2 production necessary to meet the bio-oil upgrading plant 

Parameter Case I Case II Case III 

H2 production, Nm
3
/h 10,938.0 10,938.0 10,938.0 

Biogas consumption
a
, Nm

3
/h 0 7,543.2 0 

Ethanol consumption, t/h 0 0 4.5 
Electricity consumption, kW 47,066.4 1,353.0 198 
Water consumption, m

3
/h 12.6 14.7 7.0 

Bagasse consumption
b
, t/h 0 6.4 4.0 

Impacts in the cogeneration system    

Steam supplied for the production process
c
, t/h 0 16.3 0 

Surplus electricity, kW -6,466 36880 38,023 

Surplus electricity
d
 % -115.9 -9.2 -6.3 

a
Raw biogas; 

b
Bagasse to fulfil the heat demand in the reforming process, 50% of moisture content, wet basis, 

c
Saturated steam at 2.5 

bar, 
d
In comparison to the Base Case (surplus electricity of 40.6 MW). 

 

5. Conclusions 
Three routes of hydrogen production were evaluated in this study assuming as feedstock products and by-
products available in sugar and ethanol production process aiming to match the hydrogen consumption of a 
bio-oil upgrading plant. Furthermore, its integration to the conventional sugar and ethanol production process 
was analysed as well as the impacts in cogeneration system. All evaluated cases presented feasibility; 
however there are advantages and disadvantages in each one. Case I (electrolysis) presented a significant 
impact in cogeneration system because the high electricity consumption of this technology. Case II (biogas 
reforming) presented the highest water consumption (29.4 L/t cane), while Case I presented the second 
highest (25.2 L/t cane), moreover, it would be necessary to acquire a significant amount of external biogas or 
natural gas, because the biogas available from anaerobic digestion of vinasse only can produce 31.3% of 
the required hydrogen for the upgrading plant. Case III (ethanol reforming) presents the lowest water 
consumption (14.1 L/t cane) and the lowest impact in cogeneration system (-6.3% in surplus electricity). 
Nevertheless Case III requires the consumption of 27.7% of the total ethanol produced in the mill, impacting 
significantly the revenues of the plant. In this way a more detailed analysis is needed, for instance an 
economic assessment or an exergoeconomic analysis to help in choosing the best proposal or proposals.          
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Appendix A 
Table A.1 Stream data for heat integration – Case II – Biogas reforming (2,359.1 Nm

3
/h) 

Stream Name 
Supply 
Temp. 

Target 
Temp. 

dT Min 
Contrib. 

Heat Duty 

  °C °C °C kW 

Biogas preheating - HE1 60 550 15 609.2 

Water heating HE2 25.31 212.6 10 1024.0 

Water vaporization HE2 212.6 212.61 10 2413.0 

Water superheating HE2 212.6 550 10 997.3 

Product of reforming reactor - HE3 850 400 15 2097.8 

Product WGS reactor - HE4 (1) 400 163.4 15 1046.7 

Product WGS reactor - HE4 (2) 163.4 55 15 2346.3 

Reforming reactor - REFORM 800 800,01 10 4625.3 

Water-Gas-Shift reactor - WGS 400 399,9 10 331.6 

Off-gas and air preheater - HE6 45.37 315 15 1563.9 

Exhaust- gases - HE5 1400 120 15 10125.0 

 

Table A.2 Stream data for heat integration – Case III – Ethanol reforming 

Stream Name 
Supply 
Temp. 

Target 
Temp. 

dT Min 
Contrib. 

Heat Duty 

  °C °C °C kW 

Ethanol preheating (2=>4) 25,22 740 15 3327 

Product reforming reactor (13=>14) 800 350 15 3737 

Product WGS-HT reactor (15=>16) 436.4 200 15 1874 

Water heating (22=>25) 25.08 179.9 15 1283 

Water vaporization 179.9 179.9 15 3939 

Water superheating  179.9 800 15 2696 

Product WGS-LT reactor (15=>16) 245.4 450 15 1651 

Reforming reactor 799.1 800 15 5636 

Exhaust gases 1400 150 20 12921 
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Abstract: 

Second-generation biofuels are produced from non-food biomass such as the lignocellulosic residues of 
sugarcane processing, namely, bagasse and straw. Sugarcane processing is one of the most important 
economic activities in Brazil, producing ethanol and sugar for domestic and international markets. The use of 
these lignocellulosic residues would increase the second-generation biofuel production without increasing 
the sugarcane planted area. Among the second-generation technologies available nowadays, the fast 
pyrolysis is a thermochemical process that produces mainly bio-oil, which is a liquid that has several 
advantages in transportation, pumping, storage and handling, in comparison to solid biomass. Moreover, the 
bio-oil can be upgraded in order to obtain biofuels of higher added-value. Among feasible upgrading 
technologies for bio-oil, the hydrotreatment is one of the most promising for eliminating the reactive 
functionalities of the bio-oil by removing oxygen or cracking large molecules in the presence of hydrogen; 
however, the hydrogen consumption is significant. In this way, the aim of this study is to evaluate the biofuel 
production by means of fast pyrolysis of sugarcane straw, followed by a hydrotreatment to upgrade the 
produced bio-oil. The evaluation is performed through an energy assessment. The energy and mass 
balances of the processes were performed using the software Aspen Plus. Furthermore, the possibilities of 
the integration of the bio-oil production and upgrading into the conventional ethanol and sugar production 
process will also be evaluated. The final products of bio-oil upgrading plant showed a yield of 0.086 kg/kg of 
dry straw and 0.080 kg/kg of dry straw for renewable gasoline and diesel respectively. The heat integration 
of pyrolysis process, hydrotreating and hydrogen production process presented a significant potential for 
steam production. This could be integrated into the conventional sugar and ethanol production process, 
which could save 28.6% of steam and increase the surplus electricity in 6%.   

Keywords: 

Sugarcane; fast pyrolysis; bio-oil; hydrotreatment; energy analysis. 

1. Introduction 
The production of biofuels from lignocellulosic residues of sugarcane (bagasse and straw) is presented as a 
desirable alternative since it would increase the biofuel production without the need to increase the area 
planted with sugarcane. Thus, these biofuels diversify the Brazilian energy matrix and contribute to the 
reduction of greenhouse gases (GHG) emissions. In this context, the introduction of the fast pyrolysis of 
lignocellulosic residues into the conventional sugarcane process plant for bio-oil production, aiming at its 
further processing, can improve the productivity and sustainability indexes of the integrated process. 
Pyrolysis is the physico-chemical process of thermal degradation of a material in a non-oxidizing 
atmosphere, resulting in the formation of a solid residue rich in carbon (charcoal or char) and a volatile 
fraction composed of condensable organic gases and vapours. The proportions of these products depend on 
the pyrolysis conditions and the characteristics of the feedstock. Fast pyrolysis is characterised by low 
residence times in the reactor, high heating rate at moderate temperatures (400 to 600ºC). The formation of 



 

bio-oil is prioritised, as it can be used as fuel for boilers or serve as raw material for the production of 
vehicles fuels. In the literature, some studies have already regarded the fast pyrolysis of lignocellulosic 
biomass, such as the study of Mesa-Perez et al.[1], where the oxidative fast pyrolysis of sugarcane straw in 
a fluidised bed reactor was analysed. In addition, Ferreira et al. [2] carried out a study to evaluate the 
influence of some parameters on the oxidative pyrolysis of sugarcane straw, while Alves et al. [3] 
experimentally evaluated and compared the fast pyrolysis of sugarcane straw and eucalyptus bark in a 
fluidised bed reactor at 500°C. Still, raw bio-oil is not suitable as fuel for the transport sector because of 
some undesirable characteristics such as low energy content, corrosiveness, high viscosity, incomplete 
volatility and chemical instability. These unfavourable properties are consequences of the high water content 
and oxygenated compounds [4]. Thus, the bio-oil requires upgrading and fine-tuning in order to achieve 
product specifications commensurate with existing transportation infrastructures. The upgrading methods 
aim at stabilising the crude bio-oil by removing its oxygen content and reducing its viscosity, ageing potential, 
and solid content [5]. Among the different available methods, the hydrodeoxygenation (HDO), also known as 
hydrogenation or simply hydrotreatment, is the main technology for upgrading pyrolysis oils due to its 
effectiveness. It was originally inspired by the hydrodesulphurisation (HDS) and hydrodenitrogenation (HDN) 
used in petroleum refineries. A catalytic reaction of crude bio-oil with hydrogen can significantly reduce the 
oxygenated compounds through the formation of water. The involved reactions in this process include 
hydrogenation, hydrodeoxygenation, decarboxylation, hydrogenolysis, hydrocracking, and dehydration. The 
optimal combination of these reactions requires significantly higher pressures (> 20 MPa) and moderate 
temperatures (around 400°C) [5]. HDO yields high quality hydrocarbon products for gasoline and diesel 
substitution, but requires important amounts of hydrogen at high pressure, which affects costs and energy 
balances. Process conditions and catalyst type have to be carefully adjusted in order to minimise hydrogen 
consumption and to achieve the desired product [6]. According to Sharifzadeh et al. [5], it is recommended to 
first stabilise the bio-oil through hydrogenation at a lower temperature, followed by more intense HDO at 
higher temperatures. Some studies regarding bio-oil upgrading can be found in the literature, for instance, 
Jones et al. [7] presented a report about process design and economic assessment for fast pyrolysis of 
woody biomass and bio-oil hydrotreating; in Zacher et al. [8], a study regarding technology advancements in 
hydroprocessing of bio-oils was accomplished, while Peters [6] evaluated the fast pyrolysis, including the 
bio-oil upgrading, for the production of second-generation biofuels from thermodynamic, environmental, and 
economic approaches. 

Thus, the present study aims at evaluating the biofuel production by means of fast pyrolysis of sugarcane 
straw, followed by its upgrading through hydrotreatment. The evaluation being performed through an energy 
assessment. The energy and mass balances of the processes were performed using the software Aspen 
Plus v12 [9]. Furthermore, the possibilities of integrating the bio-oil production and upgrading into the 
conventional ethanol and sugar production process will also be evaluated through the Pinch Analysis. 

 

2. Biofuels production from fast pyrolysis of sugarcane straw 

2.1. Fast pyrolysis of sugarcane straw 

This section presents the main characteristics of the fast pyrolysis plant assumed in this study, whose 
flowchart is shown in Figure 1. This plant, receiving sugarcane straw as raw material, is comprised of the 
following components: reactor (1), cyclone (2), quench (3), condensers (4), heat exchanger (5), compressors 
(6), coal and synthesis gas combustor (7), heat recovery steam generator (HRSG) (8), fluidising gas 
preheater (9), and biomass dryer (10). In this configuration, the pyrolysis process is characterised as 
autothermal [10], burning the char and syngas to supply energy to the pyrolysis reactor. Furthermore, it is 
possible to produce steam in the HRSG (8), which is used in a Rankine cycle to produce electricity for the 
process. The bio-oil produced in this plant is then sent to the upgrading plant. 



 

 

Figure. 1.  Fast pyrolysis process diagram [10] 

2.2. Bio-oil upgrading through hydrotreatment 

The bio-oil upgrading plant was divided into three subsystems: hydrotreatment, distillation and 
hydrocracking, and hydrogen production. Figure 2 presents the flowsheet of the hydrotreatment section. 

 

2.1. Hydrotreating section 

The bio-oil supplied by the pyrolysis plant is pressurised in pump B1 and preheated in the heat exchanger 
HE1; after that, it is mixed with pressurised hydrogen in M1. The mixture is preheated in the heat exchanger 
HE2 before entering the first hydrotreating reactor HT-R1, whose operating conditions were assumed at 170 
bar and 250°C, according to Peters [6]. This reactor aims at stabilising the bio-oil sufficiently to be suited for 
a more severe treatment in the second reactor. The product of HT-R1 is heated till 370°C and decompressed 
to 140 bar before entering the second hydrotreating reactor HT-R2. The operating conditions in HT-R2 were 
assumed at 370°C and 140 bar [6]. The aim of this second reactor is to deeply deoxygenate and stabilise the 
bio-oil up to an oxygen content of <2% [11],[12]. Both reactors HT-R1 and HT-R2 were assumed to operate 
with a standard Co-Mo catalyst, according to [6]. 

The product of HT-R2 is cooled to 137.4°C, in the heat exchanger COOL-1, before entering the flash tank, 
which operates at 35 bar, where the organic vapours (HTORGANI) are separated from the aqueous liquid 
phase (HTAQUEOU). The organic vapours are sent to the following subsystem (Distillation and 
Hydrocracking), while the aqueous stream enters the hydrogen production subsystem. 

 

 

Figure. 2. Flowsheet of bio-oil hydrotreatment in Aspen Plus 



 

2.2. Distillation and hydrocracking 

Figure 3 presents the flowsheet of the Distillation and Hydrocracking subsystem. It can be observed that the 
products of the hydrotreatment step (stream HTORGANI) and the hydrocracking reactor (HC-CRD2) are 
mixed before being sent to a flash tank (FLASH-2) operating at 20 bar. The liquid phase is preheated in the 
heat exchanger HE4 and fed to the first distillation column (C-DIST1), while the gaseous phase, containing a 
significant amount of unreacted hydrogen, is sent to a PSA (Pressure Swing Adsorption) system for 
hydrogen recovery and recycling. This configuration was assumed according to Zacher et al. [8] and Jones 
et al. [7]. In this study, it was assumed that a part of the tail gas from the PSA system (OF-GS) is used as 
fuel in the utility system while the remaining is integrated into the hydrogen production system. In the first 
distillation column (C-DIST1), renewable gasoline is obtained at the top, while the bottom product is sent to 
the second distillation column (C-DIST-2). Moreover, in the top of C-DIST1, distillation gases (DISTGAS) are 
also obtained, which are used as fuel in the utility system. 

In the second distillation column (C-DIST2), renewable diesel (stream DIESL-1) is obtained at the top, while 
the heavier product at the bottom is mixed with preheated hydrogen and sent to the hydrocracking reactor 
(HC-REACT). In the hydrocracking (HC) reactor, under severe conditions (677°C, 170 bar) and a hydrogen 
atmosphere, the heavy tar fraction is catalytically split up into smaller chain components, producing 
hydrocarbons in the range of C1-C18 [6]. 

 

 

Figure. 3. Flowsheet of the distillation and hydrocracking processes in Aspen Plus 

2.3. Hydrogen production 

Figure 4 presents the flowsheet of the hydrogen production section. This study considered the steam 
reforming of desulphurised biogas (DS-BIOG1), produced from the anaerobic digestion of vinasse, in 
combination with external natural gas acquired from the grid (SRCH4EXT). The components removed 
together with some hydrogen lost in the PSA system are obtained as tail gas. Part of this tail gas (stream 
FLSHGAS2) is used as fuel to meet the energy requirements of the hydrotreatment and distillation sections, 
while the remaining (FLSHGAS3) is sent to hydrogen production. One part of the FLSHGAS3 stream is 
compressed till 50 bar and sent to the reform reactor, while the other part is used as fuel in a combustor 
(COMB), whose exhaust gases are used as hot utility to meet the heat requirements of the reformer. 
Furthermore, the aqueous liquid stream (HTAQUEOU) obtained in the hydrotreatment section is also sent to 
the hydrogen production system; where it is mixed with part of the condensate recovered (SRH2O-IN 
stream) in FLASH-3. Afterwards, the liquid mixture is pumped and heated in HE7 and sent to the reforming 
reactor (SR-REACT). Biogas and natural gas are sent to the reforming reactor as well. The feed of the 
reforming reactor is preheated in the heat exchanger HE8 till 500°C, the product of which is then cooled to 
310°C and sent to the WGS (Water-Gas-Shift) reactor, which operates at 350°C and 48 bar. The product of 
the WGS reactor is then cooled to 77°C before entering the FLASH-3, which operates at 46 bar. The 
gaseous product of FLASH-3 is sent to the second PSA system (PSA-II) in order to separate the hydrogen 
from the other gases. The tail-gas from the PSA-II system (OFFGS stream), the gaseous product of the 



 

distillation column (DISTGAS stream), and part of the tail gas from the PSA-I system (remaining part of 
FLSHGAS3) are preheated with combustion air in HE11 before entering to the combustor COMB to be burnt. 

 

Figure. 4. Flowsheet of the hydrogen production process 

3. Methods 

3.1. Fast pyrolysis plant 

The simulation of the fast pyrolysis plant using sugarcane straw as feedstock was performed in the Aspen 
Plus software, according to [10]. The Peng-Robinson equation of state with Boston-Mathias modification 
(PR-BM) was selected as the preferred method for properties calculation in the reactor and combustor 
system, while the NRTL method was selected in the separation system. A straw availability of 160 kg of dry 
matter per tonne of cane stalks [13] in the field was considered, the pyrolysis plant processing 50% of this 
total potential. The kinetic model developed by [14] was applied in this study. Table 1 presents the main 
parameters assumed in the simulation. 

Table 1.  Main parameters of sugarcane straw pyrolysis 

Parameter Value 

Sugarcane straw, as received (15% moisture content), t/h 47.1 

Sugarcane straw, dried (5% moisture content), t/h 42.1 

Pyrolysis reactor temperature, °C 475 

Pyrolysis reactor pressure, bar 1.5 

Residence time, s 20 

Fluidising gas and biomass ratio, (mass/mass) 0.5 

Outlet temperature in first condenser, °C 75 

Outlet temperature in second condenser, °C 25 

 

3.2. Bio-oil upgrading plant 

The bio-oil upgrading plant was simulated in the Aspen Plus software, according to the procedure presented 
in [6]. The composition of the bio-oil obtained in the fast pyrolysis simulation was adjusted in order to take 
into account the same components considered by Peters [6]; in addition, the Pen-Robinson with Boston-
Mathias modification (PR-BM) method was selected [15], [16]. 

3.2.1. Hydrotreating section 

In the hydrotreating section, the crude bio-oil from the pyrolysis process is upgraded in a two-stage catalytic 
hydrotreatment to almost oxygen-free hydrocarbon. Seeing as hydrotreating reactors were modelled as 
RYield blocks in the Aspen Plus software, the composition of reactor products were a necessary input. Since 



 

there is not detailed information regarding the composition of hydrotreating reactors products from 
sugarcane straw, the composition presented by [6], who evaluated hybrid poplar wood chips, was taken as a 
reference. These values are based on a typical bio-oil hydrotreatment with Co-Mo catalyst, based on the 
literature [11]. In this way, taking into account these data and the specific bio-oil composition obtained in the 
pyrolysis simulation, a mass balance procedure was performed in MS Excel for each element present in the 
bio-oil, using proportionality factors, aiming at following a similar product distribution. 

Table 2 presents the main parameters assumed in the modelling of the Hydrotreating section. 

 

Table 2.  Main parameters in the Hydrotreating section 

Parameter Value 

Outlet pressure – pump B1, bar 170 

Outlet pressure – compressor COMP-1, bar 170 

Number of stages – compressor COMP-1 2 

Outlet temperature – HE1, °C 100 

Outlet temperature – HE2, °C 250 

Operating pressure – hydrotreating reactor HT-R1, bar 170 

Operating temperature – hydrotreating reactor HT-R1, °C 250 

Outlet temperature – HE3, °C 370 

Operating pressure – hydrotreating reactor HT-R2, bar 140 

Operating temperature – hydrotreating reactor HT-R2, °C 370 

Outlet temperature – COOL-1, °C 35 

Operating pressure – FLASH-1, bar 35 

Heat duty – FLASH-1, kW 0 

Hydrogen consumption in hydrotreating section, kg H2/kg bio-oil 0.09 

 

3.2.2. Distillation and Hydrocracking section 

Distillation columns were modelled as RadFrac blocks in the Aspen Plus software, while a stoichiometric 
block represented the hydrocracking reactor, and the reactions assumed thereof were adopted from [6]. In 
Table 3, the main parameters assumed in this stage for the modelling in the Aspen Plus software are 
presented. 

 

Table 3.  Main parameters for distillation and hydrocracking 

Parameter Value 

Operating pressure in FLASH-2, bar 20 

Outlet temperature in HE4, °C 212 

Number of stages in C-DIST1 8 

Reflux ratio (mass basis) in C-DIST1 1.2 

Distillate to feed ratio (mass basis) in C-DIST1 0.48 

Operating pressure in C-DIST1 (stage 1), bar 2.5 

Condenser temperature
(a)

, C-DIST1, °C 32 

Number of stages in C-DIST2 7 

Reflux ratio (mass basis) in C-DIST2 1.2 

Distillate to feed ratio (mass basis) in C-DIST2 0.85 

Operating pressure in C-DIST2 (stage 1), bar 0.01 

Outlet pressure in pump B2, bar 90 

Operating temperature in the hydrocracking reactor, °C 430 

Operating pressure in the hydrocracking reactor, bar 90 

Outlet pressure in valve V3, bar 36 

Outlet temperature in HE6, °C 32 

Hydrogen consumption in the hydrocracking section, kg H2/kg bio-oil 0.0032 
(a)

C-DIST1 was assumed with a partial condenser, while in C-DIST2 there is a total condenser 



 

 

 

 

3.3. Hydrogen production plant 

The PSA systems (PSA I and II) were modelled as separators. Regarding the steam reforming assumed in 
this simulation, the reforming reactor considered a conventional nickel catalyst, as it is widely used in this 
type of reactors, and was modelled as a RGibbs reactor type in the Aspen Plus software, while a REquil type 
reactor was used in the modelling of the WGS reactor. The reactions within the WGS reactor were limited to 
the WGS reaction (H2O+CO<-->CO2+H2), according to [6]. The temperature approach in the WGS reactor 
was adjusted in order to achieve a CO conversion in the range of 75%. The combustor COMB was modelled 
as a RGibbs reactor type as well. The mass flow of combustion air (AIR stream) was adjusted to achieve a 
temperature of 1500°C at the outlet of COMB, while the split fraction of stream SR2O-IN in the bifurcation 
BIF2, which determines the amount of liquid condensate recycled to the reforming reactor, was adjusted to 
achieve a Steam to Carbon ratio (S/C) of 4.5 (mol basis). The split fraction of the FLSHGAS stream specified 
in the bifurcation 1 (BIF1), which determines the mass flow of FLSHGAS destined for the reforming reactor, 
was determined from the energy balance. Thus, it was adjusted aiming at calculating the heat duty in HE12 

to meet the required heat duty in SR-REACT, maintaining a Tmin of 30°C. Table 4 presents the main 
parameters assumed in the simulation of the hydrogen production plant. The composition of the 
desulphurised biogas was assumed as 35.4% CO2 and 64.4% CH4 (molar basis) [17], while the composition 
of the external natural gas was assumed as 3.5% CO2 and 96.5% CH4 (molar basis). 

 

Table 4.  Main parameters for the hydrogen production plant 

Parameter Value 

Outlet pressure, valve V4, bar 2.3 

Outlet pressure, compressor COMP-3, bar 50 

Outlet pressure, pump B8, bar  50 

Outlet temperature, HE7, °C 259.9 

Outlet temperature, HE8, °C 500 

Operating pressure, SR-REACT, bar 49 

Operating temperature, SR-REACT, °C 950 

Outlet temperature, HE9, °C 310 

Operating temperature, WGS reactor, °C 350 

Operating pressure, WGS reactor, bar 48 

Outlet temperature, HE10, °C 77 

Operating pressure FLASH-3, bar 46 

H2 recovery in PSA system, % 90 

Outlet pressure, compressors COMP-4 and COMP-5, bar 2.2 

Outlet temperature, HE11, °C 300 

Operating pressure, COMB, bar 1.01325 

Heat duty, COMB, kW 0 

 

3.4. Integration into the conventional ethanol and sugar production process 

The heat integration was accomplished according to the Pinch method [18], performing the following steps: 
data extraction from the evaluated processes, composite curves construction, evaluation of steam 
generation, and integration of the cogeneration system, which meets the heat and power demands of the 
processes. 

4. Results 

4.1. Bio-oil composition 

Figure 5 shows the main components of bio-oil produced in the fast pyrolysis of sugarcane straw. The 
amount of sugar derived, which includes levoglucosan, hydroxyimethylfurfural, xilan and intermediate 
compounds derived from cellulose and hemicellulose represents almost 50% of the amount of bio-oil. This 
can be explained because the assumed kinetic model for fast pyrolysis only assumed primary reactions. In 
second place, the water content reaches 17.8%, followed by the aldehydes with 15.5%, which include 



 

acetaldehyde, glyceraldehyde, formaldehyde, glyoxal, furfural, and acrolein. This composition presents a 
slightly divergence from the experimental data presented by [6] for bio-oil obtained from fast pyrolysis of pine 
wood, which contains sugar derived 33%, water 24%, and aldehydes and ketones 21%. Nevertheless, 
further research is needed in order to try taking into account secondary reactions. 

 

 

Figure. 5. Main compounds in bio-oil produced from fast pyrolysis 

4.2 Bio-oil upgrading plant 

This section presents the results of the bio-oil upgrading plant simulation. Table 5 presents the main results 
of this analysis. 

 

Table 5.  Main results of the hydrotreatment, and distillation and hydrocracking sections 

Parameter Value 

Hydrotreatment  

Bio-oil production in fast pyrolysis plant
a
, t/h 21.1 

Hydrogen consumption in hydrotreatment, t/h 1.8 

Water content at the outlet of HT1 reactor (mass basis), % 36.3 

Water content at the outlet of HT2 reactor (mass basis), % 49.4 

Organic phase stream (HTORGANIC) at the vapour outlet of FALSH-1, t/h 11.49 

Water content in HTORGANIC stream (mass basis), % 0.1 

Aqueous phase stream (HTAQUEOUS) at the liquid outlet of FLASH-1, t/h 11.43 

Water content in HTAQUEOUS (mass basis), % 99.05 

Power consumption in hydrotreatment section, kW 3,310.9 

Distillation and hydrocracking  

Vapour product of FLASH-2 (FLSHGAS stream), t/h 5.11 

Hydrogen content in FLSHGAS stream (mass basis), % 22.37 

Hydrogen recovery in H2-RECY stream
b
, t/h 0.97 

Hydrogen consumption in Hydrocracking, t/h 0.28 

Renewable gasoline (GSLN-1 stream)
d
, t/h 3.45 

Renewable diesel (DISEL-1 stream)
e
, t/h 3.2 

Power consumption in distillation and hydrocracking section, kW 125.4 
a
17.8% of moisture content; 

b
85% of H2 recovery in PSA system; 

c
LHV at 15°C 34.4 MJ/kg; 

d
LHV at 15°C 44.3MJ/kg; 

e
LHV at 

15°C 33.5MJ/kg 

 



 

It can be observed, in Table 5, that the power consumption in the Hydrotreatment section resulted 
significantly higher in comparison to the Distillation and Hydrocracking section, because of the high power 
consumption in the hydrogen compressor COMP-1 (3.18 MW). The final products of the bio-oil upgrading 
plant showed a yield of 0.086 and 0.080 kg/kg of dry straw for renewable gasoline and diesel, respectively. 
The reboiler temperatures of columns C-DIST1 and C-DIST2 resulted 283.3°C and 254.6°C, respectively, 
these operating conditions being important for evaluating the heat requirements and heat integration 
opportunities. Regarding the hydrogen production, section Table 6 presents the main results. 

 

Table 6.  Main results of the hydrogen production process 

Parameter Value 

External consumption of natural gas, (or biomethane)
a,b

, kg/h 1232.7 

Desulphurised biogas consumption
c,d,e

, kg/h 2325.1 

Water consumption in reforming process, t/h 18.1 

Recirculation rate of SRH2OIN stream
f
, % 55.9 

Condensate sent to waste water treatment system (SRLIQOUT stream), t/h 5.4 

Fraction of FLSHGAS3 stream sent to reforming reactor
g
, % 28.6 

Hydrogen production in PSA-II system, t/h 1.1 

Fuels used in combustor COMB  

Off-gas from PSA-I system
h,i

, t/h 2.8 

Off-gas from PSA-II system
j
, t/h 9.6 

Gas from distillation (DISTGAS stream)
k
, t/h 0.024 

Power consumption in hydrogen production process, kW 2,884.7 
a
96.5% of CH4 (mol basis); 

b
equivalent to 72.4 kmol/h; 

c
produced from anaerobic digestion of vinasse; 

d
64.4% of CH4 (mol 

basis); 
e
equivalent to 89.46 kmol/h; 

f
split fraction of condensate recycled to reforming process specified in bifurcation BIF2; 

g
split fraction of FLSHGAS specified in bifurcation BIF1; 

h
Fraction of FLSHGAS3 stream; 

i
LHV at 15°C of 34.4MJ/kg; 

j
LHV at 

15°C, 3.84 MJ/kg; 
k
LHV at 15°C, 32.9MJ/kg 

 

4.3 Heat integration results 

Stream data adopted for heat integration is presented in Tables A1 and A2 of Appendix A, for the 
Hydrotreatment coupled with Distillation and Hydrocracking processes, and the hydrogen production 
process. Simulation results showed that the hydrotreating and the hydrocracking reactors are exothermic. In 
order to make use of this thermal energy, it was assumed that heat released from exothermic reactors is 
used to heat thermal oil that can be used as hot utility. Thus, these streams of thermal oil were taking into 
account for Composite Curves (CCs) and Grand Composite Curves (GCCs) construction. Because of the 

large amount of gaseous streams in the processes, the contribution to the Tmin was assumed to be 15°C for 
almost all streams. Process streams with phase change were divided into ranges in order to properly 
consider the available heat at different temperature levels. Figure 6a presents the GCC for the 
Hydrotreatment coupled with Distillation and Hydrocracking processes, while the GCC for the hydrogen 
production process is presented in Figure 6b. 

According to Fig. 6a, the target of minimum hot utility consumption above the Pinch resulted in 1328.34 kW, 
thus, combustion gases with an adiabatic flame temperature of 1500°C were assumed as hot utility to meet 
this energy requirement using part of FLASHGAS as fuel. Considering that combustion gases are cooled till 
the Pinch temperature of 320°C, the fuel consumption resulted in 0.0486 kg/s (0.18 t/h) (mass flow of 
FLSHGAS2 stream in Fig.4). 

On the other hand, both GCCs present available heat below the Pinch temperature that can be used to 
produce steam for the ethanol and sugar production process. The red lines in Figures 6a and 6b show these 
potentials. Since in Fig. 6a there is heat available at lower temperatures (below to 300°C), in comparison to 
Fig. 6b, the production of saturated steam at 2.5 bar (127.4°C) from available heat of hydrotreating and 
hydrocracking sections was assumed. On the other hand, the production of superheated steam at 500°C and 
65 bar was assumed in Fig. 6b (represented by the red line). The steam mass flow resulted in 17.1 t/h and 
20.9 t/h in Figures 6a and 6b, respectively. Moreover, from the superheated steam obtained in Fig. 6b, there 
is a power production potential of 3655 kW, using a back-pressure steam turbine. Thus, the exhaust steam 
from the turbine can be used to meet heat demands in the sugar and ethanol production process. 



 

 

Figure. 6. Grand Composite Curves (GCC) for (a) the Hydrotreatment with Distillation and Hydrocracking 
processes, and (b) the hydrogen production process 

Finally, Table 7 presents the impacts on the cogeneration system; detailed impacts regarding pyrolysis plant 
integration can be found in [19]. 

 

Table 7.  Impacts on the cogeneration system 

Description Base Case 
Integrated 
process 

Steam consumption in cogeneration system, t/h 214.8 153.4 

Steam produced in pyrolysis process, t/h 0 23.4 

Steam produced in upgrading plant, t/h 0 38.0 

Power consumption in pyrolysis process, kW 0 3,448.3 

Power consumption in upgrading plant, kW 0 6,321.0 

Power production in pyrolysis process, kW 0 2279 

Power production in H2 production process, kW 0 3655 

Surplus electricity, kW 40,600.0 43,060.7 

 

5. Conclusions 
The modelling and simulation of a bio-oil upgrading plant was performed in this study; moreover, the 
integration of an upgrading plant into the sugar and ethanol production process was evaluated including the 
impacts on the cogeneration system. Bio-oil upgrading through hydrotreatment requires high amounts of 
hydrogen (4.16 kg of H2/t cane for 50% of straw recovery from the field), and in this initial assessment, the 
steam reforming was assumed for H2 production, taking the biogas produced from the anaerobic digestion of 
vinasse as feedstock. Nevertheless, from the hypotheses assumed (availability of vinasse in a plant that 
uses 50% of recoverable sugars in ethanol production), an additional methane source was necessary to 
complete the required H2 production (2.47 kg/t cane of biomethane 96.5% mol). Regarding the energy 
assessment, the pyrolysis process, as well as the hydrotreating and hydrogen production process, presented 
a significant potential for steam production (28.6% of total steam consumption in the conventional mill), that 
can be integrated into the conventional sugar and ethanol production process. This could allow the reduction 
of process steam extraction in the cogeneration system of the conventional plant that operates with 
sugarcane bagasse as fuel. Thus, the electric energy production in the cycle that operates with condensing-
extraction steam turbines would increase. After the power balance, it is possible to achieve a 6% increase in 
surplus electricity. 
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Appendix A 
Table A1.  Stream data for heat integration of the Hydrotreatment and Distillation and Hydrocracking 

processes 

Stream Name 
Supply Temp. 

(°C) 
Target Temp. 

(°C) 

dT Min 
Contrib 

(°C) 

Heat Duty 
(kW) 

Bio-oil preheating – (HE1) 18.8 100   1202.9 

Feed stream reactor HT-R1 – (HE2) 93.9 250 15 5094.9 

Thermal oil – Reactor HT-R1 210 170 30 4324.2 

Feed stream reactor HT-R2 – (HE3) 250 370 15 3709.1 

Thermal oil – Reactor HT-R2 350 210 30 7873.8 

Product of reactor HT-R2 (1) – (COOL-1) 370 250 15 2332.1 

Product of reactor HT-R2 (2) – (COOL-1) 250 35 15 10494.0 

Feed stream of column C-DIST1 – (HE4) 81.9 212 15 614.0 

Feed stream reactor HC-REACT – (HE5) 132.7 420 15 451.1 

Product of reactor HC-REACT – (HE-6) 430.5 32 15 573.8 

Hydrocracking reactor – HC-REACT 350 210 15 406.4 

Reboiler of column C-DIST1 283.3 283.3 15 1002.5 

Condenser of column C-DIST1 32 31.9 15 1213.6 

Reboiler of column C-DIST2 254.6 254.58 15 667.4 

Condenser of column C-DIST2 80.5 80.48 15 1122.9 

 

Table A2.  Stream data for heat integration of the hydrogen production process 

Stream Name 
Supply Temp. 

(°C) 
Target Temp. 

(°C) 

dT Min 
Contrib 

(°C) 

Heat Duty 
(kW) 

Water preheating (HE7) 44.6 259.9 15 5353.0 

Feed stream SR-REACTOR (1) – (HE8) 204.3 227.7 15 2308.6 

Feed stream SR-REACTOR (2) – (HE8) 227.7 270.3 15 6925.8 

Feed stream SR-REACTOR (2) – (HE8) 270.3 500 15 3462.9 

Steam reforming reactor SR-REACT 949.99 950 15 16841.3 

Product of SR-REACT – (HE9) 950 310 15 10457.3 

Water-Gas-Shift reactor (WGS) 350 349.9 15 -250.3 

Product of WGS (1) – (HE10) 350 210.6 15 2186.7 

Product of WGS (2) – (HE10) 211 77 15 9839.9 

Feed stream of combustor – (HE11) 115.4 300 15 4947.0 

Exhaust gases – (HE12) 1500 980 15 16841.3 

Exhaust gases – (HE14) 980 150 15 24002.8 
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Abstract:

This work targets sustainable livestock farming, with the aid of cost-effective, novel renewable energy sources
(RESs). A literature review showed that evaluating the energy consumption in the livestock sector is not
straightforward. Therefore, a model was made to estimate the heating and cooling demands of a pig farm
throughout the year. Various combinations of RES technologies are compared with respect to the current
installation and an economic and ecological assessment is performed. The possible technologies are: PV
panels, PVT panels, solar collectors, heat pumps, wind energy and batteries (both thermal and electrical). The
assessment allows estimating the investment cost, life-cycle cost (LCC) and greenhouse gas (GHG) emissions
from energy usage of different selections and sizes of renewable technologies. The boundary conditions for the
studies are taken from an actual pig farm in Belgium. Autonomous energy creation with solar energy and/or
wind generation in combination with a heat pump proves to be the most promising solution to reduce GHG
emissions according to the model. The model and results will be evaluated with actual performance data by
means of installing heat pumps, PVT panels and thermal storage at the pig farm.

Keywords:

Renewable energy, livestock, pig farm, energy optimization, economical assessment, prediction model

1. Introduction

According to Paris et al. [1], the livestock sector is one of the main energy consumers in the European Union
(EU). A large part of this energy is still provided by fuel oils and natural gas. The goal of RES4LIVE1, a project
that received funding from the European Union’s Horizon 2020 research and innovation program (grant agree-
ment No 101000785), is to defossilize the livestock industry by researching the implementation of optimized
designs and combinations of RES. Looking at the energy needs of different farms, an optimal solution based
on investment cost, life-cycle cost (LCC) and greenhouse gas (GHG) emissions should be calculated. In the
current work, the model developed for this purpose is explained and some initial results are presented.

The goal of Section 2. is to frame the energy consumption of livestock in the EU and Flanders (a region in
Belgium). In 2021, a survey was held in Flanders about energy consumption in pig farming whose results can
be found at the end of the section. In Section 3., the calculation model (made in Python) is explained as well as
its application to a pig farm in Belgium called the ‘Varkenscampus’, together with the corresponding sensitivity
analysis. At the end, some remarks about future work are presented.

2. Energy consumption in livestock

Even though the livestock sector is claimed to be one of the main energy consumers in the EU by Paris et
al. [1], there is no standardized methodology to measure the energy usage in livestock. At the moment, the
livestock’s energy consumption pattern is derived from literature reviews or by performing analyses in a local
environment. There is no detailed database available yet. In this section, the currently known energy usage
in the livestock sector is discussed on three different levels. First, a literature review is performed to frame the
energy consumption in livestock across the EU. Secondly, a biennial study performed by the Department of
Agriculture and Fisheries about agriculture in Flanders (Belgium) is discussed. Thirdly, a recent survey was
launched whose results are reported in this work.

2.1. Energy consumption in livestock across the EU

In Paris et al. [1], a literature review was conducted by the Agricultural University of Athens that gathered some
papers on the subject. The review summarizes several direct and indirect energy uses from several livestock

1res4live.eu/

https://res4live.eu/


farms including dairy cattle, beef cattle, pigs, laying hens and broilers. Direct energy covers all energy used on
the farm, while indirect energy refers to all outside usage, e.g. feed processing. To be able to equally compare
energy consumption across all types of livestock farms, it is scaled per amount of end product produced by
the farm. For all livestock categories, this is done per kg produced meat or eggs, except for milk production.
To obtain similar values for milk, a unit is needed that takes into account the extra fat and protein production.
The energy corrected milk production (ECM), expressed in kg, is the unit that fulfills this purpose. The total
energy consumption can be roughly estimated by taking the mean of the results reported by Paris et al. [1] and
multiplying these with the total production in Europe. This is done to obtain the total energy usage mentioned
in Table 1.

Table 1: Estimation of the total energy consumption of different livestock farms across Europe in one year
according to Paris et al. [1], the † indicates a number that could not be retrieved from Paris et al. [1] and was
extracted from the Eurostat database [2] instead, with the mean weight of an egg assumed to be 60g.

Livestock type Total production Avg. energy per kg Total energy usage Direct energy

in the EU [109 kg] production [MJ/kg] in the EU [1010 MJ] [%]

Dairy cattle 158 3.7 58 15-48
Beef cattle 7.9 49.9 39 60-70

Pork 23.8 19.3 46 20
Poultry meat 15.29 14.36 22 25
Laying hens 4.35 † 22 9.6 25-46

From the results reported by Paris et al. [1], it can also be concluded that the main contributor to energy
consumption is the feed (indirect). In this paper however, the focus lies on the direct energy consumption. The
percentage of direct energy consumption is indicated in Table 1. Although it is not as large as the contribution
of the feed, it is still significant, especially in laying hens and beef production. A large share of this on-farm
energy consumption is still produced by fossil fuels. Other energy sources are the electricity grid (still lacking
green sources in many countries) and natural gas. By converting this direct energy consumption to renewable
energy sources (RESs), a noteworthy improvement can be made in the climate impact of livestock.

2.2. Energy consumption in livestock across Flanders (Belgium)

In Flanders, the Department of Agriculture and Fisheries publishes an exhaustive report every two years about
all agricultural related activities. Their most recent report [3] was written in 2017, but biannual updates can be
consulted at [4]. In Fig. 1, a brief summary of the results concerning energy consumption in livestock is given.
Pork, dairy and beef take up about 20% of the total energy consumption in Flanders. Poultry has been left out
of this discussion due to insufficient data available.

Figure 1: Results adapted from the Department of Agriculture and Fisheries [4] about (a) the energy con-
sumption of agriculture in Flanders per sector with livestock indicated by red rectangles and (b) the energy
consumption in livestock per carrier, poultry is not mentioned in this data since there is no detailed data avail-
able yet.

As can be seen in Fig. 1b, most energy comes from light fuel oils, such as gasoline and diesel fuel. The main
consumers of these fuel oils are tractors for tillage. Another purpose is additional heating during winter by



e.g. heat canons. The latter is mostly for pigs, since cows do not need as much heat. Runner up is biomass,
which shows that Flemish farmers have been making efforts in using cleaner energy. The energy balance [4]
reported by the Department of Agriculture and Fisheries over the past 10 years, shows a rise of about 10 000
TJ in biomass energy generation across all agriculture. The biggest consumer of natural gas in Flanders is the
pig industry. This phenomena can be attributed to the use of hot water systems for floor heating, providing the
high heating needs for piglets, and sanitary hot water, used for cleaning and showers. According to Paris et
al. [1], electricity from the grid is mainly used for ventilation, present in all livestock farms; heat lamps, appearing
mostly in pig farms; and milk cooling for dairy cattle. Beef cattle requires the least amount of electricity. The
Department of Agriculture and Fisheries [4] shows that during the last 10 years, the latter sector even produced
a net amount of electricity by installing photovoltaic (PV) panels on their large roofs. Other energy sources are
thus mainly solar panels, but can also be small wind turbines, heat pumps etc.

2.3. Energy survey in pig farming across Flanders

In 2021, a survey was launched by Flanders Research Institute for Agriculture, Fisheries and Food (ILVO)
for Flemish pig farmers. This survey was meant to probe their current energy installations. There were 38
correspondents composed of 25 farrow-to-finish (farmers that have a sow herd to breed piglets and rear these
from birth to slaughter - so the entire life-cycle of the pig), 11 fattening pig farmers (farmers that buy piglets
and rear them until slaughter) and 2 sow farmers (farmers that have a sow herd to breed piglets and sell these
piglets). In this subsection, the results are presented. Initially, the heating system of the participants’ farms was
asked. Heating is the main energy consumer in pig farming, since newborn piglets need a high temperature
of about 35◦C. In intensive pig farms, it is not unusual to have new piglets every three weeks meaning this
high temperature demand is often required. Therefore, knowing the heating system offers valuable information
about the energy consumption of the farm. The results about current installations can be found in Fig. 2. Most
of the pig farmers still use fuel oil to heat up their farms. This result is in line with the literature review performed
by Paris et al. [1]. It indicates that improvement is still possible in many farms. Almost all participants already
took measures to reduce their energy consumption, especially on electricity.

Figure 2: Survey results about energy consumption in pig farming with the horizontal axes representing the
amount of participants (38 in total): (a) presents the currently installed heating systems on the participants
farms and (b) which measures they already took to reduce their energy consumption.

In the next part of the survey, the participant’s motivation about switching to renewable energy sources was
questioned. All participants were asked to rate the importance of a project on introducing renewable energy in
pig farming on a 5-point scale. The results of the survey were that 76.3% of participating pig farmers scores
this type of project with an importance of 4 or 5 out of 5. Of the respondents, 92.1% thinks more energy saving
measures are possible on their farm and 76.3% already owns a renewable energy source. These numbers
conclude that switching to renewable energy is deemed important among pig farmers. Most of the farmers
already made some efforts, but still think more energy saving measures are possible on their farms. This can
also be concluded from the results in Fig. 3, in which their encountered difficulties were questioned. Lack of
investment budget and insufficient knowledge about the needed capacity, system requirements and current
legislation are the main obstacles for farmers.

From this section, it can be concluded that livestock in general has a high energy demand and a lot of im-
provement can still be made to convert to clean energy. In the residential and industrial sector, many optimized
and adapted RESs are already present. The goal of this work is to evaluate these solutions for the livestock
sector. A generally applicable calculation tool was created to optimize the combination and design of RESs



Figure 3: Survey results about energy consumption among pig farmers (38 participants): (a) which RESs the
participants are considering and (b) the barriers they encounter to install (more) RESs.

for farm-specific cases. In the next part of this paper, the simulation methodology is explained and applied
to a pig farm in Belgium, called the ‘Varkenscampus’. The calculated parameters are investment cost, LCC
and GHG emissions. Such a tool could fill the gap of insufficient knowledge about system requirements and
needed capacities of RESs by livestock holders.

3. Calculation tool

A calculation tool was made in Python to find optimal combinations of RESs that are fine-tuned to the specific
energy demands of livestock farms. A first version was made by Faes [5]. This paper expands further upon this
tool and tests its sensitivity to several parameters. The calculation is based on the Varkenscampus, located
in Melle (Belgium). This is a commercial farrow-to-finish pig farm with a maximum capacity of 136 sows, 576
piglets, 640 fattening pigs, 12 young sows and 2 boars. This puts the Varkenscampus into the category of a
small to medium pork producer. Currently, the energy demand of the farm is provided by a connection to the
grid and a condensing natural gas boiler. The electricity is mainly used for ventilation and heat lamps, while the
condensing boiler provides hot water for floor heating, air heating and sanitary hot water. The tool takes into
account past energy consumption patterns and satisfies this demand with predefined combinations of RESs.
Subsequently, the investment cost, LCC and GHG emissions can be calculated for every combination. Finally,
the optimal combinations are found by using Pareto optimization.

3.1. Explanation of the tool

The Python tool consists of multiple parts, each of which is explained below. The starting point is the construc-
tion of an hourly energy demand of the farm. These energy requirements must always be met, otherwise there
would be discomfort for the animals. A reference case is obtained by implementing parameters of the current
(existing) condensing gas boiler. Finally, the calculated output parameters of all the possible installations are
scaled to this reference case.

3.1.1. Estimation of the energy demand

An hourly energy demand is required as input for the tool. To achieve this, the energy demand is separated
into two flows: the electricity demand and the heat demand.
Electricity demand
The electricity demand profile of the farm is constructed based on monthly measurements at the Varkenscam-
pus. The monthly usage was averaged out to obtain an hourly mean value. The total electricity demand of the
farm in the year 2020 was 107 MWh.
Heat demand
The calculation of the heat demand is less straightforward since it cannot be measured directly and many
factors need to be taken into account. These factors, among other things, consist of:

• The farm’s building materials and isolation.

• The amount of pigs per compartment and their heat production.

• The complete heating system (sanitary hot water, air heating, floor heating etc.).

• The required heating and/or cooling for the pigs.

• Ventilation and relative humidity at which the pigs feel comfortable.



• The weather conditions outside.

In 2021, the calculations were performed by De Win [6] and eventually adjusted by Faes [7]. They created
a steady-state model, which calculates the heat flow in and out of the barn. Documentation of the barn’s
building process provided the necessary information on the building’s properties. From a literature study [8],
the heat production and comfort requirements of pigs can be found. Subsequently, the hourly heating/cooling
demands for air and underfloor heating can be estimated. This is done per compartment to take into account
the occupation rate, age of the pigs and existing heating system. For example, some compartments have no
air heating installed, while other ones require both air and floor heating. Different compartments will also have
different ages of pigs at any time, which effects the heat production and comfort needs in that compartment at
that moment.

In the end, two separate hourly heat demands were obtained: one for the high temperature water cycle (60◦C)
used for air heating (twin tubes), and one for the low temperature water cycle (40◦C) used for floor heating.
The high temperature heat demand is calculated by taking the required heat demand of every zone. It takes
into account all of the above-mentioned factors. The low temperature heat demand is calculated with the
characteristics of the heating mats in combination with the weekly occupation rate of newborn piglets of the
farm in 2020. When piglets are present and they are younger than 4 days, the 16 available heating mats (each
able to deliver 180W) are put at full power. When the piglets have the age of 4 to 7 days, the mats are put at half
their power. In 2020, new piglets were born every 21 days. Consequently, the low temperature heat demand
follows a periodic cycle of 21 days with 3 separate values per zone depending on the age of the piglets. In the
end, the calculated heat demand in 2020 is about 212 MWh corresponding to an estimated consumption of
20,000 m3 natural gas.

3.1.2. Selection of RES

In a next step, the model adds a selected combination of RESs to the current installation. These combinations
are shown in Table 2. The currently installed natural gas boiler is included in the first row and taken as the
reference point. The selection is made by taking the size of the Varkenscampus into account. As can be seen,
the heat pump options are chosen in pairs indicated by a pair of brackets. Considering the two different heat
demand profiles, it is more efficient to have two separate heat pumps with one operating continuously than
one of a bigger size operating in on/off mode [6]. Running over every possible combination results in 123,480
possible scenarios, however not every scenario is sensible. Batteries are useless without an autonomous
source of electricity and are therefore left out of the calculation if no such source is present in the scenario.

Table 2: Selection of energy systems to be calculated by the model, the square brackets are used to indicate a
pair of heat pumps in the configuration, with first the high temperature heat pump (60°C), and second the low
temperature heat pump (40°C).

Energy system Unit Options

natural gas boiler kW 60

PV panels m2 0 − 10 − 50 − 100 − 500 − 1000

ST panels m2 0 − 10 − 50 − 100 − 500 − 1000

PVT panels m2 0 − 10 − 50 − 100 − 500 − 1000
heat pump(s) kW 0 − [60, 0] − [55, 15] − [30, 30]

electrical battery kWh 0 − 2 − 5 − 10 − 100
thermal storage (water) liter 0 − 250 − 800 − 1000 − 2500 − 3000

wind turbines kW 0 − 15 − 30

For every scenario, a steady-state model for the energy flow over a period of one year is performed. Besides
the electricity and heat demand of the barn (see 3.1.1.) and the sizing of possible RESs combinations (Table
2), several other input parameters are needed. These include set parameters related to the steady-state model
and weather parameters describing the boundary conditions of the RES (Table 3). The latter consists of the
local solar irradiance (qsun in W/m2) and the wind velocity (vwind in m/s). At the Varkenscampus, a weather
station is installed that measures these at an hourly basis.

The RESs’ hourly energy generating functions depending on the measured weather conditions are described
by Eq. (1) to Eq. (5). Eq. (1) calculates the power P [W] generated by a surface size A [m2] of PV panels. The
model uses PV panels that generate 1 kWp per 7 m2.

PPV = qsun
APV

7
(1)



Table 3: Chosen parameters to create the steady-state model.

Parameter Value

time step 1 hour
simulated period 1 year
boiler efficiency 95%
low temperature heating 40 ◦C
high temperature heating 60 ◦C
low temperature nominal COP 5
high temperature nominal COP 3.5
COP nominal temperature 17 ◦C
initial battery charge 0 kWh
initial thermal storage temperature 40 ◦C
maximal thermal storage temperature 90 ◦C

Eq. (2) describes the heat Q [W] generating profile of solar thermal (ST) panels. These panels generate 4
times the solar irradiance per surface size of 7 m2, which results in an energy production of 500 kWh/m2

/year.

QST = qsun 4
AST

7
(2)

For practical reasons, the generating profile of the photovoltaic thermal (PVT) panels is seen as a hybrid
between PV and ST panels, relatively described by Eq. (3) and Eq. (4). They generate 80% of the electricity
that PV panels would generate and 70% of the heat generated by the ST panels.

PPVT = 0.8 qsun
APVT

7
(3)

QPVT = 0.7 qsun 4
AST

7
(4)

Finally the electricity generated by n small wind turbines with each a power Punit of 15kW is given by Eq. (5).
The measured wind speed at a height of 10m is multiplied by a factor 1.3 to correct for the height of the wind
turbine’s blades, which is 15m. The nominal wind speed at which nominal power is reached, is 7.8 m/s.

Pwind = n Punit

(

1.3 vwind

7.8 m/s

)3

(5)

3.1.3. Simulation methodology

Starting from the energy demand mentioned in section 3.1.1., the tool tries to satisfy this demand in subsequent
order:

1. Fulfill the heat demand by using heat pumps, if any are installed.

2. If PV, ST, PVT panels and/or wind turbines are installed, their energy is used to its full capacity. Without
heat pumps installed, their produced energy goes to the heating or electricity systems of the farm. If heat
pumps are present, their energy is first provided to the heat pumps. If the energy production exceeds the
total demand, the excess is put back onto the grid or lost in case of heat excess. If the heat demand is
not fulfilled, electricity is taken from the grid if heat pumps are present, else the condensing gas boiler is
used.

3. If storage systems are present, they are filled to their maximum capacity before sending electricity to the
grid or losing heat.

Subsequently, an hourly energy balance of all 123,480 scenarios can be calculated.

3.1.4. Cost and emission functions

The energy consumption pattern is now known for every scenario. Next, the parameters necessary to calculate
the investment cost, LCC and GHG emissions are introduced in this subsection.

Investment cost
The investment cost is estimated from selling prices of local vendors. The condensing boiler and wind turbine
are easiest to define since they exist as one unit. The prices chosen are:



• Condensing gas boiler: C15k (purchase price at Varkenscampus).

• Wind turbine: C60k (estimated from a commercial wind turbine [9]).

The other cost functions depend on the size of the installation. This phenomena can be attributed to the initial
installation cost. They are represented by the functions in Fig. 4. To estimate these functions, the prices of
several installation sizes were consulted. PV panel prices [10] and ST panel prices [11] were obtained from
online sources. Prices of PVT panels are derived from these two and calculated with Eq. (6).

PVT = PV +
ST

2
(6)

The heat pump prices were obtained from De Win’s dissertation [6]. The prices for thermal storage tanks [12]
and batteries [10] were also obtained online.

Figure 4: Cost functions of the renewable energy sources with prices depending on the size, the functions are
interpolated from local vendor prices with (a) price function of PV panels [10], ST panels [11] and PVT panels
according to Eq. 6, (b) heat pump prices [6], (c) prices of thermal storage tanks (water) prices [12] and (d)
battery price function [10].

Life-cycle cost
The LCC takes into account the lifetime of the RES and their operational cost. When energy prices are high,
it is self explanatory that autonomous energy generation would become more economical in the long run. The
LCC is calculated using Eq. (7)

LCC = IC0 +

n
∑

i=0

ECi + ICi

(1 + r )i
(7)

The summation is done over a period of n = 20 years. Every year, the operational cost and potential replace-
ment cost of the total combined system is calculated. IC0 is the initial investment cost, calculated with the cost
functions in Fig. 4. This cost reoccurs when the energy system’s life is shorter than the 20 years, indicated
in the sum by the term ICi . In Table 4, an overview of the chosen lifetimes is given. Next in line is the oper-
ational cost, which is indicated by ECi . It is calculated by multiplying the current energy tariffs and the yearly
energy consumption resulting from the steady-state model. The energy tariffs can be found in Table 5 and
were obtained from the VREG (Energy Regulator in Flanders) database [13]. At last, the reduction factor 1

(1+r )i

appearing in Eq. (7) represents the reduction in monetary value over the years. The parameter r is the internal
rate of return and is chosen to be 6%.



Table 4: Lifetimes for the selected energy systems

Energy system Lifetime (years)

condensing gas boiler 15
PV panels 25
ST and PVT panels 20
heat pump 20
electrical battery 8
thermal storage tank 20
wind turbine 20

Table 5: Energy tariffs in Flanders in 2022 [13].

Energy source Cost [C/kWh]

electricity cost 0.5
gas cost 0.2
injection cost -0.15

Greenhouse gas emissions
Just like the operational cost, the GHG emission is calculated by multiplying the energy demand from the
steady-state model with the relevant parameters representing the GHG emissions. This is just a simple esti-
mate without taking into account the GHGs emitted during the creation process of the RESs. For electricity from
the grid and natural gas consumption, the equivalent CO2 per kWh is given in Table 6 and were respectively
obtained from the European Environment Agency [14] and Casasso et al. [15].

Table 6: Equivalent CO2 emissions of the Belgian grid and the consumption of natural gas by a condensing
boiler.

Energy source Effective CO2 [kg/kWh]

electricity grid 0.20 [14]
gas boiler 0.25 [15]

3.2. Results

In Fig. 5 the results of the calculation are shown. All three parameters are represented in this graph (i.e.
investment cost, LCC and GHG emissions). To better investigate the results, an interactive version (in Plotly)
was made to observe which RESs are present in a selected scenario.

Figure 5: Scatter plots containing all 123,480 combinations from Table 2 with every dot representing a sce-
nario for which the calculation was performed over one year, the results are expressed relative to the current
installation which can be found at (1,1,1). In (a) results with a lower LCC compared to the current installation
are plotted and in (b) those with a higher LCC, the optimal solutions can be found on the plotted lines (Pareto
front).

A first observation is the separation into two clouds. The upper one has the most GHG emissions, but starts
at the lowest investment cost compared to the lower cloud (only starting at a relative investment cost of 4
times the original scenario). This is due to a lack of heat pumps in the upper clouds, while the lower cloud



represents all scenarios where heat pumps are present. To find the optimized solutions, the Pareto front was
calculated for GHG emissions and investment cost for the selection of results with a lower relative LCC (Fig.
5a) compared to the original installation (in other words LCC < 100%) and with a relatively higher LCC (Fig.
5b). This division was made to take into account the third parameter, since the Pareto front is only calculated
with two parameters. The principle is based on Pareto optimality in which two parameters are compared. If one
parameter improves, it is imposed onto the other parameter that it cannot degrade. If one parameter improves
to the detriment of the other one, the solution is discarded. This results in a front along the minima of both
parameters, as can be observed in Fig. 5. By walking down this Pareto front, the optimized combinations can
be recognized. For a lower LCC, the order is as follows:

PV > ST > PVT > thermal storage > heat pumps > electrical battery > wind turbine

and for a higher LCC:

PV > electrical battery > PVT > ST > thermal storage > heat pumps > wind turbine.

For clarity, these Pareto fronts are visualized in Fig. 6.

Figure 6: Pareto fronts representing an optimization of greenhouse gas emissions and investment cost, to
take into account the third parameter (LCC) a separation was made between a relatively higher or lower LCC
than the original installation at the Varkenscampus (natural gas boiler and grid connection), the boxes indicate
the energy sources encountered in the configurations when walking along the fronts.

From these observations, it can be concluded that both Pareto fronts agree on installing solar panels first,
preferably with heat production and storage. Taking this into consideration it seems that renewable energy
systems are best integrated before installing a heat pump. Furthermore, installing a heat pump results into a
large jump of 35% in the reduction of GHG emissions. Combining a heat pump with green energy, the GHG
emissions are reduced by 55%. With the chosen parameters, the lower LCC Pareto front also results into the
best case scenario for reducing GHG emissions compared to the higher LCC Pareto front. However, changing
some parameters can cause the opposite to be true. This will be discussed in section 3.3. Batteries emerge
sooner when walking along the front for higher LCC, which might be due to their short lifetime in the LCC
calculation. Configurations with wind turbines appear last (starting at a relative investment cost of 8) on both
fronts as their installation cost is the highest of all resources. However, they appear much sooner for lower
LCCs indicating an economic advantage over longer periods.

3.3. Sensitivity analysis

A sensitivity study was made to see how the results behave when inserting different parameters. The changes
are compared to a base case, for which the previously explained result is chosen. The adjusted parameters
are shown in Table 7 with a variation in the relevant ranges. The influence of these variations on the optimized
solutions can be derived from their influence on the Pareto fronts. This is shown in Fig. 7. The influence of the
parameters corresponding to GHG emissions and energy costs will be discussed separately.



Table 7: Used alterations to the tweaked parameters.

parameter [unit] ref. case variation in relevant range %

CO2-eq. emissions of the grid [kg/kWh] 0.20 ± 0.05 25
CO2-eq. emissions of the gas [kg/kWh] 0.25 ± 0.05 20
electricity price [C/kWh] 0.50 ± 0.25 50
gas price [C/kWh] 0.20 ± 0.1 50
injection cost [C/kWh] 0.15 ± 0.1 67

Figure 7: Influence of different parameters on the optimized solutions or Pareto fronts, the reference case
from Fig. 5 is given in blue (in some cases, these blue lines are covered but they are the same everywhere),
with a full line representing fronts with a lower LCC compared to the original scenario (where LCC = 1) and
the dashed lines fronts with higher LCC, the studied parameters are (a) GHG emissions from the electricity
network (b) GHG emissions from the natural gas boiler (c) electricity cost (d) gas price and (e) injection cost.

Influence of the equivalent CO2 emission
The variation of the equivalent CO2 emissions for the electricity and natural gas causes a vertical shift in the
dispersion of the 123,480 scenarios. Their effect is inversely proportional. While a lower GHG emission factor
for the grid (Fig. 7a) drives the clouds together, the opposite is true for the GHG emission related to natural
gas burning (Fig. 7b). Therefore, these parameters additionally influence the reduction in GHG emissions
when installing heat pumps. In the reference case, a reduction of 35% was seen. A variation of 20% on the
electricity emission factor can cause this jump to reduce or increase by 8%. Further analysis indicates that a
relative variation of the gas emission factor has a bigger influence on the data than the grid emission factor.
The LCC and investment cost are left unchanged.

Influence of the energy prices
The variation in energy prices has a significantly higher effect on the results, especially on the Pareto fronts.
Some variations even flip around the high and low LCC fronts, making configurations with a higher LCC more
beneficial to reduce GHG emissions. This event occurs for high electricity prices (Fig. 7c: cE = 0.70 C/kWh) or
low gas prices (Fig. 7d: cG = 0.10 C/kWh), causing a higher LCC for all scenarios containing heat pumps. The
order encountered when walking along the Pareto fronts are the same as mentioned before (section 3.2.), but
investing in a heat pump when electricity prices are high is detrimental for the LCC. This causes the front with
higher LCCs to jump to heat pumps already at a lower investment cost than the front with lower LCCs. A higher
investment cost is thus needed to make the reduction in GHG (by installing heat pumps) and simultaneously
be beneficial to the LCC. When the electricity price is low (Fig. 7c: cE = 0.30 C/kWh) or the gas price high
(Fig. 7d: cG = 0.30 C/kWh), the two Pareto fronts disperse until heat pumps no longer occur into the optimized



configurations with a higher LCC (the dashed line never reaches into the lower cloud at acceptable investment
costs). In such scenario, heat pumps come out on top both economically and ecologically. Further analysis
indicates that the influence of electricity and gas prices on the LCC is opposite: a low electricity price causes
a generally higher LCC and vice versa. Again, a relative variation of the gas price a bigger influence on the
results than the electricity price. The injection cost barely has any influence (Fig. 7e), since this cost only
occurs for overproducing configurations and is relatively small compared to the other costs.

It can be concluded that realistically occurring changes in energy prices result in different optimal solutions.
This is not very convenient if the tool is to be used to calculate economically optimized configurations. A
solution could be to better predict the LCC by improving Eq. (7) and introducing life-cycle assessments. On
a more positive note, the jump in GHG emissions owing to heat pumps is consistent throughout all parameter
ranges.

4. Conclusion

A tool was made to calculate the influence of different combinations of RESs on livestock barns. From the
simulations some preliminary conclusions can be drawn. The installation of a heat pump is most effective on
GHG emissions when green energy sources are already present. This causes a reduction in GHG emissions of
55% compared to the current gas boiler installation at the Varkenscampus (reference case). Due to their high
investment cost, scenarios containing heat pumps only start occurring at relative investment costs of 4 times
that of the gas boiler or higher. However, with moderate energy prices they are beneficial to the LCC except
when electricity prices are high or gas prices are low. All optimized solutions agree on investing in solar energy
first, preferably with heat production and storage. This is a sensible result, since the Varkenscampus and pig
farms in general, require a lot of heat. The best investment would be a wind turbine resulting in scenarios with
the lowest LCCs. Unfortunately, they only come into the picture at a relative investment cost of 8.

Future work
The calculation tool requires further testing and fine-tuning. In the near future, two heat pumps, 50 m2 PVT
panels and a buffer tank of 800 liters will be installed at the Varkenscampus. This will be the calculation tool’s
first validation. Secondly, the tool needs to be expanded to other type of farms. As for the fine-tuning aspect,
the cost and emission functions are pretty rough estimations at the moment. More sensitivity analyses must
be performed on other parameters as well. It might be useful to connect the tool to energy price predictions on
the web. Taking life-cycle assessments of the relevant RESs into account, would be an improvement as well.
Many improvements are still to be made to the tool, but it already produces some sensible results. Fine-tuning,
testing and adapting the tool to other farms can result into a positive contribution to the energy transition in
livestock.
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Abbreviations

RES renewable energy source

GHG greenhouse gas

LCC life-cycle cost

PV photovoltaic

PVT photovoltaic thermal

ST solar thermal
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Abstract: 

The vinasse, produced as the bottom product of the distillation column of the ethanol production process, is 
the main liquid residue of this industry, whose disposition represents a problem for the industry because of 
its high production rate, which ranges from 10 to 15 litres of vinasse per litre of ethanol produced. In this 
way, the evaluation of technologies that could reduce the vinasse volume—either reducing its production 
during ethanol production process or its volume once already produced—is advantageous to the process 
and its sustainability, seeing as a lower amount of vinasse would allow a better and appropriate disposal of 
this effluent. This way, this work addresses the vinasse problem by a preliminary exergy cost analysis of two 
different technologies for vinasse volume reduction and a Base Case for comparison purposes; being the 
analysed cases: i) a Base Case (conventional production process), ii) the introduction of the VHG (Very High 
Gravity) fermentation with the use of ejectors as complementary refrigeration system, aiming at utilising a 
more concentrated most during fermentation to produce a wine with a higher ethanol content, thus reducing 
the amount of vinasse produced in the distillation step. The analysis aims at comparing the unitary exergy 
costs of the main products and by-products of the different alternatives, and identifying the processes with 
the highest irreversibilities associated, which resulted in the fermentation with distillation volume control, with 
values of 37.1% and 41%, for the conventional and VHG cases, respectively. 

Keywords: 

Vinasse; VHG fermentation; Exergy cost. 

1. Introduction 

The sugar and ethanol industry from sugarcane has an important role in the Brazilian agribusiness, being the 
ethanol demand quite significant in the Brazilian market [1], [2]; resulting in a desire of a more efficient 
ethanol production. Thus, seeing as the fermentation is a crucial step in ethanol production, where it is 
formed through a biochemical reaction lead by yeast, a more efficient fermentation process will lead, 
therefore, to an improved ethanol production. In this way, maintaining an adequate fermentation temperature 
is essential to favour ethanol production, as one of the most important parameters in this process. That being 
so, a low-temperature fermentation has been proved to result in higher ethanol yields since a more 
concentrated substrate can be used [3]. 

By lowering the fermentation temperature, a higher ethanol concentration in the wine is obtained, since the 
inhibition of organic acids and ethanol is reduced, and the flocculation and bacterial contamination is better 
controlled. In addition, a fermentation temperature lower than the conventional one, also allows the use of a 
high substrate concentration in the must, leading, in turn, to a Very High Gravity (VHG) fermentation, which 
is an emerging and versatile technology that offers great savings in process water and energy requirements 
during the distillation and fermentation steps, by reducing the size of distillation columns and decreasing the 
power consumption of yeast centrifugation, respectively, because of the higher concentrations of sugar in the 



substrate, which leads to a higher final ethanol concentration in the medium. In addition, seeing as the 
ethanol content is higher in the wine, the amount of water and impurities is reduced, thus producing a lower 
amount of vinasse [3]–[5]. 

That being said, a cooling system is necessary to reach and maintain an adequate temperature. Since the 
fermentation process is an exothermic reaction, cooling towers have been conventionally used to control and 
maintain a fermentation temperature of around 34°C. Nevertheless, sometimes, the cooling water provided 
by cooling towers cannot achieve a temperature low enough to reach an appropriate fermentation 
temperature range because of adverse environmental conditions. In this way, alternative refrigeration 
systems are necessary when a fermentation with high sugar concentration in the substrate is applied.In this 
way, this work assesses the VHG fermentation against the conventional production process through a 
preliminary exergy cost analysis. In order to mantain the fermentation temperature in appropriate levels that 
make viable the VHG fermentation, a complementary refrigeration system based on ejectors was assumed 
for this case. Regarding the exergy cost assessment, this is a tool that aims at identifying the location, 
magnitude and source of thermodynamic losses (irreversibilities) in an energy system. Furthermore, it 
calculates the cost associated with the exergy destruction and exergy losses; besides assessing the 
production costs of each product in an energy-conversion system that has more than one product. The 
exergoeconomics is also used to compare technical alternatives and facilitates feasibility and optimisation 
studies [6]. Although the application of ejectors in cooling systems, as well as the assessment of the VHG 
fermentation, have already been regarded in the literature separately, there is a lack of studies either 
combining these technologies or evaluating the impacts of the VHG fermentation in the production and 
cogeneration systems; besides, studies evaluating these systems from exergy and exergy cost approaches 
are yet to be found. 

2. Processes description and evaluated cases 

2.1. Case i: Conventional fermentation – Base Case 

A conventional fermentation was considered as a “Base Case,” according to Figure 1.  

 

Figure. 1.  Conventional fermentation operating with 8 fermentation vats, using water from the cooling tower 
as the only cold utility. 



A cooling tower was adopted to supply water to meet the requirements of cold utilities in the plant, including 
removing the heat from the fermentation exothermic reaction, since this is a cooling system that is usually 
adopted in the industry. In this system, cooling water is used in the heat exchangers of fermentation vats, must 
cooling, and distillation system. A fermentation system operation with 8 vats was assumed, where 6 vats are 
being cooled simultaneously. 

 

2.2. Case ii: VHG fermentation using an ejector system 

Refrigeration systems based on the use of ejectors are an attractive alternative to compression vapour and 
absorption refrigeration systems because of their mechanical simplicity, which represents an easy 
maintenance and operation. Notwithstanding, some drawbacks of these systems include an increase in 
steam and energy consumption, as well as the high vacuum required in the evaporator [3]. In this study, a 
two-stage ejector system was chosen to aid the cooling tower, according to Figure 2. First, the chilled water 
(14°C) from the ejector system is used to refrigerate the fermentation vats and cool the must down to 28°C. 
Then, the cooling water that returns from the fermentation vats and must heat exchangers (stream 122) is mixed 
with the return water from the cooling tower (stream 121); this mixture is sent to a first flash tank at 20°C, where 
the first ejector is driven using steam at 9 bar. Next, the cooled water in this first stage is sent to a second flash 
tank at 14°C, whose low temperature is maintained by the vacuum generated by the second ejector. The chilled 
water is then sent to a buffer tank for storage before use. Afterwards, the steam at the ejectors’ outlet (streams 
119 and 120), at an intermediate pressure, is condensed in a barometric condenser. Finally, a fraction of this 
condensed water (stream 113) is sent to the cogeneration system of the mill, while the rest is cooled in the 
cooling tower. The fermentation operation assumed 8 vats, where 3 vats are cooled with chilled water and 3 are 
cooled with cold water from the cooling tower, simultaneously. 

 

Figure. 2.  Low-temperature fermentation operating with 8 fermentation vats, using cold and chilled water 
from the cooling tower and ejector system, respectively, as cold utilities. 

2.3. Cogeneration system 

The cogeneration system adopted was based on a Rankine cycle, considering back-pressure steam turbines, 
where the steam generation depends on the steam consumption of the overall production process. Figure 3 (a) 
presents a scheme of the cogeneration system for the conventional fermentation (Case i), while Figure 3 (b) 
shows a scheme of the cogeneration system when the VHG fermentation is considered (Case ii), where a steam 
bleed at 9 bar is needed to operate the ejector cooling system. The boiler pressure and temperature were 



adopted at 65 bar and 520°C, according to [7], considering a boiler efficiency of 85%, according to [8], and 
turbine and pump efficiencies of 80%, as stated in [9]. 

 

Figure. 3.  Cogeneration system for (a) Case i and (b) Case ii. 

3. Methodology 
The main steps performed in the present work are listed below: 

▪ Modelling and simulation of the conventional production process (Base Case), VHG fermentation 
integrated thereof, and cogeneration system; 

▪ exergy analysis; 

▪ exergy cost assessment. 

3.1. Modelling and simulation 

Two cases of a conventional ethanol and sugar production process were simulated using the software Aspen 
Plus v9 [10], according to [11], considering a sugar concentration of 16% and 35% (m/m) in the must for the 
conventional and VHG fermentation cases, respectively. Table 1 shows the main data assumed in the 
aforementioned simulation. 

 

Table 1.  Main parameters for the simulation of the ethanol and sugar production process. 

Parameter Value 

Sugarcane processing rate, t/h 500 
Bagasse production in mills, kg/t cane 272 
Bagasse for filters, kg/t cane 5 
Bagasse for self-consumption, % 5 
Sugar production, kg/t cane 68.4 
Hydrous ethanol, m3/h 21.1 
Vinasse production, m3/h 247.8 
Electricity consumption in conventional process, kWh/t cane 28 
Steam consumption in conventional process, kg/t cane 437.6 

Source: Palacios-Bereche et al. [11] 

 

3.2. Kinetic modelling for conventional and VHG fermentation 

First, the modelling of both, the conventional and VHG fermentation, was performed using the software Scilab. 
The kinetic model from [12] was chosen for the conventional fermentation, seeing that the best results were 
obtained since the model used a high cellular density and a cell recycle that were closer to the actual 
concentration used in the commercial process, which resulted in a better convergence than other models that 
used a low-cell concentration, and a more realistic modelling [12]–[17]. On the other hand, the kinetic model from 
[18] was used for the VHG fermentation, as this model was validated for very-high-gravity (VHG) fermentation 
conditions. 

Then, an analysis of the heat exchanger of the fermentation vat was performed using the effectiveness 
approach, according to [19]. This method allows the calculation of the outlet temperatures of the heat exchanger 
for off-design conditions keeping constant the parameters R (relation of heat capacities) and P (effectiveness). In 
the conventional fermentation, these parameters (R and P) were calculated assuming the data from [20]. The 
temperature of the cooled wine that returns to the fermenter (T16) is used as feedback for the energy balance in 



the fermentation vat. Finally, the cold water mass flow is calculated through an energy balance in the heat 
exchanger. The same approach was assumed when the chilled water from the ejector system was used in the 
VHG fermentation case. 

Finally, the ejector was modelled following the procedure presented in [21], due to its simplicity and the 
possibility of performing a thermodynamic analysis of the ejector system, without dimensioning the equipment. It 
is highlighted some design parameters that were considered for the simulations: a nozzle efficiency of 71.2% 
and 73.5%, a compression efficiency in the diffuser of 67.8% and 71.3%, and an efficiency of momentum 
transfer of 60.0% and 63.8%, all of them for ejectors 1 and 2, respectively. These values were used so that the 
steam consumption results obtained were similar to real systems that operate at the same thermal capacity. 

Table 2 presents the fermentation parameters and initial conditions assumed for the fermentation process in the 
conventional and VHG fermentation processes. 

 

Table 2.  Main parameters for the fermentation modelling. 

Parameter Case i (Conventional) Case ii (VHG fermentation) 

Must feed   

   Substrate feed volume rate,  ̇ [m3/h] 67.1*(a) 42.0*(a) 

   Feed substrate concentration, S_in [kg/m3] 169.7(a) 407.2(b) 

   Inlet must temperature, T18 [°C] 32.0(a) 28.0(a) 

   Specific heat capacity, cpin [kJ/kg-K] 3.8(c) 3.34(c) 

   Density, in [kg/m3] 1060.4(c) 1151.6(c) 

Fermentation parameters   
   Fermentation time, t [h] 8 15(b) 

   Feed time, tfeed [h] 4 5 
Initial conditions   
   Initial substrate concentration, S0 [kg/m3] 0 0 
   Initial ethanol concentration, P0, [kg/m3] 40(b) 26.96(b) 
   Initial cell concentration, X0 [kg/m3] 120(b) 52.08(b) 
   Initial temperature, T15_0 [°C] 32.0(d) 28.0(d) 
Cooling   
   Water temperature from the cooling tower, Tcw 
[°C] 

28.0 28.0 

   Volume flow rate of fermenter recycle, V15 [m
3/h] 500**(b) 308**(b) 

   Water temperature from ejector system T8, [°C] - 14(d) 

   Operating time of ejector***, [h]  7.5 
(a)

 From simulation in Aspen Plus v9; 
(b)

 [17]; 
(c)

 Calculated from [22]; 
(d)

 [23] 
*
 Corresponding to a 50/50 sugarcane-processing plant that uses 50% of the total recoverable sugars (TRS) to produce sugar and the 
other 50% to produce ethanol, which is made from a mixture of cane juice, syrup, and molasses. 
**
1 hour of feeding 

***
 The ejector was set to start operating two hours and a half after finishing the feeding time (7.5 h) until the end of the fermentation 

process. 

 

3.3. Exergy calculation 

The exergy of each stream of the evaluated processes was calculated according to previous studies [24], 
[25]. A reference level was chosen at 25°C and 1.01325 bar, according to [26]. The total thermal exergy 
(extot) was calculated as the sum of the physical (exphy) and chemical (exch) exergies [26]: 

chphytot exexex 
. (1) 

The physical exergy was calculated according to (2), neglecting the potential and kinetic components: 

 000 ssThhex phy 
, (2) 

where the subscript 0 indicated the reference level. 

The chemical exergy is calculated, generally, considering the activity of the stream, as can be observed in 
(3), considering the standard chemical exergy of pure components (first term) and the losses of chemical 
exergy due to the dissolution process (second term), according to [26]: 

 














  

 


n

i

n

i

iiuiich ayTRexy
M

ex
1 1

0 ln
1

. (3) 

Nevertheless, other approaches were followed for certain streams. Thus, when sucrose-containing streams 
were contemplated (sugarcane, bagasse, juice, syrup, molasses, sugar), the specific exergy was calculated 



according to the guidelines presented in [27]. On the other hand, for ethanol-containing streams, the 
guidelines in [28] were followed. 

 

3.4. Exergy cost assessment 

Since the exergy is an objective measure of the thermodynamic value of an energy carrier, it is also closely 
related to the economic value of said carrier, because users pay for the potential of energy to cause changes 
[6]. Thus, the exergoeconomic approach was utilised, since it integrates thermodynamic and economic 
analysis through the exergy costing, which is the assignment of costs to the exergy content of an energy 
carrier [6]. The Theory of Exergetic Cost [29] was followed to perform the exergy cost assessment in this 
study. 

An exergetic cost balance was performed in each sub-system of the production process of the proposed 
cases (4), to calculate the exergetic cost of a flow: 

  outin BB 
, (4) 

where  ̇ represents the exergetic cost of each flow that enters (in) to, and goes out (out) from the control 
volume. 

According to [29], the exergetic cost of a flow ( ̇) is defined as the amount of exergy required to produce said 
flow (5): 

iii xEkB  
, (5) 

where the exergetic cost of an i stream is determined by its unit exergetic cost (  ) and its total exergy (  ̇ ). 

The total exergy of a stream is calculated by its specific exergy (calculated in the previous section) and the 
mass flow of the stream, which is given by the process simulation. 

Applying (4) to all the sub-systems of the production processes of all the considered cases results in a 
system of linear equations, where the unit exergetic cost (  ) remains unknown. Thus, assumptions were 
made by following the propositions of the Theory of the Exergetic Cost [29], resulting in additional equations 
that are required to resolve the equation system. 

▪ A unitary value is assigned as the unit exergy cost (  )  of external inputs (sugarcane, freshwater, 
chemicals). 

1inputexternalk
. (6) 

▪ By-products of the control volume are assigned a unit exergy cost (  ) equal to the input (P4a). 

inputproductby kk  . (7) 

As was the case of bagasse, molasses, phlegmasse, and vinasse, were the following were considered: 

sugarcanebagasse kk  , (7.1) 

syrupmolasses kk  , (7.2) 

mustphlegmassevinasse kkk  . (7.3) 

▪ If a control volume has two or more product streams, then the same unit exergy cost (  ) is assigned to 
all of them (P4b). 

nproductproductproduct kkk  ...21 . (8) 

As in the case of second-grade ethanol and fusel oils, that were considered co-products and assigned an 
unit exergy cost equal to that of the hydrated ethanol 

▪ The unit exergy cost (  ) of the energy carrier (steam, condensates, vapour bleeds) is determined during 
its generation (at the boiler of the cogeneration system) and do not change throughout the process. 

bleedsvapourscondensatesteamprocesssteamlive kkkk 
. (9) 



The cost of the irreversibility associated with the operation of the condenser in the cogeneration system, is 
added to the turbine control volume, thus increasing the unit exergy cost (  ) of the electricity. 

4. Results and discussion 
In Table 3, the main results of the evaluated processes are presented, from which it can be highlighted the 
significant reduction of 60% in vinasse production when the VHG fermentation was considered, which can 
significantly reduce transport and disposal costs related to this effluent. In addition, this technology also 
allowed a reduction in the effective water withdrawal of 72%, which would lead to environmental and 
economic advantages. Still, the use of the VHG fermentation required an increased steam consumption at 
2.5 bar, although not significant (0.8%), which can be explained due to the increased consumption during the 
concentration step, as more raw juice needed to be concentrated; in this way, even though there was a 
steam consumption was lower in the distillation stage, it could not compensate the juice concentration steam 
demand; moreover, there is an additional steam consumption at 9 bar for thermal juice sterilisation, a 
necessary step in the VHG fermentation, and for the ejector system (motive steam). Regarding the surplus 
electricity, an increase of 6.8% was observed in the VHG case, in comparison to the Conventional case, due 
to the higher steam consumption in the first one (the electricity produced in backpressure steam turbines is 
directly proportional to the flow of steam being expanded). Thus, there is an increase in fuel consumption in 
the boiler, which is reflected in a reduction of 52.6% in surplus bagasse in the VHG case, when compared to 
the Conventional case. 

 

Table 3.  Main results of evaluated processes 

Parameter Case i 

Conventional 

Case ii 

VHG fermentation 

Sugarcane, processed, t/h 500 500 

Raw juice for sugar production, % 70 91.4 

Sugar production, kg/t cane 68 68 

Must for fermentation, kg/t cane 427.2 195.5 

Must for fermentation, Brix 19.42 42.47 

Ethanol content in wine, % (wt.) 6.15 12.37 

Hydrated ethanol production
a
, L/t cane 43.8 43.8 

Steam consumption in process at 2.5 bar, kg/t cane 435.6 439.3 

Steam consumption in process at 9 bar, kg/t cane 0 18.8 

Vinasse production, kg/t cana 511.6 203.0 

Vinasse production, L/L hydrated ethanol 12.8 5.1 

Effective water collection, kg/t cane 418.7 116.2 

Surplus electricity in cogeneration system, kWh/t cane 47.2 50.4 

Surplus bagasse, kg/t cane 25.1 11.9 
a
At 35°C 

 

Figure 4 shows the distribution and the connexion between the analysed subsystems in this study, for Cases 
I and II. In both cases, the fermentation and distillation processes were evaluated together, including the cold 
utility production system for these processes (cooling tower and chilled water) in the exergy and exergy cost 
assessments. 

Table 4 presents the irreversibilities (kWh/t cane) calculated through the exergy balance in each sub-system 
considered in the analysis. The boiler subsystem presented the highest irreversibility for both cases, 
accounting for 62% and 60% of the total irreversibility for the Conventional and VHG cases, respectively, 
mainly due to the high irreversibilities in the combustion process. In second place, the Fermentation + 
Distillation subsystem represents 14.1 and 16.4% for the Conventional and VHG cases, respectively, this 
can be explained due to of the biochemical reaction in the fermentation process and the significant steam 
consumption in distillation columns; moreover, the cooling towers and the cooling ejector system in the VHG 
case were incorporated into this control volume. Next, the Juice extraction subsystem amounts to 12 and 
10.9% for the Conventional and VHG cases, respectively, in this sub-system there is a significant power 
consumption in the mills. The following subsystem is the Juice treatment for sugar, which accounts for 4.7 
and 6.8% for the Conventional and VHG cases, respectively. The following subsystems present a low 
irreversibility in comparison to the total. 

 



 

 

Figure. 5.  Block diagram of the evaluated subsystems in the exergy and exergy cost assessments 

Analysing the differences between the Conventional and VHG cases, an increase of 10.5% in total 
irreversibility can be observed, which can be explained by the additional requirements in the VHG case, such 
as the additional steam consumption in the must sterilisation in the fermentation process, and the steam 
demand in the cooling system based on ejectors. Moreover, there is a significant increase in the 
irreversibilities of the Juice treatment-sugar and Juice concentration subsystems, due to the larger amount of 
juice being concentrated and the layout assumed in this assessment. 

Table 4. Irreversibilities in each sub-system for Conventional and VHG cases in kWh/t cane 

Parameter 

Case i 

Conventional 

(kWh/tcane) 

Case ii 

VHG fermentation 

(kWh/tcane) 

Juice extraction 91.4 91.4 

Juice treatment - sugar 35.8 57.5 

Juice treatment - ethanol 15.5 6.4 

Juice concentration 14.9 19.5 

Crystallisation 13.7 14.0 

Sugar drying 1.6 1.6 

Must preparation 4.1 2.9 

Fermentation + Distillation 107.1 137.8 

Water treatment 1.6 1.3 

Boiler 472.4 504.8 

Turbine 3.0 3.4 

TOTAL 761.0 840.6 

 

The results verification in the Base Case (Case i) can be done comparing results from other studies; 
however for VHG case verification of results was performed by calculating irreversibilities of the processes, 
in order to evaluate their thermodynamic feasibility from 2nd Law of Thermodynamic approach. In Figure 5, 



the irreversibilities are presented in percentage, without taking into account the boiler, aiming at a better 
visualisation of the contribution of each subsystem. 

 

 

Figure. 5.  Irreversibilities, in % without considering the boiler 

 

Figure 6 presents the unitary exergy costs (kJ/kJ) of the main products and by-products of the analysed sub-
systems for the Conventional and VHG fermentation cases. It can be observed that the highest unitary 
exergy cost corresponds to the hydrated ethanol because of the significant amount of processes required to 
produce it and the high irreversibilities associated to obtain this product; moreover, it can also be observed 
that the unitary exergy cost in the VHG case is higher than the Conventional case, mainly due to the higher 
costs of utilities produced in the cogeneration system, such as electricity and steam. 

Regarding the other streams the difference between the Conventional and VHG cases is not significant 
(difference lower that 5.6%) 

 

Figure. 6.  Unitary exergy cost of main products and by-products for Conventional and VHG cases 

Figure 7 presents the unitary exergy costs for the utilities produced in the process. It can be observed that 
the unitary exergy costs of steam, electricity and treated water are higher in the VHG case, in comparison to 
the Conventional case.  



 

Figure. 7.  Unitary exergy costs of the utilities produced in the process 

Regarding the steam, its unitary exergy cost resulted higher in the VHG case, because the irreversibilities in 
the boiler, were the steam is produced, resulted higher as well, since more steam is necessary in this case, 
and more fuel is being burned. Regarding the electricity, the irreversibilities in the steam turbines are higher 
in the VHG case, as well; because more steam is being expanded through them; thus, the exergy cost to 
produce this electricity results higher as well. Concerning the treated water, although a smaller amount of 
water (33% of the total water use) is captured from the environment in the VHG case, in comparison to 
Conventional case (80% is captured in the conventional case), the exergy cost of the treated water was 
significantly higher (68.5%) in the VHG case. This can be explained by the fact that recycled and reused 
water streams come from the spray pond system and condensate tank, whose exergy cost was assumed 
equal to the steam (kcondensate=ksteam); in addition, the electricity consumption in the treated water system, 
where reverse osmosis membranes were assumed, had a specific energy consumption of 2.58 kWh/m

3
 of 

water according to [30].        

Conclusions 
From the results, it is observed that the implementation of the VHG fermentation, using an ejector cooling 
system as auxiliary cooling utility, presents several advantages over the conventional production process, 
such as a significant reduction of the vinasse produced and a lower water withdrawal for the process, leading 
to economic and environmental advantages. Regarding the vinasse reduction, its volume could be further 
reduced when coupled with other technologies such as concentration by evaporation or incineration, or even 
membrane technologies; furthermore, the energy required in these technologies would be lesser than the 
energy needed when considering the volume and concentration of the vinasse produced in the conventional 
process. On the other hand, the exergy analysis revealed that the use of the VHG fermentation increased 
the irreversibilities of the overall process, besides impacting negatively in the cogeneration system, by 
increasing the unitary exergy costs of the utilities (steam and electricity), as well as increasing the unitary 
exergy cost of the hydrated ethanol. Moreover, even though there was an increase in surplus electricity, due 
to the higher consumption of steam, it leads to an also increased fuel (bagasse) consumption. Although the 
availability of bagasse surplus is desired when further processing of this residue is considered, such a 
production of second-generation ethanol, among others, further research and analyses are needed, in order 
to determine if the advantages here presented compensate this issue, such as economic and environmental 
assessments. 
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Abstract: 

This manuscript presents a novel methodology for the design of Central Tower Receivers (CTR), which 
involves simplified models for optical and thermal calculations and evaluation of design constraints. The 
proposed methodology optimizes the total yearly energy production as the criterion, considering a multi-
parameter analysis. This design is part of the AdInCCSol (Advanced Integration of Combined Cycles in Solar 
thermal power plants) project, which aims to integrate advanced thermodynamic cycles in solar thermal power 
plants to improve efficiencies and lower LCOE. Specifically, the manuscript presents the optimization of a 
100 MW CTR plant based on a conventional cylindrical receiver that operates at an outlet temperature of 
565 ºC. Unlike previous studies, the proposed methodology considers yearly calculations and takes into 
account most of the parameters that affect thermal and optical efficiencies, including tube diameter, receiver 
diameter, height, and the number of faces. The aiming strategy for each design was also optimized to achieve 
the best balance between optical and thermal losses while meeting stress and corrosion limits. The study was 
conducted using two in-house codes that integrate thermal and optic performance calculations and models for 
estimating design constraints, providing accurate results with low running times. The findings of the study 
indicate the presence of an optimal receiver area that optimizes the design for a target power of concentrated 
radiation flux density. Moreover, certain combinations of parameters yield similar yearly energy productions, 
enabling the development of designs with comparable performance and reduced costs. 

Keywords: 

Central Tower Receiver (CTR), aiming strategy, receiver design optimization, heliostat field 

1. Introduction
This paper presents a study focused on designing an optimized central tower receiver for the AdInCCSol 
project. The objective is to analyze multiple parameters and optimize the receiver design in terms of yearly 
performance. 

Designing a solar thermal power plant is a complex task that requires the integration of multiple models and 
tools from various multidisciplinary fields since the optimal solution depends on several parameters. One of 
the key challenges is that the optical and thermal performance cannot be optimized independently. Also, 
structural stresses or corrosion inside the tubes can cause receiver failure [1-3], while pressure drop and flow 
stability inside the tubes can lead to operational issues [2,4]. Therefore, it is essential to integrate all these 
calculations into the design process to achieve the desired performance. 

The heliostat field design and aiming strategy are crucial for an optimal design. Firstly, it is important to 
establish the Allowable Density Flux (AFD) [5-6], to adapt the flux maps to this limit, maximizing thermal 

PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN

mailto:rbarbero@ind.uned.es
mailto:guillermo@didp.uhu.es
mailto:fvarela@ind.uned.es
mailto:rovira@ind.uned.es


 

performance and minimizing ray spillages. The strategy of adapting the aiming points of the heliostats can vary 
from different authors from more simple approximations [7] to more complex ones like the one based on 
Deviation-based Aiming Strategy (DBA) [8-9]. Again, the optimization of the aiming strategy involves the 
integrated analysis of the optical and thermal performances.  

Over the last four decades, some algorithms have been developed oriented toward the optimization of the 
heliostat field [10].  However, up to the authors’ knowledge, there are no studies that proposed a receiver 
design based on an optimization process coupling heliostat field and aiming strategy optimization with thermal 
performance analysis and considering stress and corrosion limits. 

The present study describes the design of a solar thermal power plant with a standard configuration of 
100 MWe in Seville. To achieve this, the power output is divided into two towers and their respective fields to 
avoid very large distances from the heliostats to the receiver that would be subjected to an important 
attenuation. In addition, the flexibility that adds a dual-tower system [11] is another aspect that can be 
considered in this project. Specifically, each tower is designed to produce 340 MW of concentrated radiation 
and 300 MWt of thermal output for the fluid, resulting in a Solar Multiple (SM) of 1.2. Doubling the tower 
produces an optimal SM of 2.4, which is suitable for 8 hours of storage [12]. 

Two already developed tools were adapted to this methodology and are described in section 2, while the 
methodology for the design is established in section 3. The results are introduced an analyzed in section 4 to 
obtain an optimum combination of design parameters and orientate the final design of the receiver. 

This work represents a significant contribution to the field of Central Tower Systems (CTS) design for 
Concentrated Solar Power (CSP) by presenting an efficient methodology for designing CTRs and considering 
multiple parameters in the optimization. One of the novelties is the use of a Design of Experiments (DOE) 
methodology for the optimization, which contributes to having more information about the effect of the different 
parameters over the global performances. 

 

2. Heliostat field and receiver modeling 
In this project, two different tools have been used to facilitate the design process. One of the tools was 
specifically adapted for the optical optimization of the field and receiver aiming strategy. The other tool was 
dedicated to the thermal performance of the receiver and included integrated calculations to predict structural 
limits, flow stability issues, and pressure drops. By utilizing these tools in combination, a more comprehensive 
understanding of the solar thermal power plant design was achieved, allowing for an optimized solution that 
meets the requirements. 

The subsequent sub-sections outline the models and tools utilized in the study, while the methodology section 
describes their integration and iterative process to obtain an optimal solution. 

 

2.1. Optical modeling and optimization of the heliostat field. Aiming strategy. 

Two software applications developed in Matlab 2022b have been employed. 

 An application for optimizing the layout of heliostats. 
 An application for optimizing the aiming strategy. 

The first one, HRT (Homology Ray-Tracing) code is used for the optics optimization and is based on the yearly 
insolation weighted efficiency as a Function Of Merit (FOM), which according to [13] and [14], is given by Eq. 
(1): 𝜂𝑦𝑒𝑎𝑟𝑙𝑦_𝑤 = ∑ ∫ 𝜂(𝑡)·𝐼𝑁𝐷(𝑡)𝑜𝑐𝑎𝑠𝑜𝑜𝑟𝑡𝑜365𝑑=1∑ ∫ 𝐼𝑁𝐷(𝑡)𝑜𝑐𝑎𝑠𝑜𝑜𝑟𝑡𝑜365𝑑=1 , (1) 

where  (t) is the instantaneous optical efficiency and IND (t) represents the instantaneous beam insolation, 
Eq. (2). 𝜂(𝑡) = ∑ (𝜂𝑐𝑜𝑠·𝜂𝑟𝑒𝑓·𝜂𝑠&𝑏·𝜂𝑎𝑎·𝜂𝑖𝑛𝑡)𝑁1 𝑁  .         (2) 

In general, the optimization code operates by proposing an array or pattern of heliostats in the field, according 
to parameterized expressions. These allow the location of each of the heliostats in the array to be determined 
within geometric limits on the horizontal plane, which are usually a function of the tower height and the 
geometry of the receiver [15, 16]. Typically, the proposed field layout comprises a greater number of heliostats 
than those required to reach the target power at the design point [13, 14, 17]. 

Next, the subset of heliostats of the proposed field is determined that, with greater optical efficiency, allows 
obtaining the target power on the receiver at the design point (autumn equinox at solar noon). Subsequently, 
operating with this subset of heliostats, the merit function is evaluated using multiple sample points. Since the 
initial field is as compact as possible, the overall efficiency can be improved, as significant losses due to 



 

shading and blockages will occur, while the remaining elementary efficiencies (cosine factor, reflection, 
atmospheric attenuation, and interception) are very high. Then, the optimization code proposes another 
configuration or pattern, differing slightly from the previous one, and the calculations are repeated. 

To reduce computation time, the code implements various resources, such as techniques to reduce the 
number of candidates in determining to shade and blocking performances [18], homographic techniques for 
determining interception and shading and blocking performance [19] and [20], or evaluating the merit function 
using numerical integration methods [21]. 

Starting from an optimized layout, the aiming strategy is optimized using the aforementioned second 
application. For this purpose, an iterative process is used, which consists of the following steps: 

1. Several sample points are used to simulate in detail each of the heliostats in the solar field aiming at the 
receiver center and determine the power density matrices of each heliostat. 

2. Correct the aiming in the vertical direction. 
3. Recalculate the power density matrices and efficiencies of each heliostat. 

In this case, a detailed Monte-Carlo Ray Tracing (MCRT) is used, with few simplifications. 10,000 rays per 
heliostat have been used. Other features of this ray-tracing include: 

 Uses the MCRT methodology. 
 Assumes that the surface of the heliostat has a rectangular shape and elliptical quadric curvature without 

holes or discontinuities (a spherical surface is considered in this case with on-axis cant). 
 Incident rays are randomly generated following a Standard Solar Model (SSM). A Gaussian SSM with σ = 

2.325 mrad has been considered. 
 The incident rays are randomly generated uniformly over the surface of the heliostat. 
 The optical errors (macroscopic and microscopic) associated with the reflecting surface of the heliostat 

are considered by using Gaussian distributions in both cases. Values of σ = 2.0 and 1.0 mrad for the 
macroscopic and microscopic, respectively, are used. 

 The reflectivity of the heliostat, as well as the losses due to atmospheric attenuation, are applied in a non-
deterministic manner. 

 Both the methodology used for preselecting candidates for shading and blocking, as well as the 
methodology used for determining to shade and blocking, are defined in [19]. 

This sub-process dedicated to correcting the aiming in the vertical direction consists of the following steps: a 
ϕobj matrix of size m·n is defined, whose cells have the value given by Eq. (3). 𝜙𝑜𝑏𝑗 = 𝑐𝑜𝑒𝑓 · 𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑤𝑒𝑟 𝑜𝑣𝑒𝑟 𝑡ℎ𝑒 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 𝑎𝑟𝑒𝑎 .         (3) 

Where coef is a user-defined value. The φ matrix of size m·n is initialized with null values, where m represents 
half of the number of vertical cells and n is the number of heliostats. An iterative process is started that goes 
through the n heliostats of the solar field ordered from highest to lowest total optical efficiency. The vertical 
location of the power density matrix of the i-th heliostat ϕi that minimizes the Root Mean Square (RMS) value 
is determined, by minimizing Eq. (4). 𝑅𝑀𝑆 = √∑ (∑ 𝜑 + 𝜙𝑖 − 𝜙𝑜𝑏𝑗𝑛1 )𝑚1 (𝑚 · 𝑛)⁄ .         (4) 

Once the RMS is minimized the aiming vertical position for each heliostat is updated, using Eq. (5). 𝜑 = 𝜑 + 𝜙𝑖.         (5)

The aiming vertical correction for the i-th heliostat is determined trigonometrically and stored. This is repeated 
for different values of coef. 

 

2.2. Thermal modeling of the receiver 

The thermal performance for a region of uniform absorbed radiation can be obtained using Eq. (6) [22]. 

𝜂(𝑥∗) =  
𝜂0∙𝑔′(𝑍)(1−𝑔′(𝑍)) ∙ 1𝑁𝑇𝑈∙𝑥∗ ∙ (𝑒1−𝑔′(𝑍)𝑔′(𝑍)  ∙𝑁𝑇𝑈∙𝑥∗ − 1),                   (6) 

The thermal efficiency at the inlet denoted as η0, is a key performance parameter for a thermal system. In this 
context, the derivative of the characteristic function, g’(z), and z, the variable of this function, are defined in 
[22], while NTU (Number of Transfer Units) is a characteristic parameter of the thermal system and x* is the 
non-dimensional coordinate. 

To model the system, external heat transfer coefficients are required to evaluate the different terms of the 
characteristic function. However, it should be noted that the heat transfer mechanisms at the receiver are 



 

complex due to the non-uniform absorption of radiation. Consequently, a dense mesh is needed to precisely 
evaluate the temperature at the tube surfaces. Furthermore, the receiver tubes are exposed to ambient air at 
the front and are insulated at the back with a panel that is separated from them. As a result, the air can enter 
through the gaps situated among the tubes and refrigerate them. The complexity of the convective currents 
around the receiver tubes, the coupling with radiation, the large dimensions of the receiver, and its open 
configuration are some of the reasons that support the idea that to accurately capture convection heat transfer 
it is required to perform unaffordable simulations by Computational Fluid Dynamics (CFD). The radiation 
mechanisms are also complex because different sections of the surface have varying view factors concerning 
the sky, the heliostats, the ground, the neighbor tubes, or the insulation at the back part. In this study, it was 
decided to introduce some simplifications as the purpose is not to achieve precise results, but rather 
approximations that allow comparison of different designs with rapid yearly calculations to optimize the design. 
To this end, the following hypotheses are considered for radiation and convection heat transfer:  

 The tube is painted with Pyromark, with a constant emissivity of 0.87 in the range of temperatures of the 
receiver, and a solar absorptivity of 0.96 [23]. 

 The front face of the tube exchanges radiation with an equivalent surface at ambient temperature. 
 The back face of the tube is considered insulated.  
 Heat transfer by convection is assumed to be constant and equal to 14 W/(m2K), as it is proposed in [24] 

for the DELSOL code. 

The same set of hypotheses for the evaluation of thermal losses was considered and validated in [25], with 
the only difference of the values of the convective heat transfer coefficient that could vary. 

Due to the non-uniform absorption of radiation in the receiver, the tube length is discretized into slices of 0.5 m 
where radiation flux density is averaged. 

The fluid used is the "Solar salt", 60% NaNO3 and 40% KNO3, which thermo-physical properties are based 
on [1]. The fluid flow rate is adjusted to achieve the desired outlet temperature (565 ºC). However, under 
conditions of low absorbed radiation, the fluid flow may not be sufficient to adequately cool the receiver tube, 
leading to potential structural or corrosion limitations being exceeded. To prevent this, a threshold 
concentration of radiation at 160 MW (47% of the nominal value) has been established, below which the fluid 
flow rate is maintained at a constant value and the outlet temperature is allowed to vary accordingly. 

The Direct Normal Irradiance (DNI) and temperature data for the location of Seville were obtained from the 
Typical Meteorological Year International Weather for Energy Calculation (TMY IWEC) database [26] and used 
as inputs in the simulations for all cases analyzed. 

 
2.3. Design constraints 

In concentrated solar power systems, receiver tubes are exposed to solar radiation and undergo thermal 
stresses that can lead to failure. The axial thermal stresses in the tubes can be eliminated with proper design. 
However, the temperature gradient in the tubes leads to maximum thermal stresses at the front or crown, 
estimated via a superposition of circumferential and radial gradients. Equation (7) has been adopted by 
multiple authors [4, 6-7]. 𝜎𝑐 = 𝛾 · 𝐸 · [(�̅�𝑐 − �̅�𝑤) + ∆𝑇𝑐2·(1−𝜈)].        (7) 

Where ν is the Poisson's ratio, γ is the coefficient of thermal expansion (mm/m⋅K) and σc is the thermal stress 
at the crown (MPa). The radial temperature difference at the crown (ΔTc), the mean temperature at the crown 
(Tc), and the average tube temperature (Tw) are based on the local absorbed radiation and assuming that the 
backside temperature of the tube wall is the same as the working fluid temperature [4, 6-7]. These values are 
compared with Ultimate Tensile Strength (UTS) values for the tube material [27]. In this case Inconel 625 is 
selected for the tubes as it presents better performance to corrosion than, for example, Haynes 230, although 
this alternative presents better mechanical performance [7]. 

The corrosion of tubes is also a significant concern as it is accelerated by high temperatures. The material loss 
due to corrosion is limited to 0.5 mm over 10 years, and the temperature limit for corrosion of Inconel 625, 
used for the tubes, is 628 ºC [7]. These two limits are used to calculate the Allowable Flux Densities (AFD) for 
each node along the tube [7]. The radiation flux density at each node is compared to its allowable value, and 
the flux is reduced uniformly to meet this criterion. Although selective defocusing could be included in future 
studies. 

Pressure loss is another critical factor, as a pressure of 20 bar is required to ensure correct solar field operation. 
Pressure losses are estimated for receiver tubes, headers, and elbows that appear in a standard, using the 
models proposed in [2].  

Finally, downward flow inside the tubes may be subject to instabilities due to the upward buoyancy force, which 
tends to increase as flow velocity decreases. Perturbations in a downward-flow tube lead to the increased 
temperature inside the tube and buoyancy force, further decreasing the flow rate and potentially leading to 



 

flow imbalance and operational problems in the receiver. The stability criterion proposed in [4] is included in 
the model to ensure that the downward flow inside the tubes is not subjected to instabilities. The criterion is 
expressed as follows, Eq. (8).  32·𝑓𝜋2·𝑑𝑖5·𝜌2·𝑔·𝛽 · �̇�2 ∆𝑇⁄ ≥ 1.         (8)

where f is the friction factor (-), di is the internal tube diameter (m), ρ is the fluid density in (kg/m3), �̇� is the 
mass flow (kg/s), ∆T is the temperature difference (K), and L is the length of the tube (m). 

3. Methodology 
As was already introduced the proposed methodology was developed to optimize the heliostat field and 
receiver designs for a power plant located in Seville with a target thermal power of 300 MWt for each receiver, 
which implies a SM of 2.4. The design involves the analysis and optimization of three key parameters of the 
receiver, namely the receiver diameter (D), receiver height (H), and the number of faces (N). The optimization 
process is carried out in three steps. Firstly, the heliostat field is optimized for each of the receiver's diameters 
and heights using the code described in the previous section. Secondly, an appropriate aiming strategy is 
determined to maximize yearly energy production, and finally, a response surface is constructed and optimized 
using the results from all the simulations. 

It is noteworthy that the effect of radiation flux densities changes from high to low temperatures, as shown in 
Fig. 1. The thermal performance for low temperatures due to a four-times reduction in radiation flux densities 
is found to be around 8%. In contrast, a two-times reduction for high temperatures leads to a significant 
reduction in performance, up to 20%. Thus, it is crucial to adopt a concentration level that optimizes thermal 
efficiency while avoiding optical losses for the operation over the whole year. 

 

Figure  1. Thermal performance as a function of radiation flux density  

To address the non-uniform distribution of the flux densities along the height of the receiver, a correction 
coefficient is proposed in this study, as described in section 2.1. This coefficient is designed in such a way that 
lower values indicate a tendency towards a uniform distribution (Figure 2 and Table 2). However, such 
uniformity can lead to an increase in optical losses due to ray spillage. On the other hand, higher values of the 
correction coefficient generate a narrower distribution with improved optical efficiency, but problems with the 
limits for tube failure. Thermal efficiency can increase or decrease depending on the shape of the distribution 
and receiver height. As a result, a search for the optimal value of this coefficient can be performed for a given 
set of parameters. Figure 2 shows the density flux maps for different values of the coefficient, while Table 2 
summarizes the performance values of each of the maps. 

 

Figure  2. Density flux maps for different values of the coefficient 



 

Table 2.  Performance values for different coefficients in a general case 

Coefficient 
Thermal efficiency 
(%) 

Optical efficiency 
(%) 

Total efficiency 
(%) 

Number of hours 
operation over the limit (h) 

0.8 85.95 51.16 43.97 0 

1.0 86.4 55.46 47.92 144 

1.2 86.76 55.46 48.12 412 

1.4 87.08 55.46 48.3 600 

 
As it was said before, the operation over the tube failure limit is not permitted and radiation flux density is 
reduced for these instants, so the yearly energy produced would be diminished as this number increased, 
although optical and thermal efficiencies are greater. The operation under these conditions was limited to a 
maximum value of 10%, except in those cases with a small receiver, because the radiation flux density is very 
high. In any case, the influence of these cases on the optimization process is very limited, as It is shown in the 
next sections.  

The optimization of the receiver design is carried out based on the yearly energy produced by the system, 
which is the main objective of this study. It is crucial to consider the system's performance under non-nominal 
conditions, as demonstrated in Fig. 1. The system's efficiency drops significantly when the absorbed radiation 
falls below a certain threshold, which is higher in the case of high temperatures. 

The proposed methodology involves computationally expensive and time-consuming simulations. Therefore, 
the Design Of Experiments (DOE) methodology is preferred in this study due to its ability to reduce 
computational cost while providing a comprehensive understanding of the system's performance over a year.  
A face-centered central composite design algorithm is used to establish the case matrix which is composed of 
15 cases (Table 3). The results of these cases are used to construct a second-grade polynomial function of 
three variables as a response surface for the yearly energy produced, which is then optimized. 

Table 3.  Case matrix from the face-centered central composite algorithm. 

Cases D (m) H (m) Number of faces D tube (mm) Gap (mm) Number of tubes  

1 8 10 10 36 0.9 670 

2 15 10 10 22 1.06 2010 

3 8 18 10 36 0.9 670 

4 15 18 10 22 1.18 2000 

5 8 10 18 57 2.4 414 

6 15 10 18 34 1.2 1332 

7 8 18 18 57 2.4 414 

8 15 18 18 34 1.2 1332 

9 8 14 14 46 0.85 532 

10 15 14 14 28 1.28 1596 

11 11.5 10 14 34 1.05 1022 

12 11.5 18 14 34 1.05 1022 

13 11.5 14 10 27 1.2 1260 

14 11.5 14 18 43 1.38 810 

15 11.5 14 14 34 1.05 1022 

 

In all cases, the diameter of the tubes is established such that the mass flow velocity of the Heat Transfer Fluid 
(HTF) at nominal conditions is set at 3.6 m/s, with some margin from the maximum velocity. This is a critical 
factor that influences the overall efficiency of the system and needs to be maximized to achieve the highest 
possible thermal efficiency. So the tube diameter is a variable of our design which is previously established. 

It can be observed that as the receiver diameter increases, the tube diameter decreases. This is because for 
lower receiver diameters, the radiation flux density is higher, and the total absorbed energy along the HTF 
path is also higher. An increase in tube diameter results in an increase in flow, which depends on the squared 
diameter, and an increase in the total amount of energy, which depends linearly on the tube diameter, so an 
increase in tube diameter tends to keep constant the temperature increment. The same principle applies to 
the number of faces; as this number increases, the length of the path that the HTF follows increases, and also 
does the total amount of energy, necessitating an increase in tube diameter to compensate for this. 

The number of tubes primarily increases with the receiver diameter because the receiver is larger, and the 
tube diameter is lower. This number decreases as the number of faces increases since the tube diameter 



 

increases and the receiver area only slightly increases. Meanwhile, the height of the receiver does not affect 
the number of tubes. 

The gaps among the tubes are adjusted to cover the entire panel length with a minimum value to avoid tube 
contact. 

The number of circuits considered for all the designs is 2 with no crossovers and the flow path for both circuits 
goes from N to S. This flow path reduces film temperatures and so the defocusing of the mirrors optimizing the 
yearly energy produced [2]. It is planned to analyze also these parameters in future works, but it is not expected 
important results modifications. 

4. Results discussion and optimization 
The heliostat field is optimized in the initial stage of the optimization process. For this purpose, heliostats of 
12·10 m were considered and the optimized tower height was 250 m for all the cases. The layout for each 
case is summarized in Table 4. 

Table 4.  Heliostat layout for each case. 

Cases D (m) H (m) Number of faces (-) Number of heliostats (-) Number of rows (-) 

1 8 10 10 6451 55 

2 15 10 10 5644 51 

3 8 18 10 5918 52 

4 15 18 10 5390 48 

5 8 10 18 6451 55 

6 15 10 18 5644 51 

7 8 18 18 5918 52 

8 15 18 18 5390 48 

9 8 14 14 6003 53 

10 15 14 14 5451 49 

11 11.5 10 14 5780 52 

12 11.5 18 14 5390 48 

13 11.5 14 10 5451 49 

14 11.5 14 18 5451 49 

15 11.5 14 14 5451 49 

 

This layout only varies with receiver diameter and height. 

Once the heliostat field is optimized for each case, the aiming coefficient is determined, which maximizes the 
yearly thermal energy output. As an illustration, an optimization example for case 12 is depicted in Fig. 3. The 
yearly energy production is normalized with the maximum value. 

 

Figure  3. Normalized energy production for case 12 

 

The results for, considering an optimum aiming strategy for each case are summarized in Table 5. 
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Table 5.  Case matrix main results. 

Cases D (m) H (m) 
N. of faces 

(-) 

Number of 

tubes (-) 
Total energy 

(GWh/y) ηopt (-) ηt (-) 
∆P 

(bar) 

1 8 10 10 670 497.60 47.28 81.33 1.14 

2 15 10 10 2010 552.03 54.44 81.44 2.12 

3 8 18 10 670 558.10 53.87 83.72 5.70 

4 15 18 10 2000 531.56 54.19 78.11 5.47 

5 8 10 18 432 513.15 47.42 84.64 23.28 

6 15 10 18 1332 549.76 53.01 83.08 8.18 

7 8 18 18 432 519.01 53.83 78.96 16.82 

8 15 18 18 1332 542.07 53.96 80.34 15.86 

9 8 14 14 532 509.10 50.56 81.06 5.53 

10 15 14 14 1596 553.77 54.00 81.40 7.34 

11 11.5 10 14 1022 544.25 53.82 81.42 2.53 

12 11.5 18 14 1022 557.69 53.96 82.88 12.16 

13 11.5 14 10 1260 562.14 54.00 82.82 4.32 

14 11.5 14 18 810 563.23 53.90 83.79 24.01 

15 11.5 14 14 1022 565.86 53.96 84.10 9.85 

 

Only two cases have a greater pressure drop than the limit. This situation is considered for the optimum design. 

It has been observed that the optical efficiency is optimized for each case, and the values are mostly similar, 
except for the cases with the lowest receiver areas. In such cases (i.e., cases 1, 5, and 9), the distribution is 
made more uniform to avoid exceeding the structural and corrosion limits at the radiation flux peak. As the 
area is small, spillage losses are high. As the receiver area increases, more rays hit the receiver with more 
uniform distributions, which helps avoid exceeding the structural and corrosion limits. For these cases, the 
thermal efficiency is high, and the slope of optical efficiency becomes lower with the growing area. However, 
if we continue to increase the receiver area, the radiation concentration is reduced, and thus the thermal 
efficiency drops, while the optical efficiency only marginally increases. Based on this analysis, it can be inferred 
that there exists a maximum yearly performance that is related to the receiver area (as shown in Fig. 4). 

 

Figure  4. Yearly energy produced as a function of the receiver area. 

It can be observed that the total energy produced increases with the total area of the panels up to the maximum 
value in the region near 500 m2. For receiver areas greater than this value, the total energy drops. The result 
is not the same if the area is obtained with different combinations of values, as expected, it seems that, around 
the maximum value, it could exist some different combinations with similar yearly energy yield.  

Once the results are obtained and analyzed, an expression that represents the yearly thermal energy as a 
function of the receiver diameter (D), height (H), and the number of faces (N) is obtained, Eq. (9).  𝑓(𝐷, 𝐻, 𝑁) = 𝐶0 + 𝐶1 · 𝐷 + 𝐶2 · 𝐻 + 𝐶3 · 𝑁 + 𝐶4 · 𝐷 · 𝐻 + 𝐶5 · 𝐷 · 𝑁 + 𝐶6 · 𝐻 · 𝑁 + 𝐶7 · 𝐷2 + 𝐶8 ·𝐻2 + 𝐶7 · 𝑁2                 (9) 



 

The coefficients C0 through C9 are determined using the least squares method to fit the function to the data 
obtained from the DOE methodology. Once the coefficients are determined, this function can be potted to 
analyze the performance of the system as a function of the considered parameters. Figures 5(a), 5(b), and 
5(c) depict the yearly energy production for cases with N = 18, N=14, and N=10, respectively. It can be noted 
that as the number of faces increases, the receiver height is higher and the receiver diameter is lower for the 
maximum value of the energy produced. So the receiver area tends to keep constant but with a different aspect 
ratio. 

 

Figure  5. Total energy produced as a function of D and H for N = 18 (a), N=14 (b), and N=10 (c). 

 

Figure 6 depicts a three-dimensional (3D) volume that displays the function value for each variable point within 
the considered range, represented by a color scale on the right. The volume illustrates the region where the 
function attains a maximum. 

 

Figure  6. Total energy produced as a function of D, H, and N. 

The function can be optimized to find the combination of the receiver parameters that yield the maximum yearly 
thermal energy. This optimization can be done using various optimization techniques, such as gradient-based 
methods or genetic algorithms, depending on the complexity and nonlinearity of the function. In this case, the 
Nelder-Mead method in Python was utilized to optimize the function within the specified range. The optimal 
values of the variables were determined to be (D = 12.63 m, H = 13.96 m, N = 18) which resulted in a total 
energy yield of 566.15 GWh/y and a receiver area of 550.3 m2. This value is close to case 15 (D = 11.5 m, H 
= 14 m, N = 14), with a difference of only 0.05%. Figures 7(a) and 7(b) illustrate the areas where the response 
surface lies between this maximum value and yearly energy production that is 1% and 0.5% lower, 
respectively. 

The optimal design resulting from the Nelder-Mead method would require a tube with a diameter of 40 mm 
and 972 tubes, which is less than the requirement for case 15. However, the receiver diameter is higher. It 
should be noted that the cost of the receiver is influenced by both the receiver diameter and the number of 
tubes required. Therefore, from a techno-economic analysis point of view, the response surface must be 
evaluated by taking into account the cost information to determine the optimal design. What is observed in 
Figures 7(a) and 7(b) is that there is an important number of combinations with similar yearly energy produced, 
so there is room to search for a design with a balanced cost and energy production which at the same time 
uses a nominal pipe size that can further reduce the costs and with a pressure drop less than 20 bar. 

 



 

 

Figure  7. A volume that contains the combination of values that have yearly energy produced higher than 
99% of the highest value (a) and higher than 99.5% of the highest value (b). 

5. Conclusions 
A methodology for the design of a CTR is proposed in this study, employing simplified models that encompass 
optical and thermal calculations, along with evaluations of other design constraints such as tube-failure 
predictions by stress or corrosion, and stable operation, which is ensured by limiting pressure drop and 
ensuring balanced flow among the receiver tubes. The methodology employs the yearly energy produced as 
the optimization criterion and considers the three primary parameters of receiver design, namely receiver 
diameter and height, and the number of panels. The tube diameter is predetermined for the optimization of 
thermal performance by controlling the HTF flow velocity. 

The proposed methodology is developed in two steps, where the heliostat field is optimized for each design, 
followed by the optimization of the aiming strategy for the concrete heliostat field and receiver design. The 
employment of simplified models and DOE methodology to optimize the design enables the objective to be 
achieved within a reasonable time and with reduced computational resources. The response surface function 
obtained provides useful information for designing and optimizing solar receivers for maximum yearly thermal 
energy. 

The results of the study indicate that for a target power of concentrated radiation flux density of 340 MWt (for 
one of the towers), the receiver area that optimizes the design is around 550 m2, with an average value of 
618 kWt/m2. The results also reflect that some combinations of parameters will output similar yearly energy 
productions, thereby enabling the proposal of a design with similar performance and reduced costs. 

Future work will include sensitivity analysis for the thermal-performance-related parameters to analyze their 
effect on the region for optimal designs. Furthermore, the inclusion of receiver costs as a function of the design 
parameters to obtain a response surface weighted by these cost estimations, oriented to reduce the Levelized 
Cost of Electricity (LCOE) for the optimized design will be explored. The implementation of more complex 
aiming strategies that can adjust heliostat aiming longitudinally in addition to vertically, to adapt the distribution 
to comply with the AFD without defocusing, will also be investigated. 
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Nomenclature C  response surface coefficient 

coef optimization coefeccient for the aiming strategy 

f  friction factor, 

d  diameter, m E  Young Modulus, GPa  G′(z) derivative of the characteristic function 𝐻  receiver height, m 𝑁  number of panels, 𝑁𝑇𝑈 Number of Transfer Units 

IND (t) instantaneous beam insolation 



 

L  tube length, m �̇�    mass flow rate, kg/s 𝑇  temperature, K 𝑈𝑇𝑆 Ultimate tensile strength, MPa 

x*  non-dimensional coordinate, 𝑧  characteristic variable for the thermal performance equation 

Greek symbols 
β  thermal expansion coefficient, K-1 

∆  difference, 

γ  coefficient of thermal expansion, mm/m⋅K η  efficiency, 𝜙  radiation flux matrix for each node, kW/m2 φ  aiming point correction matrix, kW/m2, 

ν  Poisson's ratio, 

ρ  fluid density, kg/m3 

σ  thermal stress, MPa; aiming error, 

Subscripts and superscripts 
0  inlet 𝑎𝑎  atmospheric attenuation 𝑐  crown 𝑐𝑜𝑠 cosine factor 𝑖𝑛𝑡  interception 𝑜𝑏𝑗 objective 𝑟𝑒𝑓 reflection 𝑠&𝑏 shading and blockages 𝑤  wall 
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Abstract:

Compound parabolic concentrators (CPCs), whose origin dates back to the mid-1960s, gave rise to anidolic
optics. Systems of this type allow the thermodynamic limit of solar concentration to be reached; however, in
the case of CPCs, they involve systems with a very large height in relation to the aperture area (svelteness).
Thus, arbitrary criteria have been proposed to reduce the height of the systems (truncation) and to be able to
give them a real application. These truncation criteria establish the elimination of the upper part of the CPCs
at a certain height in order to considerably reduce the height, but this has certainly undesirable consequences,
since the geometric concentration (ratio of aperture area to receiver area) decreases with respect to the original
design, which can limit the operating temperatures. Alternatively, a geometrical criterion has been proposed
to truncate the CPCs without losing geometrical concentration, and still manage to reduce the height of the
system by approximately 30%. This criterion consists of avoiding that the parabolic section mirrors do not
block the incident rays that enter the aperture area with the maximum acceptance angle, thus defining an
optimum truncation angle of 3 times the acceptance angle. However, now, with the help of the constructal law,
it is possible to demonstrate that this angle is the optimum from a geometric viewpoint. Additionally, a new
dimensionless number is defined for solar concentrating systems, relating the entropy generation distribution
ratio, allowing to demonstrate that the RincÂon criterion is the optimum for Cg > 2.28.

Keywords:

CPC truncation, entropy generation, Âetendue, constructal law

1. Introduction

The origin of compound parabolic concentrators (CPC) can be traced back to the mid-’60s by the developments

of different researchers around the world: Baranov and Melinkov in the URSS [1], Ploke in Germany [2], and

Hinterberger and Winston in the US [3], who independently described a novel optical system, unlike traditional

systems, were based on the optimal transfer of radiation from the source to the objective, even if this implies

forming aberrations and losing the shape of the source at the end of the system. This characteristic led to

the coinage of the name non-imaging optics [4], to differentiate it from classical optics, where the image of the

source must be conserved [5, 6]. As a result, in nonimaging optics, the light propagation is analyzed in terms

of phase-space quantities and energy flow patterns This new optics has some advantages, but the possibility

to reach the thermodynamic limit for solar concentrators systems is the principal [7]. Since mid-70s, their

potential as collectors of solar energy was pointed out by Winston [8], and the widespread of this technologies

has been fruitful.

Today, there is already a wide development of CPCs for solar applications, and several geometries have been

generated that take advantage of non-imaging optics to concentrate solar energy on receivers of different

shapes (circular, square, triangular, wedge, flat, elliptical...) [4, 9], Fig. 1 shows four typical CPC designs.

All these geometries had been used for different purposes, like photovoltaics, solar heating and cooling, solar

cooking, solar distillation, among others, that a complete summary of most of the works is out of the scope of

the present paper, but several reviews [10±14] summarize some of the many developments, both experimental

and commercial, that have been developed to date.



(a) Flat. (b) Circular. (c) Wedge. (d) Elliptical.

Figure 1: Different CPC receiver designs.

The main drawback of the CPCs, is that the ratio of height vs the receiver’s area (svelteness) is too large, i.e.

these concentrators are too high, and this ultimately limits their application even for fixed concentrators [4]. To

overcome this problem, different truncation criteria have been proposed to decrease the total height [15±18]

and consequently reduce the use of mirrors. These criteria had been developed from a purely geometrical

perspective. Therefore, a formal analysis of the geometrical, optical, and thermodynamic aspects is necessary

to establish which of the criteria is the most appropriate. This is fulfilled in the present work analyzing the

original 2D flat receiver CPC with its geometric related parameters (height-aperture ratio and reflector area-

aperture area ratio), optical-energy parameters (average number of reflections and Âetendue loss) and entropy

related parameters (entropy generation number, optimum concentrator temperature and optimum efficiency)

with the use of Bejan’s constructal law [19, 20]. Although the analysis is done on a flat receiver CPC, the

present work can be extended to any CPC design.

2. Brief description of the CPC

Regardless of the type of absorber the CPC may have, rays entering the concentrator with a maximum half

acceptance angle θmax (extreme rays), must be reflected by the mirror so that they are incident tangent to the

absorber; while all rays entering with an angle θ less than the maximum half acceptance angle (i.e. within the

angular full acceptance angle 2θmax ), are directed to the absorber after passing through the internal optics of

the CPC (reflection or refraction).

With this definition, several receivers can be used, but only the flat receiver uses properly parabolas. In the

present work, the flat receiver CPCs are considered. Equation 1 are the parametric equations to describe a

flat receiver CPC with full height, schematically shown in Fig. 2., where it is assumed that the length of the

trough CPC is l . The geometric parameters that define CPCs are the half-acceptance angle θ0 and receiver

size 2a′. The subscript t stands for the truncated parameter.















x(t) =
2a′ (1 + sin θ0) cos t

1 − sin (t − θ0)

y (t) =
2a′ (1 + sin θ0) sin t

1 − sin (t − θ0)

t ∈
[

0,
π

2
− θ0

]

(1)



Figure 2: Schematic of the CPC with flat receiver.

From 1, it can easily be demonstrated that the concentration ratio (Cg) for a full CPC is simply:

Cg =
A

A′
=

2al

2a′l
=

2x
(π

2
− θ0

)

− 2a′

2a′
=

1

sin θ0
(2)

With the parametric equations given in 1, the svelteness Sv (height-aperture ratio) and the reflector area-

aperture area ratio rm,a can be determined by.

Sv =
y (t)

2x(t) − 2a′
(3)

rm,a =

∫ tmax

0

√

x ′2 + y ′2dt

2x(t) − 2a′
(4)

2.1. Truncation of the CPC

As mentioned previously, one of the disadvantages of CPCs is the height of the concentrator; however, as

seen in Fig. 2, the upper part of the mirrors does not contribute substantially to Cg . For this reason, it is

recommended to remove a portion of the mirror to reduce height; this is known as truncation. While truncating

the CPCs, material savings are achieved, but on the other hand, Cg will be reduced too since 2at < 2a.

Winston, Rabl, and O’Gallagher recommend truncating the CPCs about half the fully developed height [7, 8,

17] (named Winston’s criterion), while it can be found that some CPC can be truncated up to 2/3 the full height

to reduce the loss in Cg . Independently, RincÂon et al. [18] have proposed to truncate the CPCs to 3θ0, because

at this angle the mirror will not block light in the half-acceptance angle range ±θ0 (RincÂon criterion).

2.2. Optical energy related parameters

The thermal power that reaches the absorber can be described by a relation Q̇u ∼ GbCgηo, where Gb is the

beam solar radiation and ηo is the optical efficiency, being a function of the average number of reflections n

in the mirrors with reflectivity ρ as ηo ∼ ρn. As can be seen, the lower the average number of reflections, the

higher the optical efficiency and the higher the power that reaches the absorber.

Originally, Rabl [15] studied the average number of reflections , where it was shown that reducing the value of

n led to an increase in the useful energy of the receiver. A summary of Rabl’s equations for n can be found in

[21]. Briefly, the average number of reflections in the CPC is a function of the type:

n = max

(

F (θ0, x , y , t) , 1 −
1

Cg

)

(5)

However, the most important parameter in optics is the Âetendue E , defined as a geometric quantity that mea-

sures the amount of ªplaceº available for light to pass [9], as a measure of the power transmitted along a beam

of light. For 2D systems, the Âetendue is defined as [4, 9, 17, 22]:



E = 2Anref sin θ cosφ (6)

where A is the area where the light passes, nref is the refractive index, θ is the solid angle where light enters

in A and φ is the incidence angle. Recalling the concept of steady-state balance equations for any physical

property ψ, the imbalance of the property can be determined as ψimb = ψin − ψout [23, 24], where the subscript

imb stands for the imbalance (destruction in the case of a negative value, generation for a positive value).

According to the definition of 6, if the rays enter an optical system with imperfections (the Âetendue is not

preserved), then, at the output the rays will tend to scatter over the output area, consequently Eout > Ein, thus

the imbalance term will be defined as scattered instead of generated. For full CPCs, the Âetendue is conserved

[4, 9, 17, 22]. Any scattering in the Âetendue will cause the optics to fail to properly redirect the incoming light

through the concentrator aperture, so the Âetendue scattering can be defined as:

Esc = Eout − Ein (7)

or as a normalized scattering value as:

E∗

sc =
Eout − Ein

Ein

(8)

which will have a value of 0, if there is no light scattering (perfect system, with conserved Âetendue); or 1 if the

light is completely scattered (imperfect system, with non-conserved Âetendue).

2.3. Entropy related parameters

As described by Bejan [25], the minimization of the entropy generation rate implies the maximization of the

useful power. In general, the entropy generation in a concentrating solar system, as in the thermal devices, will

be due to the heat transfer process (Ṡth
gen) and the fluid friction (Ṡfl

gen) [25], but the Âetendue loss also contributes

to an entropy generation ṠEsc
gen, so the total entropy generation has the basic form Ṡtotal

gen = Ṡfl
gen + Ṡth

gen + ṠEsc
gen.

Considering an isothermal concentrator with no flow of mass on the concentrator (i.e., heating a plate), it is

possible to eliminate the fluid friction entropy generation. The thermal entropy generation, as described by

Bejan [25], includes the heat transfer coefficient Ur , the net solar transfer rate Q̇s captured by the concentrator

with an aperture A and receiver A′ areas, the ambient temperature T0, and the apparent sun temperature as

an exergy source T ∗ =
3

4
Ts, as suggested by Petela [26], by:

Ṡth
gen =

Ur A
′ (Tr − T0)

T0
−

Q̇s

T ∗
+

Q̇s − Ur A
′ (Tr − T0)

Tr
(9)

The entropy generation for the etendue loss can be related trough the concepts of statistical thermodynamics,

resembling that in general S = k logΩ (E , V , N) + const. [27], and since the Âetendue is a measure of the trans-

mitted power along a beam of light, a proper relation between this two variables can be developed. Winston et

al. [28] have stated an entropy-Âetendue per photon relation as:

SE = k log E + const. (10)

where the constant is related to a thermal quantity that can be set aside, since it applies only in the case of a

wavelength shift [28, 29] or computed independently as done in 9, so the relation between entropy and Âetendue

is firmly established. The entropy change for an irreversible process is equal to the entropy generation, so the

entropy generation in terms of the Âetendue:

ṠEsc
gen = ṠEout

out − ṠEin

in = Ṅk ln (1 + E∗

sc) (11)

where Ṅ is the number of photons per unit time that cross the aperture area of the concentrator. Note that

under the numerical conditions of 8, the value of the entropy generation due to Âetendue scattering is always

positive. The number of photons can be determined with Q̇s and the average photon energy Eph ∼ 10−19J as

Ṅ = Q̇s/Eph.



Therefore, the total entropy generation rate in the concentrator is

Ṡtotal
gen =

Ur (2a′) (Tr − T0)

T0
−

Q̇s

T ∗
+

Q̇s − Ur (2a′) (Tr − T0)

Tr
+

Q̇s

Eph

k ln (1 + E∗

sc) (12)

In view of this two discussed entropy generation terms, a dimensionless parameter relating the entropy (irre-

versibility) distribution ratio can be defined as ṠEsc
gen/Ṡ

total
gen , with extreme values of 1 when the Âetendue scattering

irreversibility dominates, 0 is the opposite limit at which irreversibility is dominated by heat transfer effects, and

0.5 is the case in which the heat transfer and the Âetendue scattering entropy generation rates are equal. In

addition, when the entropy distribution ratio is zero, the Âetendue conservation condition is fulfilled. Thus, it is

justified to define this parameter from the Âetendue concept and not from the heat transfer perspective.

Caution must be taken, since this relation can be confused with the Bejan number (Be) defined by Paoletti et

al. [30] for the generation of entropy through heat and flow. This new relationship involves an optical parameter

(the Âetendue) as an element that also generates entropy. This dimensionless parameter was originally pro-

posed for entropy analysis in CPCs by GonzÂalez-Mora [31] but can be further generalized to any concentration

geometry, since Âetendue conservation is a major concern when designing optical systems [4, 9, 22]. Conse-

quently, it is suggested to call the entropy distribution ratio as Mo. The Mo number can then be expressed with

the help of 12 as:

Mo =
γ (θmax − 1) ln (1 + E∗

sc)

θ∗
[

θ2
r − 2θr + θmax

]

+ θr (θmax − 1) [γθ∗ ln (1 + E∗

sc) − 1]
(13)

where θr = Tr/T0, θ∗ = T ∗/T0, θmax = Tr ,max/T0 = 1 + Q̇s/Ur A
′T0 and γ = T0k/Eph. Furthermore, from 12 the

optimal receiver temperature can be defined as the one that minimizes the total entropy generation rate, i.e.

dṠtotal
gen /dθr = 0, resulting:

θr ,opt = θ
1/2
max ⇔ Tr ,opt =

√

T0Tr ,max (14)

2.4. Constructal law

The aforementioned truncation criteria were established only through a purely geometrical approach. However,

RincÂon’s criterion was recently demonstrated on a simplified parametric energy basis with a first approach of

the constructal law [32]; while GonzÂalez-Mora [31] gave the first approach for entropy related parameters

suggesting the evaluation of the so-called Mo number, as a response to several inquiries to rename the RincÂon

criterion. Therefore, a complete discussion of the geometric, optical and entropy parameters of CPCs is

required for an objective comparison of the truncation criteria. To compare these criteria, constructal theory is

used to define a constructal truncation criterion.

In 1997, Bejan [19] stated ªFor a finite-size system to persist in time (to live), it must evolve in such a way that it

provides easier access to the imposed currents that flow through itº, which is known today as constructal law,

with a vast theory under it [20, 33]. The constructal law has been applied to various engineering systems [34],

and recently in renewable energy systems analyzing a solar chimney and an oscillating water column [35],

in addition to the first approaches in CPCs [31, 32], so the path for the constructal law in sustainable energy

systems is clear and ongoing.

The fundamental concept of the constructal law is to establish the configuration that facilitates the flows in the

system, by defining different parametric relations that establish the system degrees’ of freedom and evaluating

the behavior of the system with its proper restrictions. In the present analysis, the degrees of freedom are Cg

and θr for the parametric relations that are described in the previous sections. Thus, accoring to the different

truncation criteria, different configurations can be easily compared , where the main objective function is the

Mo number described in 13.

3. Results

These results are shown graphically below, including the constructal law results applied with the PIKAIA genetic

algorithm [36]. Although the objective function is the Mo number, all parameters were evaluated and discussed

below. In all the plots, the same color palette is used: black for the full CPC, purple for the truncated CPCs,

red for the truncated CPC under the RincÂon criteria, blue for the truncated CPC under the Winston criteria, and

green for the CPC results using the constructal law.
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Figure 3: Geometric results.

3.1. Geometric results

In Fig. 3, the svelteness Sv and the reflector area-aperture area rm,a are plotted as a function of the con-

centration ratio Cg . As can be seen, Winston’s criterion (blue line) reduces the height of CPCs, but RincÂon’s

criterion (red line) reduces the height even further compared to the full CPC (black line). Here, a remark must

be done for this, and all the following plots, since Winston’s criterion reduces the concentration ratio one must

find the intersection of the blue curve with the green curves to read the desired parameter, while the RincÂon

criterion attains no reduction in concentration ratio since a new acceptance angle must be determined to keep

the original Cg value, and parameters can be read directly.

When applying the constructal law to the geometric parameters (green line), the same result is obtained as

the RincÂon criterion. Therefore, from a purely geometric perspective, the RincÂon criterion is a geometric result

justified by the constructal law.

3.2. Optical-energy results

The average number of reflections and the Âetendue scattering are shown in Fig. 4 and can be read like the

previous plots. As can be seen, the Winston criterion (blue line) considerably reduces the average number of

reflections, but the RincÂon criterion (red line) reduces even more the average number of reflections, being the

same for Cg between 2.04 and 5.01; however, RincÂon’s criterion maintains an almost average value n close

to the minimum average number of reflections. An interesting behavior occurs for the Âetendue loss, since the

RincÂon criterion results in beneficial results only for Cg > 2.28, otherwise the light will start to spread over the

receiver. In view of these results, the optical efficiency will be maximum for the CPC that is truncated with the

RincÂon criterion due to a greater reduction of n and, in general a minimum loss of the Âetendue.

Similarly, the application of the constructal law (green line) to the optical energy parameters yields a curious

behavior. For the average number of reflections, the results are in agreement with the RincÂon criterion, but not

so for the Âetendue scattering. The behavior of the truncation criterion according to the constructal law shows

that the Winston criterion is beneficial up to Cg = 2.28, and subsequently, the RincÂon criterion is the one that

minimizes the dispersion of the Âetendue in the optical system for Cg > 2.28.

3.3. Entropy results

In this case, in addition to Cg , θr is another degree of freedom. Although a 3D surface could be generated, its

interpretation would be complicated. The parameter θr is the dimensionless temperature of the receiver, so it

is greater than 1, and necessarily less than θmax , with the possibility of being θr ,opt . Under these constraints, in

the present analysis θr is proposed as an average of these values.

The entropy parameters under the described conditions are shown in Fig. 5. As expected, for the full CPC

(black line), Mo=0 regardless of Cg . In the case of the Winston criterion (blue line), Mo results lower up to
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Figure 4: Optical-energy results.

Cg < 2.28, subsequently, the RincÂon criterion (red line) presents lower values. Applying the constructal law

(green line) gives a result very similar to the dispersion of the Âetendue, since the truncation of the CPC is

optimized as a function of Cg . As can be seen in the graph of the optimum temperature, the RincÂon criterion

allows the optimum temperature of the complete CPC to be reached, just as if the constructal law were applied.

4. Conclusions

The CPC has several advantages for concentration systems; principally the possibility to get mid temperature

ranges with a fixed concentrator, however, its height is the major drawback for its application. As a result,

several truncation criteria had been proposed to increase its use, but, up to date, all had been justified by its

height reduction, despite a first approximation with a simplified energy analysis.

Now, the analysis has been extended to include the rate of entropy generation, identifying that this production

occurs by two factors: dispersion of the Âetendue and heat transfer process; leaving aside the entropy genera-

tion by fluid friction when considering only the heating of a flat plate for CPC with flat receivers. However, this

analysis can be extended to any receiver geometry.

The present analysis has focused on comparing the behavior of the concentration ratio (Cg) for full CPCs with

respect to truncated CPCs according to Winston’s and RincÂon’s criteria and by applying Bejan’s constructal

law. This comparison is made by means of six parameters: two geometrical (svelteness and reflector area-

aperture area ratio), two optical-energy (average number of reflections and Âetendue dispersion) and entropy

(a new dimensionless group proposed Mo that relates the entropy generation distribution and the optimum

receiver temperature).

When the study is carried out for different values Cg for the geometric parameters, the results of the constructal

law and the RincÂon criterion are optimal as Sv and rm,a decrease significantly to a value close to 1/3 of the

full CPC. With respect to the optical-energy parameters, the Rincon criterion and the construct law can be

identified as the conditions for minimizing n; however, with respect to the dispersion of the Âetendue, the Rincon

criterion is only beneficial for Cg > 2.28, for lower concentrations, the Winston criterion is a better choice, as

shown by the constructal law. For the entropy results, again the Rincon criterion is only beneficial for Cg > 2.28,

as shown by the constructal law; while for the optimal temperature, the RincÂon criterion allows reaching the full

CPC temperature.

In view of the results obtained, RincÂon’s criterion, although proposed from a purely geometric perspective, is

practically a result of the construction law, provided that Cg > 2.28. This allows, without any doubt, to establish

that, for the great majority of low- and medium-temperature applications, using the Rincon criterion allows ob-

taining the best performance in CPCs, as had been stated as an assumption (without a formal demonstration)

in other previous works.
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Figure 5: Entropy results.
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Nomenclature

Letter symbols

A aperture area, m2

a aperture width, m

A′ receiver area, m2

a′ receiver width, m

Cg concentration ratio, -

F function, -

l CPC length, m

E energy, J

G irradiation, W/m2

h heat transfer coefficient, W/m2K; specific enthalpy, kJ/kg

k Boltzmann constant, J/K

L lenght, m

Mo Mora number, -

Ṅ number of photons per unit time, photons/m2 · s

n average number of reflections, -

Q̇ heat transfer rate, W



r reflector area-aperture area ratio, -

Ṡ entropy rate, W/K

Sv svelteness, -

T temperature, K

t parameter (angle), rad

U heat transfer coefficient, W/m2 · K

x parametric equation, m

y parametric equation, m

Greek symbols

γ dimensionless photon energy

E Âetendue, m2

θ half acceptance angle, dimensionless temperature, -

φ incidence angle, -

Subscripts and superscripts

∗ sun

0 ambient

ap aperture

bn beam normal

fl flow

gen generated

imb imbalance

in inlet

out outlet

ph photon

r receiver

s solar

sc scattering

t truncated

th thermal

total total
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Abstract:

The possible implementation of direct steam generation (DSG) in parabolic troughs in the Northweast region of

Mexico is very limited, since there are no analyses of this type to try to define a first proposal for a solar plant.

Recently, a methodology has been implemented to eliminate the convective coefficient h in order to model the

DSG process in a simpler way. This methodology has been validated with experimental data from the DISS

results from PSA. This methodology allows to evaluate the temperature evolution along the loop, the pressure

drop and the flow pattern in a short time and with low computational resources. This allows generating the first

evaluation of a solar field with parabolic troughs. Additionally, by applying a new practical efficiency limit for

the conversion of solar radiation into work, the exergetic efficiency of the installation is evaluated. The results

show that this first evaluation, seems to be adecuate acording to the results suggested in the open literature.

Keywords:

Direct steam generation modeling, parabolic collector, flow pattern, heat transfer, boiling

1. Introduction

The consequences of the socioeconomic model based on the consumption of fossil fuels have been so dra-

matic in recent years that no one denies that the current energy model is in crisis and, therefore, in the process

of a fast and unstoppable transformation [1, 2]. It is urgent to shift from the current centralized system based

on fossil fuels toward a system that is distributed, and based on renewable energies [3]. Among the energies

that should make up an important part of the world’s energy mix, solar energy undoubtedly stands out. Solar

energy is clean, environmentally friendly, and freely available over the planet.

Concentrating solar power (CSP) plants, also known as solar thermal, is a commercial alternative to non-

renewable energy sources such as oil, coal and nuclear power for the production of electricity, mainly with the

use of parabolic trough solar fields. Most CSP facilities to date have implemented synthetic or mineral oil as

a working fluid in the solar field. The main limitation of thermal oil is that at 400◦C it begins to degrade, thus

imposing a limitation on the maximum operating temperature of the thermodynamics power cycle, generally a

steam Rankine cycle [4±6].

Alternatively, thanks to DISS loop at Plataforma Solar de AlmerÂıa [7±10], it has been demonstrated that it is

possible to work with the concept of direct steam generation (DSG), in which steam is generated directly in the

solar field and then redirected to the power block turbine. The DSG has some technical advantages that must

be considered [5, 7, 11]:

• There is no danger of contamination or fire due to the use of thermal oil

• Possibility of raising the maximum temperature of the Rankine cycle above 400◦C, which is the limit

imposed by the thermal oil currently used

• Reduction of the size of the solar field, thus reducing the investment cost

• Reduction of operating and maintenance costs, as thermal oil based systems require a certain amount of

oil inventory that must be changed every year, as well as antifreeze protection when the air temperature

is below 14 ◦C

However, the DSG process have several problems. For example, Almanza et al. operated a parabolic trough

collector (PTC) plant to feed a low-power steam engine, highlighting the deflection problems suffered by low-

temperature systems and controllability of the flow pattern [12, 13]. It is therefore necessary to carry out

simulations to understand the thermohydraulics of the process. Up to date, there is considerable progress in



DSG analysis [11, 14, 15]. However, they all resort to the concept of classical heat transfer with the calculation

of the convective coefficient h, in combination with the friction factor f , to understand the thermo-hydraulic

behavior of the installation, even in CFD models [16, 17].

Nevertheless, the use of these parameters demands high computational power because the methodology to

obtain these parameters requires an iterative process [18]. In this work, we apply the recently proposed and

validated methodology for the analysis of DSG in PTC [19], with low computational times and high confidence,

in which the use of the convective coefficients h is eliminated. The analysis is performed on a 10 MW concep-

tual plant located in northwestern Mexico.

1.1. Structure and scope

This article is organized in two parts. The first part outlines the thermohydraulic model and, subsequently, its

application to the case study. This allows us to identify that the proposed methodology can be used without

complications in the analysis of solar plants for direct steam generation in parabolic troughs.

2. Thermohydraulic modeling for DSG in PTC

The model to be developed takes as a reference the one described by other authors [20±25]. The present,

uses the typical 1D modeling technique based on a steady-state energy balance over the receiver. The receiver

is divided into smaller parts called Heat Collector Elements (HCE). The balance equations comprises direct

normal solar irradiation, optical losses, HCE thermal losses, and the working fluid gains. The distinction of this

model lies for the use of the heat transfer methodology developed by Adiutori [26]. This methodology does not

require iteration to solve the heat fluxes and associated temperatures in the thermal model.

2.1. Energy balance equations

The working fluid temperature increases as the energy is absorbed by the HCE. Heat losses will occur as a

result of differences between the average fluid temperature in each cross section and the ambient temperature.

With Fig. 1, the following balance equations can be written:

convection conduction

conduction

convection
conduction

convection

radiation radiation

1 2
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6
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2. Absorber tube inner surface
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5. Glass cover outer surface
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Figure 1: Heat fluxes over the parabolic trough.
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For the five equations of 1, the radiation absorption phenomena in the absorber tube and the transparent cover

are treated as surface heat fluxes. In addition, the temperatures, heat fluxes and all thermodynamic properties

are uniform around the cross-sectional area (1D model) [27]. These simplifications lead to theoretical values

larger than the real ones, but with adequate results [21]. Under these conditions, each heat flux can be

expressed as:

q̇′

i ,SolAbs = ηoWGbn (2a)

q̇′

ij ,cond =
2πkij

(

Ti − Tj

)

ln

(

Dj

Di

) (2b)

q̇′

ij ,rad =
σπDi

(

T 4
i − T 4

j

)

1

εi

+

(

1 − εj

)

Di

εjDj

(2c)

q̇′

ij ,conv = f (∆T ) (2d)

where ηo = IAMΓρτα is the optical efficiency, W is the trough width, Gbn is the incident solar radiation in

the normal direction, k is the conductivity, T is the temperature, D is the diameter, σ is the Stefan-Boltzmann

constant, and ε is the emittance. The subscripts i and j allow us to identify each of the surfaces, according to

Fig. 1.

Notice that 2d, omits the use of the convective heat transfer coefficient h, and a particular function of the

temperature difference should be used. These functions must be obtained from the expressions of the Nusselt

number, by means of a transformation of the dimensionless groups, as explained in [26].

The annulus formed between the absorber tube and the glass envelope is modeled as free convection between

two cylinders because the receiver is evacuated. Between the glass cover and the environment the convection

can be forced or natural. In the first case, the Žhukauskas equation is used, while the Churchill-Chu equation

is adequate for the second case [28]. For the convection between the absorber tube and the heat transfer

fluid, there are two cases: the Pethukhov or Gnielisnki equation [28] for the single phase fluid and the Gungor

and Winterton correlation for the two-phase flow [29]. The transformation of the two-phase flow equation is

described in [27], resulting in the following:

∆T = C1q̇′

12,conv

[

C2

(

C3 + C4q̇
′1.16
12,conv

)2

+ C5 −
C6q̇

′0.67
12,conv

C7

(

C3 + C4q̇
′1.16
12,conv

)2
− 1

]

−1

(3)

where each Ci is a functional parameter of the temperature, obviously positive (Ci > 0), which can be obtained

from any database of thermodynamic properties. This equation can be used with confidence, as validated in

[27] with data recovered from the DISS loop [10, 16].



3. Study case

A conceptual regenerative Rankine cycle with parabolic trough collectors using the DSG concept is under

consideration. The power block is designed to produce 10 MW of net power output, fixing the conditions at the

turbine inlet 100 bar and 673.15 K (400 ◦C), and 0.08 bar at the turbine outlet. A generic turbine with a nominal

isentropic efficiency of 80% is selected, as it is a value suggested by other similar analyses [30]. The Rankine

cycle employs two internal regenerations (see Fig. 2), which allow the inlet temperature of the solar field to be

higher (496.121 K) and consequently the size of the parabolic trough loops to be smaller. The tubine steam

extractions have been determined with the premise of minimizing the exergy destruction and consequently

maximizing the second law efficiency. The process of this optimization can be found in [31, 32].

Figure 2: Schematic of the conceptual DSG Rankine power plant. Adapted from [31, 32].

With the operating conditions of the power block, 12.8058 kg/s of steam is needed to produce 10 MW of nominal

power. Two conditions should be taken into account for DSG plants. The first is a mass flow rate that allows

turbulent flow (Re > 2×105) to ensure an appropriate heat transfer between the absorber and the water/steam

[9, 21]. Second, the annular flow pattern should be sought to avoid overheating in the absorber. However, at

the beginning of the boiling process, the flow pattern may be intermittent and annular, as in the DUKE loop

[33]. Dividing the mass flow rate into a certain number of loops allows us to fulfill the first consideration. At the

end of the thermohydraulic characterization, the second consideration can be verified.

The analysis is carried out considering three days: June 21 (summer solstice), May 21 (highest insolation

condition), and September 21 (lowest insolation condition). Therefore, there are a total of 24 simulations to be

carried out. In all the cases, the HCE is fixed to 2 m. The weather conditions for the selected days in Agua

Prieta (northwest Mexico) are described in Table 1. For the present analysis, the mass flow is divided into

8 loops; therefore, the mass flow rate per loop is 1.6007 kg/s, with Re = 3.699 × 105, fulfilling the first flow

condition.

Table 1: Weather conditions for the selected simulation days in Agua Prieta, MÂexico. Data obtained from [34].

Parameter 21st june 21st may 21st september

DNI (W/m2) 856.4815 889.6396 628.8580

Atmospheric pressure (bar) 0.886 0.884 0.885

Ambient temperature (K) 300.05 295.95 300.05

Sky temperature (K) 271.95 265.75 277.75

Wind speed (m/s) 4 4.1 3.2

For the two-steam extractions, the subcooled water must enter the solar field at 496.121 K. Once the fluid input

conditions to the solar field are known, together with the normal weather conditions described in Table 1, it is

possible to start with the simulations to thermo-hydraulically characterize the solar field, simultaneously solving

1. Knowing all the initial parameters and having defined the size of the HCE, the fluid starts its path along the

loop, increasing its temperature and evidently suffering a pressure drop; until it reaches the saturated liquid

condition. The fluid then undergoes a phase change from saturated liquid to saturated vapor in a non-isobaric

process. An intermittent flow at the beginning of the boiling and annular in the rest of the process is expected.

Finally, the fluid is superheated to a temperature of 673.15 K.



Figure 3 shows the temperature evolution along the loop. It is important to note that, as expected, the tem-

perature during the phase change does not remain constant due to the pressure drop (as shown in detail in

Fig. 4). The pressure drop decreases slightly the saturation temperature, which also affects the vapor-liquid

mixture quality. It is evident that in the three days, the evaporation zone has a larger size since the phase

change processes require a high demand of thermal energy to achieve this task.

As seen in Figure 4a, the pressure along the loop decreases until it reaches the required conditions at the

turbine inlet (100 bar and 673.15 K). Figure 4b shows that the phase change region presents the highest

pressure drop. It is important to note that the curve obtained shows an abrupt change in its slope, as occurs in

the DISS loop [35].

 480

 500

 520

 540

 560

 580

 600

 620

 640

 660

 680

 0  250  500  750  1000  1250  1500  1750

T
e

m
p

e
ra

tu
re

 (
K

)

Length (m)

21st june
21st may
21st sept

Figure 3: Evolution of the temperature increase along the loop.
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(a) Pressure evolution along the loop.
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(b) Pressure drop along the loop.

Figure 4: Loop pressure characterization.



The flow pattern in the boiling process along the loop must be verified, as stated previously. Figure 5 shows

the flow pattern in the two-phase flow region in the Taitel and Dukler flow map. While analyzing the graph for

the Martinelli parameter X , an intermittent flow (high values of X ) is present at the beginning of the boiling

process, then changes to an annular flow as the steam quality increases (low values of X ). Doing this verifies

that the mass flow is adequate and meets the two established conditions: a high Re number to ensure a high

heat transfer rate and a flow pattern that reduces overheating in the absorber.

100

101

102

103

104

10-3 10-2 10-1 100 101 102 103 104
10-3

10-2

10-1

100

101

Annular
Disperse
bubble

Wavy
stratified

Smooth
stratified

Intermittent

K

T
Fr

Flow

K

T
, 

F
r

X

21st june
21st may
21st sept

Figure 5: Flow pattern in the two-phase region.

When analyzing Figure 3, and as expected, the solar field has a longer length on the day of less insolation

(September 21), being shorter for the day of greater insolation (May 21) although there is no substantial

difference concerning the summer solstice (June 21). Since the total mass flow rate of the Rankine cycle was

divided into eight loops, the total length of the PTC field must be multiplied by 8. It is possible to define the total

concentration area for the solar field. These will allow us to define the type of arrangement of the loops in the

solar field, since for areas greater than 40 ha, an ªHº arrangement is recommended, while for less than 40 ha

an ªIº arrangement can be used [21, 36]. In Table 2, the precise loop length is shown, including the total area

of the solar field, in addition, the pressure at the inlet of the solar field is also shown. In these three cases, the

arrangement ªHº is recommended.

Table 2: Solar field description.

Parameter 21st june 21st may 21st september

Preheater length per loop (m) 226 220 378

Evaportor length per loop (m) 578 570 1016

Superheater length per loop (m) 178 164 290

Total length per loop (m) 982 954 1684

Total concentrating area (ha) 4.53 4.41 7.78

Inlet pressure (bar) 107.55 107.33 113.48

The pressure evolution along the loop presents a similar behavior (Figure 4a). Since the September 21 loop is

the longest, it will have higher pressure drops, so the solar field must be operated at a higher pressure (almost

114 bar). Figure 4b shows that the highest pressure drop occurs in the two-phase flow zone. The behavior

at the phase change interfaces (saturated liquid and saturated vapor) presents an abrupt change in its slope

(nondifferentiability condition), although as reported in [37], it is continuous.

Once all the operating parameters in the solar field (temperature and pressure) are known, it is possible to

identify the flow pattern in the phase-change region. Although the loops have different lengths and pressure

drops in the three cases of analysis, the flow at the beginning of boiling is intermittent. As the liquid transforms



into steam, the flow behaves as an annular. This behavior is desired in plants with the direct steam generation,

so the feasibility of this loop is adequate.

Four additional parameters of great interest are usually computed for CSP plants: solar multiple (SM, 4),

thermal energy storage size (Q̇TES, 5), energy (ηI , 6) and exergy (ηII , 7) efficiency of the PTC solar field.

Considering that on September 21st, the loop is the largest, this day is considered as the design condition. If

SM > 1, it is possible to include thermal energy storage (TES). For PTC, the SM must be below of 2 [6]. To

date, there are no commercial TESs for DSG. However, a generic TES size system can be defined and rated

accordingly. These four parameters are defined as:

SM =
Q̇solar field ,design

Q̇solar field

=
AapGbn

Aap,september Gbn

(4)

Q̇TES = (SM − 1) Q̇solar field (5)

ηI =
Q̇HTF

Q̇inc

=
ṁ (hout − hin)

AapGbn

(6)

ηII =
∆ĖxHTF

Ėx inc

=
ṁ (exout − exin)

AapĖxsolar

(7)

The exergy of solar thermal radiation is calculated with GonzÂalez-Mora formula [38]:

η =

(

1 −
1

ξ

[

Tr

Tsun

]4
)

(

1 −
λcTamb

λcTr + ξσT 4
sun − σT 4

r

)

(8)

where the optimum receiver temperature Tr must be obtained by solving 4σ2T 11
r − 8σλcT 8

r − 8σ2ξT 4
sunT 7

r +

4λ2
cT 5

r − T 4
r

(

4Tambλ
2
c − 8λcσξT 4

sun − λ2
cTamb

)

− λ2
cTambξT 4

sun = 0. In [38], it has been demonstrated that the

exergy of solar radiation is 0.8391Gbn. Table 3 shows the solar multiple, the TES size, the energy efficiency

and the exergy efficiency of the PTC solar field.

Table 3: Solar multiple and efficiencies of the solar loop.

Parameter 21st june 21st may 21st september

SM 1.72 1.77 1

TES (MWt) 3.49 3.76 0

Energy efficiency (%) 70.38 69.49 56.05

Exergy efficiency (%) 40.71 40.78 32.23

4. Conclusions

The modeling of parabolic trough solar plants in direct steam generation remains crucial to understanding

the operating behavior and, consequently, in their implementation. In this work, an alternative methodology

for thermo-hydraulic characterization of these types of systems is used to characterize the solar field. The

developed model, unlike other models, eliminates the use of the convective coefficient h and the friction factor

f . This allows a fast computation, with confident results.

The thermohydraulic model was applied for the analysis of the conceptual direct steam generation plant in

Agua Prieta (Northwestern Mexico). The 10 MW Rankine cycle was previously optimized to minimize the

destruction of exergy. As a result, 12.8058 kg/s of steam at 100 bar and 673.15 K (400 ◦C) is required. With

the restriction of maintaining a turbulent flow, the mass flow rate has been divided into 8 loops; each loop

circulating 1.6007 kg/s of water/steam entering at 496,121 K, with a maximum pressure of 113.48 bar.

Three days have been analyzed for the conditions of highest insolation (21st may), minimum insolation (21st

september) and the summer solstice (21st june), considering their respective weather conditions for each day.

As a result, the total length of each loop has been defined first, where it turns out that the longest loop is for



21st september (1684 m, 7.78 ha in total). This loop is considered as the design field. Once the loop length

has been defined, the flow pattern type in the two-phase zone has been characterized. It is identified that for

the three days of analysis, the flow at the beginning of the boiling is intermittent and later evolves towards an

annular flow, which is the one suggested in DSG plants.

Finally, the solar multiple has been calculated, showing that for the design condition, the solar multiple is not

excessively large, so the loop is adequate, with a capacity of 3.76 MW. Similarly, the PTC energy efficiency has

a maximum value of 70.38% (and 56.05% minimum), while the PTC exergy efficiency has a maximum value

of 40.78% (and 32.23% minimum).
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Nomenclature

Letter symbols

A area, m2

C temperature functional parameter, -

D diameter, m

ex specific exergy, kJ/kg

Ėx total exergy rate, W

G irradiation, W/m2

h heat transfer coefficient, W/m2K; specific enthalpy, kJ/kg

IAM incidence angle modifier, -

k conductivity, W/m · K

L lenght, m

ṁ mass flow rate, kg/s

q̇′ heat flux per unit length, W/m

Q̇ heat transfer rate, W

Re Reynolds number, -

SM solar multiple, -

T temperature, K

W parabolic collector aperture, m

X Martinelli parameter, -

Greek symbols

α receiver absorptivity

Γ intercept factor

ε receiver emittance

η efficiency

λ thermal conductance per unit length, W/m · K

χ concentration acceptance product

ρ mirror reflectivity

σ Stefan-Boltzmann constant



Subscripts and superscripts

amb ambient

ap aperture

bn beam normal

cond conduction

conv convection

HCE heat collector element

i generic counter

I first law

II second law

j generic counter

in inlet

inc incident

o optic

out oulet

r receiver

solar solar

SolAbs slar absorption

Solar field, design solar field in design conditions

Solar field solar field

rad radiation
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Abstract: 

Energy consumption for metal extraction and beneficiation is substantial and is expected to keep growing due 
to increased demand. With rising worldwide energy prices and the continued energy crisis in South Africa, 
there is a need to decrease the dependence on the national energy grid. Among the refining processes, 
electrowinning is one of the most energy intensive unit operations. In the context of zinc, electrowinning can 
consume on average 2,900-3,300 kWh/t-zinc, approximately accounting for 60% of the total electricity 
consumption of refined zinc production. Industrial and economic growth, a major focus of Southern African 
countries, is positively correlated with zinc demand due to its role in general construction, electricity 
transmission, and telecommunications. South Africa is endowed with 14 Mt of zinc content within 200-300 Mt 
of zinc ore reserves and expanding internal zinc production capacity is a current focus. Since electrowinning 
units operate with low-voltage direct current, photovoltaic solar energy appears to be an applicable green 
energy source due to its electricity output also being low-voltage direct current. In addition, South Africa has 
an attractively high solar irradiance (220 W/m2 compared with Europe’s 100 W/m2). Hence, an investigation 
into the technical and economic feasibility of substituting or supplementing the energy demand, using solar 
energy for the electrowinning unit of a theoretical zinc refinery operating in the Northern Cape of South Africa, 
is warranted. A high-level carbon footprint analysis is included. The findings from this study could assist in 
stabilising the energy supply for the beneficiation of zinc in South Africa, as well as contribute to the 
decarbonisation of the industry. 

Keywords: 
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1. Introduction 
The applications of metals within society are ubiquitous [1]. This continued, and increasing, demand for metals 
results in a substantial consumption of energy related to metal extraction and beneficiation. The embodied 
energy associated with metal production (mining, beneficiation and refining) can range from 20 MJ/kg refined 
metal (Pb, steel) to 200 MJ/kg refined metal (Al, Ni) and should be taken into consideration in conjunction with 
the annual production of metals when determining the total annual energy consumption per metal. While 
mining is reported to account for between 2-11% [2] (average reported value is 3.5% [3], [4]) of total global 
energy consumption, the energy consumption associated with metal refining processes (leaching, smelting, 
electrowinning etc.) typically far exceed that of mining activities. For instance, the following metals and alloys, 
namely copper nickel, zinc, lead, aluminium and steel, collectively consume approximately 6% of the annual 
global energy production, while depending on the source of energy production, they can account for up to 10% 
of the global greenhouse gas emissions [5], [6].  

The following trends are the major driving factors for the increasing metal demand: population growth, 
increased urbanisation, electrification and renewable energy technologies [7], [8]. In conjunction with the 
United Nations prediction [9] that in the next 30 years the world’s population may increase by 2 billion people, 
the World Bank [10] anticipates that the urban population will more than double by 2050. In order to 
accommodate this trend, there will be a focus on building infrastructure which will increase demand for certain 
metals, such as zinc (galvanised steel) [11]. In addition, societies focus on electrification, in the aim of achieving 
carbon neutrality, will not only increase demands for metals associated with green energy generation 
technologies but also on those for energy storage [12], [13]).  
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Several authors have already studied and predicted this increasing demand [14], [15], with Figure 1 illustrating 
the predictions from the last decades until 2100 [1]. Other authors have corroborated these trends with 
predictions for zinc [16] and copper [17] being of the same order of magnitude. This increased demand for 
metals will translate into increased metal production. However, one must ensure this is achieved in a 
‘sustainable’ manner with due regard for the sources of energy used which will impact the industries’ energy 
stability and carbon footprint. 

 

Figure 1. Historical and projected future outlook demand for copper, nickel and zinc from 1960 to 2100 [1]. 

To meet the demand created by electrification and population growth the global power consumption is also 
projected to increase by 50% between 2020 and 2050 [18], [19]. However, the world is currently in a Global 
Energy Crisis [7]. What started in 2021 as a supply and demand imbalance, emerging out of the COVID 
pandemic, has been exacerbated, primarily, by the invasion of Ukraine by Russia in February 2022. As Russia 
is seen as the world’s largest exporter of fossil fuels and thus the interplay of sanctions and supply curtailment 
has exposed Europe’s historic dependence on Russia for natural gas, oil and coal [7]. In some countries 
additional environmental factors such as droughts (Brazil and China) have also contributed to the crisis at a 
more local scale [20]–[22]. As a result of the current Global Energy Crisis there has been a high volatility in the 
prices for metals, gas and electricity. As a result of the high electricity prices, there are refineries in Europe 
which have been forced to either halt or reduce production capacity. The Budel refinery in Belgium, from the 
company Nyrstar, is one such example [23]. The IEA emphasised that this energy crisis is not a “clean energy 
crisis” as it believes the world should be relying on larger quantities of “green energy” to address this crisis and 
thereby creating more secure energy systems [7]. The hope is that this Global Energy Crisis will serve as a 
catalyst for policy makers and consumers to fast track the implementation of renewable green energy 
technologies.  

 

Figure 2. Annual electricity generation (in thousands of GWh/yr) by source, in South Africa in 2020. Energy 
sources, other than coal and oil, are characterised further by % [7]. 

South Africa is also facing an energy crisis, although this crisis predated the current Global Energy Crisis. In 
1998, a White Paper on the Energy Policy of the Republic of South Africa predicted that electricity demand 
would exceed generation capacity by 2007 [24]. As this warning was not heeded, the country started 
experiencing nationwide blackouts (referred to as load-shedding) in the latter part of 2007 and which continues 
to this day. Eskom is the state-owned utility company which has a monopoly on the electricity generation within 
South Africa, which is also highly centralised. The country has historically and continues to be primarily reliant 
on coal as its source of electricity generation [7]. As of 2020, coal represents 88% of energy generation, with 
nuclear and renewables representing 4% and 7% respectively (Figure 2). This is in comparison with the world 
average dependence on coal being 36.5% and renewable energies being 26% [25]. Despite South Africa’s 
attractively high solar irradiance (220 W/m2 compared with Europe’s 100 W/m2), solar PV only represents 
1.5% of the electricity generation capacity at an estimated 3600 GWh/yr [24], [26]. The authors believe the 
application of solar PV within the local metals beneficiation and refining industries represents an opportunity 
for South Africa. 

At the end of 2007, the National Energy Regulator of South Africa (NERSA) commissioned a Renewable 
Energy Feed in Tariff (REFiT), which was approved in March 2009, as a mechanism to promote the generation 



of renewable energy within South Africa by creating certainty for investors. Effectively the REFiT was a 
purchase power agreement at fixed prices, which varied according to the renewable energy source. As of 
2008, over 36 other countries (including Spain, Germany, certain states in the USA, Brazil, and even Kenya) 
had REFiT’s [27], [28]. However, in 2011, the Department of Energy revised this scheme and replaced it with 
a more conventional procurement process, called the Renewable Energy Independent Power Producer 
Programme (REIPPP), which was based on a competitive pricing model, where independent power producers 
bid for the development of renewable power plants [28].. In particular, the application of Feed in Tariff (FIT) for 
small-scale embedded generation systems (SSEG) rests with the individual municipality / city. The City of 
Cape Town (CoCT) is one of the few South African cities which has successfully implemented a FiT for SSEG 
where households can receive approximately 0.04 $/kWh with the caveat that the household/business must 
be a net consumer of electricity (from the CoCT) over a 12-month period. 

Load-shedding is a scheduled means of rotating the available electricity amongst Eskom’s customers. The 
reason load-shedding is implemented is to prevent the entire electricity system from failing [29]. As a result, 
mining contracted by 9% in 2022 and many industries and companies are at the point of closure [30]. The 
need to stabilise the national energy system and ensure stability of energy availability is paramount to the 
minerals and metals industry. In response to their inability to provide a stable power supply and to incentivise 
private sector participation in addressing the continued load-shedding, in 2021 the South Africa government 
increased the embedded generation (self-generation) capacity licensing threshold from 1 MW to 100 MW [31]. 

While there are many metals which could be considered within the South African context, the refining of zinc 
has been chosen for this particular study. Zinc is the fourth most consumed metal globally [32] and as it readily 
reacts with oxygen, forming a protective zinc oxide layer, its primary use (>50%) is for galvanising of steel [33]. 
Other major uses include zinc-based alloys and brass production [33]. For the same aforementioned reasons 
that metal demand is expected to increase, the demand for zinc is also expected to increase. Zinc demand 
has been positively correlated with industrial and economic growth by White [34] and as both are key focus 
areas for Southern African countries the demand for zinc consumption is expected to increase. In order to 
obtain zinc at an economically competitive price, the focus on local production is expected to increase. South 
Africa is endowed with 14 Mt of zinc content [35] within 200-300 Mt of zinc ore reserves [36] which it is in the 
process of beneficiating (at Gamsberg with proposals to re-explore the Prieska Copper-Zinc Project). However, 
since the closure of Exxaro’s Zincor Plant in 2011/2012, it no longer locally refines zinc metal. Zincor closed 
due to rising ‘administrative costs’, of which a contributing factor may have been the 2008/2009 zinc metal 
price depression [37] and in addition is speculated to have been due to rising electricity costs [34]. Given the 
renewed interest in exploring the refining of zinc and given the current energy supply crisis faced by the 
country, it is proposed to explore the potential application of solar PV within the zinc refining process within 
the context of South Africa.  

The most energy intensive step in the traditional refining process (Roast-Leach-Electrowinning process) for 
zinc is electrowinning, which uses direct current (DC) to deposit zinc, typically from a purified zinc sulphate 
solution, onto cathodes. It consumes on average 2,900-3,300 kWh/t-zinc, accounting for approximately 60% 
of the total electricity consumption of refined zinc production [38]. As photovoltaic (PV) systems represent an 
established ‘green’ energy technology to produce DC electricity, it appears that a solar PV system is the most 
appropriate ‘green’ technology to generate electricity for this purpose. The application of solar PV for the 
provision of electricity for the zinc electrowinning unit operation would mean that losses in the electricity 
generation system would be minimised as no rectification from DC/AC is required, contributing to energy 
efficiency and loss minimisation, as well as contributing to the decarbonisation of the industry. 

2. Case study  
As previously mentioned, the Minerals Council of South Africa estimates that South Africa has 14 Mt of zinc 
content [35] within its 200-250 Mt of zinc ore reserves with the Northern Cape Province (specifically near the 
mining town of Aggeneys) containing significant deposits of these Lead-Zinc ores [39]. In particular the 
Gamsberg deposit, located approximately 30 km from Aggeneys, which is one of the largest zinc deposits in 
the world, is estimated to have approximately 12.8-13.9 Mt of Zinc content within its 214 Mt ore body (6-6.5% 
Zn) and a life of mine (LoM) of over 30 years [40]. As this one area accounts for nearly all the estimated zinc 
content within South Africa it is the most likely location for a future zinc refining facility and will thus form the 
focus area for this case study. This theoretical refinery, proposed in this study, would use the Roast-Leach-
Electrowinning process, as this process accounts for 80-95% of all zinc production, with a production capacity 
of 50,000 tons of refined zinc per year. As zinc refineries can range in capacity from 30,000 tons refined zinc 
produced per year to 450,000 tons per year, the proposed 50,000 tons per year would be considered a small 
refinery.  

Aggeneys is a copper, zinc, silver lead mining complex and was developed to service the Black Mountain 
Mine. Vedanta is the current majority owner of both Black Mountain and Gamsberg. With respect to climate 
Aggeneys is classified as semi-desert [41] and water is pumped from the Orange River (approximately 40 km 
away). In terms of Photovoltaic Power potential, Aggeneys is one of the world’s prime locations with high solar 
irradiance (daily totals of 5.6 h corresponding to approximately 2,000 kWh/kWp) [42].  



There is already a 46 MW (117 GWh/yr) solar PV power project which was commissioned in July 2020 in 
Aggeneys (Aggeneys Solar PV Park) and is designed to power 20,000 homes. It is owned by BioTherm 
Energy, cost $54.7m to build, and has a 20-year contract with Eskom under a power purchase agreement. It 
consists of 140,640 single axis tracking polycrystalline silicon PV modules and covers an area of 110 hectares 
[43]. This indicates the theoretical feasibility of designing and installing a solar PV plant in this location and the 
possibility of power purchase agreements with Eskom to possibly sell excess energy back to the grid if need 
be. 

3. Methodology 
Traditionally, solar resource / solar irradiance maps, which provide the average available hours of sun per day, 
were used for this purpose. However, there are now software packages available which can provide this and 
other important data, such as irradiance depending on the angle, azimuth, temperature, etc. Once the location, 
in this instance the Northern Cape, and other parameters such as the angle and azimuth are identified, it is 
possible to obtain the data monthly, daily, or even hourly. The software used in this project was the Photovoltaic 
Geographical Information System (PVGIS), provided as a free tool for the European Commission (EC) and the 
Joint Research Centre (JRC). As a general rule, solar PV installations located in the Southern hemisphere 
must face North (Northern hemisphere must face South) in order to maximise the amount of irradiation 
received. Furthermore, depending on the purpose of the installation, the slope angle must be equal to the 
latitude, or plus / minus 10º, depending on whether more irradiation is required in winter or summer. 

For this study, the azimuth chosen is 180° (North facing), while the optimum angle, determined after a 
sensitivity analysis carried out, has been set up as 30°. This sensitivity analysis is shown in Figure 3, where it 
is possible to see the irradiation with different azimuth and angles. There are two figures which illustrate the 
best configuration in terms of azimuth. As can be seen, Figure 3a (left) has the least variance, having more or 
less the same irradiation during the whole year. Conversely, Figure 3b (right) shows an inverted Gauss bell, 
obtaining high irradiation (>265 kW/m2) during the summer months (from October to March), while in winter 
months (from April to September) the irradiation is very low (<20 kW/m2). Since the electrowinning plant is 
designed to work during the whole year, the most applicable configuration is Figure 3a (180° azimuth) which 
results in approximately the same amount of irradiation every month of the year (i.e. least deviation from the 
average irradiance value). 

 
Figure 3. Annual irradiation in the Northern Cape, South Africa, with two different angles of azimuth chosen 
(180⁰ and 0⁰). Tables on the right of the Figures summarize the total amount of irradiance per year depending 
on the slope of the solar panels. 

Once the azimuth has been chosen, the angle of the solar panels needs to be determined. As aforementioned, 
this slope can vary according to the specifications of the facility. For the purpose of this study, the best 
configuration will be considered as the one with the highest irradiance. Thus, it has been decided to use all the 
irradiation for every hour in the year 2020, to obtain the cumulative irradiation at the end of the year. As it is 
possible to see in the data table included in Figure 3a, the highest irradiation occurs when the solar panels are 
inclined 30º. Therefore, and following this criterion, the configuration chosen for the solar plant is 180º for the 
azimuth, and 30º for the slope. 

Different scenarios have been identified to analyse the performance of the solar plant according to the power 
installed and the operating time. Currently, the plant is assumed to be operating 24 h/day. However, this is not 
possible to carry out a 24h/day operation exclusively using solar PV technology as other technologies would 
be needed to supply electricity during the night, either as power generation (grid supply) or additional storage 
capacity (batteries).  

Accordingly, two more scenarios have been analysed to determine the feasibility of the plant with respect to 
its hours of operation, while keeping annual zinc production the same. The first is operating the electrowinning 
plant for only 6 h/day. This operation time is designed around maximising the hours of sun per day that is 
possible to obtain, during wintertime. This means that even in winter it could be possible to produce the quantity 



of zinc required, with the possibility of increasing the operation time in summer months, as more hours of sun 
per day are available. The second scenario is operating for 12 h/day and trying to strike a balance between 
maximising solar PV electricity generation while balancing the costs of storage capacity / alternative energy 
sources. In this way, it has been proposed that there will be three different operating durations for the 
electrowinning plant: 24 h/day, 12 h/day, and 6 h/day. 

The electrowinning plant is designed to achieve a production of at least 50,000 tons per year, which is the 
current production, operating 24 h/day. For all scenarios considered, this annual production value must be 
reached by the end of the year, irrespective of whether operation times change. For that purpose, if the 
operation times are reduced, the capacity of the electrowinning plant must be increased, being multiplied two 
times if the operation time is reduced to 12 h/day and four times if the plant is reduced to 6 h/day. With the 
above three different operating time scenarios, an energy and economic assessment will be carried out taking 
into account that the scenarios are applied in the following cases: 1) Grid tie only (basis for comparison as this 
is the benchmark), 2) Solar plant and grid tie, 3) Solar Plant and Batteries (off grid), 4) Solar Plant with no 
Batteries (off grid). 

3.1. Grid tie only 

Electrowinning units worldwide are typically connected through a country's national / regional electricity grid.  
Grid tie is therefore the benchmark for all other scenario comparisons detailed below. Since no additional 
technologies (additional energy generation nor energy storage) are used in this option, the electrowinning 
process will be designed to operate 24 h/day. The capacity of the plant would be costed for a production of 
50,000 tons refined Zn/day. The economic assessment in this case, in terms of electricity cost, would be simply 
multiplying the electricity demanded by the electrowinning plant with the current price of the electricity. 
Operating the electrowinning plant 12 h/day or 6 h/day would result in an unnecessary doubling and 
quadrupling of the capacity of the electrowinning unit, if the same annual production is to be achieved. In this 
event, the economic assessment would be calculated similarly to the 24 h/day case, however, additional 
electrowinning capacity would be needed (increased CAPEX costs), solely increasing the final economic costs 
without any perceived financial gain. 

3.2. Solar PV plant and grid tie 

This scenario is the most widespread when supplementing electricity supply with solar PV, in particular for 
households and businesses that are located in close proximity to the grid. This scenario combines a new solar 
PV plant with the traditional way of obtaining electricity from the grid. One of the main reasons to keep the 
connection to the grid, is to ensure that in principle there will always be electricity for the plant. This assumes 
there is no load-shedding. The grid connection mitigates a scenario where there is a drop in embedded 
generation due to cloudy and rainy days and accommodates for during the night without the necessity to invest 
in storage capacity or other power generation technologies. It is anticipated that all three operation times are 
applicable and achievable with this configuration. When the operation times are reduced, the capacity of the 
electrowinning plant must increase in order to reach the required production throughput. In addition, the power 
capacity of the proposed solar PV plant must increase in order to produce the increased electricity supply 
required to maintain annual production. Therefore, the CAPEX of the additional electrowinning units and the 
increased size of the solar PV plant must be included and added to the final price calculated. This scenario is 
therefore about balancing the increased capital expense of an increased electrowinning plant and increased 
solar PV plant with a lower payment for electricity from the grid. The break-even point of each of these 
scenarios would need to be determined.  

3.3. Solar PV plant and batteries 

There are currently limited technologies available for storing energy at large scale. The largest being dammed 
hydroelectricity, however, this application is location specific requiring the available land and water to make it 
viable. As Aggeneys is classified as semi-desert, dammed hydroelectricity production does not appear to be a 
viable option. Another option which is starting to make an appearance within the mining industry is the 
production and storage of hydrogen with excess electricity which can then be converted back to electricity 
when needed. This should be explored further in future studies, particularly for large scale projects. Although 
batteries are capable of storing a certain amount of energy, they are widely used in small (household) solar 
plants. They are unfortunately still very inefficient, since batteries based on lead cannot be discharged more 
than 40%, while those based on lithium it is possible to use up to 80% [44]. Depending on the type of battery 
utilised, some metals used for their manufacture are classified as ‘critical’ and may therefore be expensive due 
to limited supply. Despite their high cost, batteries were deemed by the authors to be the simplest storage 
option for this study.  

There are different technologies in batteries that can be applied to store energy. The most known are the 
based on lead-acid (considered the traditional) and those based on lithium [44]. The batteries based on lead-
acid are very inefficient since they cannot be discharged more than 40%, otherwise the lifespan could be 
shortened, being already not very long, since the best technology for this kind of batteries is gel, with a lifespan 
lower than 750 cycles [44]. On the other side, batteries based on lithium have an efficiency higher than 80%, 



spotting the LTO (variation of the crystalline structure), which has a lifespan higher than 5,000 cycles [44]. The 
main disadvantage of this battery is that is very expensive (six more times than lead-acid), and this can 
increase the initial investment. However, this study, lithium batteries have been chosen due to them being the 
most efficient energy storage system. However, other options should be explored in future studies.  

3.4. Solar PV plant with no batteries 

This option would only make sense for the configuration of the lowest operation time, namely 6 h/day, since 
12 h/day and 24 h/day would inherently require a storage capacity or an alternative source of energy supply 
because the sun is not available for that length of time. Running an electrowinning plant solely with a solar 
plant must therefore be carried out during the day, when the sun is shining. The reason for proposing this 
scenario is due to the well-known fact that batteries (energy storage) represent a significant cost and therefore 
the feasibility of operating without storage capacity was proposed. However, given that solar irradiance 
fluctuates within a day and with the seasons, it is already known that a consistent throughput is impossible to 
maintain. The authors are not anticipating that this scenario will be technically feasible to achieve without a 
more detailed design where throughput can be increased during the peak solar irradiance hours.  

4. Design and performance of the plant 

4.1. Power of the solar PV plant 

The capacity of the solar plant will dictate the amount of electricity which can be generated. For this study, the 
solar plant must be designed to achieve the production expected at the end of the year, namely 50,000 tons 
of refined zinc. The first step to start the design is calculating the power capacity. To that aim, it is needed to 
convert the zinc generated at the end of the year into power units. It has been taken from the literature review 
the specific energy to produce 1 ton of zinc in an electrowinning cell, being a range from 2,900 kWh to 3,300 
kWh. 2,900 kWh was chosen as the best-case scenario for the initial investigation. If these values are multiplied 
by total annual tons of zinc produced and divided by the total hours working during the year (the current 
operation time is 8760 h/yr), it is possible to determine the power needed in 1 h (see Equation 1).  𝑃𝑜𝑤𝑒𝑟 𝐷𝑒𝑚𝑎𝑛𝑑 = 50,000 𝑡𝑜𝑛𝑠 𝑍𝑛× 2,900 𝑘𝑊ℎ𝑡𝑜𝑛𝑠 𝑍𝑛8760 ℎ = 17 𝑀𝑊        (1) 

This means that it is necessary to install a solar plant of 17 MW to achieve the specified zinc production. 
However, and for the reasons explained in the next section, this power must be higher due to losses incurred, 
as well as the fluctuating electricity produced during the day and depending on the season. To determine the 
most appropriate power capacity for each of the three operation times proposed, Figure 4 has been presented. 

 

Figure 4. Comparison between the increased power capacity of the solar PV plant (left axis) with the electricity 
demand not-satisfied by the solar plant as a % (right axis). 

As shown, the power required for 24 h operation starts with the 17 MW calculated, while for the 12 h and 6 h 
are 33 MW and 66 MW, respectively. From these power capacities, as a starting point, the power capacity will 
be linearly increasing and compared with the electricity not-satisfied from the solar plant, starting at 100% and 
being reduced when the power installed increases. The electricity not-satisfied can be defined as the electricity 
needed to supply from another alternative source, either from a green energy or from grid, due to the solar 
plant not being able to supply all the electricity demanded at certain times.  

Although it would make sense to choose the best/optimal power capacity of each solar PV plant as the point 
at which a % increase in power capacity is no longer greater or equal to the % decrease in energy not-satisfied, 
given the curvature of the graph, this point is reached very quickly with the 12 h scenario and is never possible 
with the 24 h scenario. The optimal/best power capacity was therefore chosen as the intersection point 
between the curve for energy not-satisfied and the line for increasing power capacity of the solar PV plant. The 
authors felt that for this high-level study this approach balanced the increasing CAPEX association with 
increasing the power capacity of the proposed solar PV plant while still achieving a reasonable electricity 
production. 



In this way, it is seen that for the 24 h operation time it is needed to increase the power by 90%, to 30 MW, to 
reduce this electricity by approximately 20% (i.e., 80% of the energy requirements are still not-satisfied). In the 
case of the 12 h operation time, the power must be increased by 60% approximately to decrease the electricity 
not-satisfied by 40%. The last chart could be the most interesting option, in terms of electricity exploitation, 
since increasing the power installed only 25%, the electricity not-satisfied can be reduced by 75%. 

This could be explained by the fact that the solar plant works only 6 h, most of the time is running when the 
sun is out. This means that the exploitation of the solar plant could have a higher efficiency with this operation 
time. Nevertheless, since an assessment of the performance and economic will be carried out with all 
scenarios, it has decided to choose the best power for each operation time, being 30 MW for 24 h, 55 MW for 
12 h and 85 MW for 6 h, as can be seen in Figure 4. 

4.2. Electricity generation 

The performance of the solar plant electricity production depends on the power installed and how this electricity 
can be used to supply the energy to the electrowinning plant. Once the irradiance has been calculated for the 
specific location and the power selected for the different operation times, it is necessary to know the 
specifications of the solar panels to install. For this analysis, solar panels from a local supplier were chosen, 
with the details summarised in Table 1, and the electricity generated per hour calculated with equation 2. 

Table 1. Specifications of the solar panels. 

Type Lifetime Power Surface Efficiency 

Monocrystalline 25 years 400 W 2 m2 21% 

 𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 =  𝐼𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒 ×  𝑆𝑢𝑟𝑓𝑎𝑐𝑒 ×  𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦      (2) 

By cumulating the electricity generated every hour of the year (determined using Equation 2), it is possible to 
analyse the quantity of energy which can (1) be produced, (2) is self-consumed and (3) the excess electricity. 
Figure 5 and Table 2 summarise the above data, calculated for the different operation times proposed. 

 

Figure 5. Performance of the solar PV plant designed according to the operation times. 

As can be seen in Figure 5, the highest electricity generation (due to solar PV) is produced when the operation 
time is smaller since the power capacity installed is higher. This makes sense as the higher the power capacity 
installed, the more panels have been installed and therefore the surface to absorb the irradiance from the sun 
is larger which translates into higher electricity generation. However, in order to see the performance of the 
three different operation times, it is important to check how much electricity is not being satisfied by the solar 
plant. While the demand is constant for the three scenarios, it is shown that the electricity not-satisfied is 
increasing when the operation time is longer. This is explained by the fact that there is an electricity demand 
when it is dark with the operation times of 12 h and 24 h. These numbers can be seen in Table 2, where the 
energy not-satisfied from the total demand is 26.68 % and 62.41 %, for 12 h/day and 24 h/day, respectively. 
On the other hand, this number drops to less than 5 % when it is operated 6 h/day. Therefore, it is not possible 
to accomplish these requirements for 12 h/day and 24 h/day with the solar plant alone, so an alternative energy 
source is required to supplement the electricity demand and keep the electrowinning unit operating.  

One of the most important disadvantages of running the electrowinning plant for only 6 h/day is the amount of 
excess energy generated. Since the plant is only working for 6 h, there are hours during the day that some 
electricity is being produced and cannot be used, so it would either be (1) wasted, (2) stored in batteries, or 
(3) sold back to the grid. This is reflected in the self-consumption data being the lowest of the three cases 
analysed. 

Table 2. Annual data calculated according to the solar PV power capacity installed. 



Operation 
time 

Power 
installed 

Energy 
generated 

Excess 
Energy 

Self-
consumption 

Energy not-
satisfied 

Energy not-
satisfied 

6 h/day 85 MW 215,845 MWh 77,250 MWh 64.21 % 4.42 % 6,408 MWh 

12 h/day 55 MW 139,662 MWh 33,352 MWh 76.12 % 26.68 % 38,690 MWh 

24 h/day 30 MW 76,179 MWh 21,670 MWh 71,55 % 62.41 % 90,491 MWh 

 

The following should be noted for the 6 h/day operation. For the combination of solar PV and grid tie backup 
power, it can be seen from Table 2 that very little energy is needed from the grid (4.42%) to supplement 
electricity supply and given that excess energy far exceeds the energy not-satisfied (77,250>>6,408 MWh) 
that the plant is actually likely to be a net provider of electricity to the grid. A Feed in Tariff (FiT) would need to 
be negotiated with Eskom or the local municipality. There is a similar situation with batteries, as opposed to 
grid tie, in that excess energy significantly outweighs energy not-satisfied at all times of the year. Therefore, 
the addition of battery storage capacity should comfortably allow the operation of the electrowinning plant for 
the 6 hour/day operational schedule. Unfortunately, as there is no tie to the grid, the excess energy which does 
not need to be stored will be wasted unless an alternative use can be found. It is recommended that further 
studies investigate lowering the power capacity installed (<85 MW) and increase battery capacity to minimise 
energy losses. Finally, with respect to solar only (no batteries and no grid tie) unfortunately at this specific 
power capacity it is unable to entirely meet demand. This is evident by the fact that there is a % of energy not-
satisfied. The only way to still meet the annual demand for zinc is firstly to increase the power capacity of the 
plant ensure the total energy is always satisfied, however this will increase the excess energy which is wasted. 
The other alternative is to increase the capacity of the electrowinning unit such that during the middle of the 
day the throughput can be increased to compensate for lower throughput at the beginning and end of the day. 
However, the economic feasibility of this trade-off would need to be explored in a further study.   

The following should be noted for the 12 h/day operation. For the combination of solar PV and grid tie backup 
power, it can be seen from Table 2 that the energy not-satisfied is fairly significant at 26.68% and electricity 
from the grid is therefore essential to maintain operations. In addition, as the energy not-satisfied is similar, 
although still slightly larger than the excess energy (38,690>33,352 MWh), the plant will be a net importer of 
electricity from the grid. A negotiated FiT is still encouraged to minimise the expense of buying energy from 
the grid. When using batteries as a storage capacity it can be seen that there is insufficient excess energy 
generated to be able to be stored and resupplied by the batteries to the plant. The power capacity of the solar 
plant would need to be increased (at least by 3 MW) above the proposed 55 MW and would also need to 
account for losses involved in storing the DC energy in the DC batteries. Luckily the high losses associated 
with DC/AC conversion can be avoided in this process. A solar only supply is unfeasible as can be seen by 
the aforementioned 26.68%. 

The following should be noted for the 24 h/day operation. For the combination of solar PV and grid tie backup 
power, it can be seen from Table 3 that the energy not-satisfied is high at 62.41% and significantly greater 
than the excess energy (90,491>>21,670 MWh) meaning that once again the plant is a net importer of 
electricity from the grid. At the current power capacity of 30 MW, the battery scenario is therefore unfeasible 
and would require at least an additional 30 MW of capacity to generate sufficient electricity to charge at the 
batteries. Once again, the scenario with a stand-alone solar operation is unfeasible due to the large amount 
of energy not-satisfied within the system. 

Table 3. Summary of the technical feasibility of the various scenarios under the current constraints. 

 Electrowinning operating hours and solar PV power capacity (if applicable) 

 6 h/day (85MW) 12 h/day (55 MW) 24 h/day (30 MW) 

Grid Only N/A N/A ✔ 

Grid + Solar ✔ ✔ ✔ 

Solar + Batteries ✔ ? X 

Solar Only ? N/A N/A 

N/A= not applicable / scenario not investigated; ✔ = technically feasible; ? = not technically feasible under the current conditions, however, 
requires further investigation as technical feasibility was borderline; X = not technically feasible under the current conditions. 

4.3. Key assumptions and limitations of the study 

The following key assumptions have been made during this investigation. The plant operates for 365 days a 
year with no down time and the effect of loadshedding is not taken into account. Electricity use within the zinc 
plant, other than electrowinning, is not included. The cost of electricity was assumed to stay constant 



throughout the day and year. A 25-year lifespan was assumed for all economic calculations. Lastly, it is 
assumed that the quality of zinc will be unaffected if the electrowinning unit runs for only 12 h/day or 6 h/day. 
It is acknowledged that if some of the above parameters were altered the results may be affected and that 
further investigations with sensitivity analyses are needed to determine the effect that each assumption has 
on the results. 

5. Economic assessment  
The aim of this study is to determine the most economically feasible option(s) of the aforementioned scenarios. 
To be able to implement an economic assessment, certain factors must be included, such as the price of solar 
panels and batteries, the capital cost of an electrowinning unit at different scales, electricity price from the grid, 
price for the compensation of extra energy being fed back into the grid (Feed in Tariff) etc. In addition, the 
methodology of Levelized Cost of Energy (LCOE) has been applied. This methodology was applied in order 
to obtain a value to measure the average cost of generating one kilowatt hour (Megawatt hour in this case, 
MWh) of electricity over the lifetime of a generating asset. The LCOE takes into account the costs associated 
with a system, including installation, operation, maintenance, and fuel. The average cost per year (over 25 
years) has also been determined in Table 5 to provide the easiest comparison amongst the scenarios. 

As obtaining electricity solely from the grid has been deemed the benchmark, this value will be calculated first. 
It must be noted that the price for the power supplied from the grid (Eskom) is assumed to remain constant 
(no peak hour costs), even though it varies in quantity amongst the different operating times. Based on this, it 
has been calculated that the electricity cost (OPEX) associated with obtaining electricity solely from the grid is 
$ 10,585,000 ($ 10.585 M) for the 2022/2023 year. Further Eskom electricity price increases are expected as 
outlined in Table 4. 

The capital cost of the zinc electrowinning unit was estimated using capital cost data from a copper 
electrowinning unit [45]. The CAPEX for the solar PV plant was taken as the 2021 worldwide estimate for solar 
installations which is $ 857 per kW [46] which was comparable to the $/kWh value quoted by Green Pro 
Consulting of $ 778/kWh [47]. The prices applied to the various scenarios, are summarised in Table 4. 

Table 4. Costs associated with the various solar PV plant designs. 

Price of grid 
(Eskom) 
supplied 
electricity [39] 

FiT  
(based on 
CoCT) [48] 

CAPEX associated with different 
scales of the Electrowinning Unit 

CAPEX for 
Solar PV plant 
[46] 

CAPEX for 
battery 
storage 
(Lithium) 6 h/day 

(85 MW) 
12 h/day 
(55 MW) 

24 h/day  
(30 MW) 

$ 73 / MWh* $ 18 / MWh $ 150 M $ 75 M $ 35 M $ 857,000 / MW 1,005 $/kWh 

 

The final LCOE price is determined by the power installed, as the more power installed the more panels are 
needed. Accordingly, it is also necessary to include the operation and maintenance (O&M) costs, which is 
usually calculated as the 10% per year of the capital cost. Using these values and the LCOE method, to 
calculate the feasibility of the design for a 25 years of lifespan, it has been calculated that the LCOE price for 
the 6 h/day, 12 h/day and 24 h/day are $ 80.66 /MWh, $ 65.77 /MWh and $ 57.87 /MWh, respectively (without 
taking into account the batteries). Although the price calculated for the 6 h/day scenario is higher than the price 
from the grid in 2022, it should be noted that once the proposed 18% price increase takes effect, all scenarios 
will be cheaper ($/MWh) than the grid-only price. In addition, having the embedded generation capacity 
(through solar PV) provides additional advantages compared with solely relying on the grid connection for 
electricity supply. As discussed in the introduction, as South Africa continues to experience load-shedding it 
results in interrupted power supply on almost a daily basis which is affecting the production of all industries 
including mining and refining of metals. Having an independent embedded electricity generation capacity will 
therefore reduce / eliminate this situation while also having the advantage of decreasing the pressure on the 
national grid. If excess “green” electricity can be returned to the grid it will also have an added benefit to the 
stabilising of the grid as well as contributing to meeting renewable energy targets. 

Table 5. Summary of the average total cost per year (25 years) for the various scenarios [million $/year]. 

 Electrowinning operating hours and solar PV power capacity (if applicable) 

 6 h/day (85MW) 12 h/day (55 MW) 24 h/day (30 MW) 

Grid Only N/A N/A 10.59 

Grid + Solar 13.79 10.38 9.79 

Solar + Batteries 1,045 6,230 14,555 

Solar Only 14.79 N/A N/A 



 

The most economical configuration is therefore operating a solar plant for 24 h/day with a combination of grid 
and solar energy supply. It should be noted that the grid only price of $ 10.59 million/year is expected to 
increase to $ 12.47 million/year in 2023/2024 as an 18% increase is expected and to $14.07 million/year by 
2025 when a further 12% increase is expected. The Eskom supplied electricity cost is expected to continue to 
increase. With this understanding one can see that all solar and grid options will become more economical 
than only being supplied by the grid over the 25-year life of the project. With respect to different operating 
times, the grid and solar option at longer operating times makes more economic sense as it requires less 
additional capital expenditure in the form of additional electrowinning capacity and additional solar capacity. 
As can be seen, under no circumstances is the scenario of solar and batteries economically feasible. However, 
in this scenario it can be seen that, as expected, shorter operating times results in a smaller capital cost (less 
batteries required) and thus is more economical than longer operating times. Lastly, the reason the solar and 
grid combination for 6 h/day is more economical than solar stand alone is the benefit gained from selling 
electricity back to the grid.  

6. Conclusions 
A stable (and economical) electricity supply is one of the key necessities that society (households and 
companies) requires. Unfortunately, there are a number of factors which are generating volatility in terms of 
the supply and cost of electricity. Globally, a major factor in the increasing price of electricity is the Russian-
Ukrainian war, with some European countries experiencing an increase of up to 200%, while on a local scale 
South Africa is struggling with insufficient generation capacity, ageing infrastructure amongst other factors. 
The hope is that globally and at the local level, these challenges will promote the implementation of increasing 
quantities of alternative (renewable) energy sources to alleviate dependence on fossil fuels and or countries’ 
national energy grids.  

Different scenarios were analysed to determine the optimal incorporation of solar PV for the electricity 
substitution for zinc electrowinning, namely: grid only, solar and grid supply, solar and battery storage, and a 
stand-alone solar supply. Although the ideal would be to maximise reliance on embedded generation capacity, 
it needed to be determined as to where this optimal point currently is. It should be acknowledged that this 
optimal may change over time. In addition, the operational times were varied (24h, 12h and 6h) in order to 
determine the trade-off between increased capital costs associated with increasing the size of electrowinning 
units and solar plant power capacity as the operational time decreased) and the increased costs of energy 
storage (as operational timeless increased). Accordingly, it has been demonstrated that the best orientation 
for the solar panel is facing South with a slope of 30º, obtaining the highest electricity production within a year, 
and ensuring similar monthly generation. 

With this configuration, the most promising scenario to maximise reliance on embedded energy generation, is 
running the electrowinning plant for 6 hours per day. The reason being that it had the lowest energy not-
satisfied (< 5% of the total electricity demanded in a year), while the 12 h and 24 h scenarios resulted in 27% 
and 64% energy not-satisfied. In addition, since the power installed in 6h case is higher than the other 
scenarios, there will also be excess energy that can be introduced into the grid which may assist in stabilising 
the grid while the company owning the zinc plant may derive economic benefit. While the 6 h/day solar can 
feasibly be combined with a grid or battery supply to cover the energy not-satisfied, under the current solar 
power capacity of 85 MW, running on a stand-alone solar PV plant (no batteries) is not feasible. The power 
capacity of the solar PV plant would either need to be increased or there would need to be an increase in the 
capacity of the electrowinning plant to allow for a higher throughput during peak irradiation hours.  

The most economical configuration is operating a solar plant for 24 h/day with a combination of grid and solar 
energy supply. Further studies should investigate how varying only the size of the solar plant will affect the 
economics in this scenario. Under no circumstances was the solar and battery scenarios economically feasible 
with the current price of lithium batteries. Future studies should explore alternative energy store options.   

One of the main disadvantages of installing solar plants is the amount of land that is needed to produce the 
electricity expected. For the best-case scenario (6 h/day), from an energy generation perspective, the land use 
would be 0.425 km2, taken into account only the panels. This number can increase from 30-50%, up to 0.64 
km2 after adding the separation between panels and rest of equipment. Choosing the option of installing the 
lowest number of panels (30 MW plant operating for 24 h/day), the land use can still be in excess of 0.25 km2, 
which is still significant. However, compared to the existing 46 MW solar PV plant in Aggeneys, which is 110 
hectares (1.1 km2) the proposed land area per MW installed is significantly less. In addition, Aggeneys as a 
town not pressurised for space (i.e., it is not densely populated), therefore the space requirements are not 
anticipated to be problematic. 

One benefit from this study is that the approach can be applied to similar industries/unit operations where the 
electricity is needed in direct current form, which avoids additional losses incurred when converting from DC 
to AC and vice versa. For instance, it could be applied to electrowinning plants for other metals located in other 
areas such as Europe. Other locations may have advantages or face different challenges, for instance in 



Europe although there are established FiT schemes, the solar irradiance is significantly lower and there may 
be more space constraints.  

This study has demonstrated that the incorporation of solar PV into the energy supply mix for a zinc 
electrowinning plant can be beneficial. To that end, governments such as South African government must 
incentivize the continued investigation and investment into solar PV and other renewable energy sources which 
can improve the energy stability of the country as well as meet the increasing worldwide expectations on 
decarbonation within the minerals and metals industry.  
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Abstract: 

The objective of this study is to design an optimal vertical axis wind turbine (VAWT) for electric generation on 
a high-density urban highway in Cochabamba, Bolivia, taking into account the special functional conditions 
due to the characteristics of the high altitude area. Based on the literature, it was initially determined that the 
Banki cross-flow turbine is the most suitable VAWT for use on highways. An in-situ measurement of the wind 
velocity spectra was conducted to assess the typical wind characteristics along the highway using statistical 
analysis and selected optimal values for testing and optimization. The diameter of the Banki wind turbine was 
then determined and fixed considering the width of the space between the two lanes of the highway as a 
limitation. Three geometrical aspects were assessed as variables for finding the optimal power coefficient; 
attack angle, number of blades and height. Computational fluid dynamics (CFD) simulations were carried out 
with every turbine combination to determine the optimal characteristics. From Cp and TSR values obtained 
from the simulations a multivariate analysis was carried out optimizing these values. The response of Cp and 
TSR were obtained, prioritizing Cp results. Finally, an ultimate design for the Banki wind turbine is proposed. 
The optimized Banki cross flow turbine has 11.5495° attack angle, 12 number of blades and 0.9 m of height. 
 
Keywords: Vertical Axis Wind Turbine, Energy harvesting, Highway wind turbine, Banki Cross-flow 

1. Introduction 

Nowadays, the world is facing an energy crisis resulting from a shortage of traditional energy resources. As a 
result, many countries have started to shift their focus towards renewable energy alternatives such as solar 
thermal and photovoltaic energy, hydro energy, geothermal energy and wind energy to generate power. 

Recent technological advances and diversification of types of wind turbines show a reduction in the risk of 
these installations and present more efficient systems in electrical conversion. Nevertheless, wind energy 
generation has shown to be a risky investment for the development of an interconnected power grid due to 
wind energy variability and uncertainty, its effect on power fluctuations, voltage drops, and as a consequence, 
grid instability. 

The trend within wind turbines falls on a horizontal configuration of their axes or HAWT (horizontal axis wind 
turbine), mainly due to their large generation capacities within a specific area. However, horizontal-axis wind 
turbines are complex projects that cannot compete in micro-scale markets due to demanding operating 
conditions, large investments and studies, and high maintenance costs. A more relegated but no less important 
technology is the vertical axis wind turbine or VAWT (vertical axis wind turbine), which has an increased 
demand due to the need to take advantage of resources in limited environments. These turbines allow easy 
integration into the market of products for electricity generation and installation in urban areas for micro-
generation and self-sustainability of products. The VAWT stands out due to the possibility of self-starting the 
generation as well as the omnidirectional capacity to harvest winds; factors that are limiting for horizontal axis 
wind turbines. In addition, new studies consider the use of sets of VAWTs in different configurations to increase 
efficiency or new types of airfoils with the same purpose, taking advantage of fluid mechanics and phenomena 
occurring during their operation. 

In the literature, the principal focus of the research on VAWTs is the geometrical design, consequently, the 
VAWTs are continually being adapted and redesigned to achieve maximum benefits in power generation. 
Geometrical design of a Nautilus wind turbine [1], a comparison between helical and straight blades [2] and a 
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nature-inspired shape blades proposal for a VAWT [3] are some examples. Likewise, VAWTs have been 
researched to suit specific applications, such as subsidized houses [4] and highways [5], [6]. On highways, the 
authors are exploring the possibility of using VAWTs for electricity generation and street lighting, with certain 
types of turbines, with the cross-flow Banki wind turbine appearing to be the most effective option. Recent 
developments have also focused on enhancing the efficiency of arrays of vertical wind turbines [6], [7], [8]. 
Moreover, wind deflectors or guiding vanes are being studied as a solution to the performance challenges of 
some turbines [9]. Additional details and discussion on the state-of-the-art of VAWTs can be found on a recent 
review done by Alave-Vargas et al. [10].  

In this sense, the present article will propose the design of an optimal Banki-type vertical axis wind turbine 
according to specific wind conditions and data analysis of in-situ measurements of the location within Blanco 
Galindo highway in Cochabamba, Bolivia; a city that is located at 2558 m.a.s.l., which implies a high altitude 
condition that has effects on the viscosity and density of air. The experiment consists on the geometrical design 
based on the angle of attack, height, and the number of blades of the turbine. The experiment will be carried 
out on computational fluid dynamics (CFD) recording moment and angular velocity to perform an efficiency 
analysis, obtaining an optimal Banki wind turbine that can be used in-site. 

2. Types of vertical axis wind turbines 
Although horizontal axis wind turbines have been extensively studied and are currently used as the prime wind 
energy generation turbine in the world, new advances and studies have emerged related to the construction 
and application of vertical axis wind turbines and emphasize the optimal values of tip-speed ratio (TSR), power 
coefficient (Cp), thrust coefficient (Ct) and the cut-in speed at which the turbine starts generating [1].  

The values of TSR for VAWTs are determined by the turbine geometry, installation conditions and required 
power output. TSR is defined as the relation between the blade tip velocity and the wind speed. A high TSR 
value means higher power output, but it can cause mechanical issues. The Cp measures the turbine's efficiency 
converting the kinetic energy of the wind into electrical energy, and its maximum value occurs at a specific 
TSR value. The calculation of Cp is defined by Eq. (1). The Ct also measures the efficiency of the turbine 
extracting energy from the wind, and depends on the thrust force produced by the turbine, air density, wind 
speed, and swept area of the turbine, this value is represented by Eq. (2). A high Ct value indicates higher 
efficiency, but it could cause the turbine to fail mechanically as suggested by [11] and [5].  𝐶𝑝 = 𝑃12·𝜌·𝑆·𝑉3 ,  (1) 

𝐶𝑡 = 𝜏14·𝜌·𝑆·𝑉2·𝐷1 ,  (2) 

The types of vertical axis wind turbines, according to recent literature, can be divided on: 

2.1. Darrieus turbine 

Darrieus rotors were invented in the third decade of the 20th century in France. They consist of 2 or 3 blades 
parallel to the axis of the rotor [12]. Regarding sub-types, there are Darrieus turbines with straight blades, with 
H rotor and with curved blades. They are considered the most efficient vertical-axis turbines [5], [6], and also 
very trustful [13].  

The Darrieus turbines generate power from the lift produced by the rotating airfoils and have a higher power 
coefficient than the Savonius turbine [14]. They are recommended for use in areas with high and constant wind 
speeds without noticeable variations [15].  

2.2. Savonius turbine 

The Savonius turbine is used for variable wind flows in different ranges and requires a minimum wind speed 
to start working [15]. Despite being less efficient than the Darrieus turbines, it has been shown to have higher 
starting torque and good starting performance [5], [13]. 

2.3. Banki turbine 

The Michell-Banki or Banki turbine is a cross-flow wind turbine type. Experiments have shown that it 
outperforms the Savonius and Darrieus vertical axis turbines in certain conditions and on highway applications 
[16]. It has a low autostart of around 1.2 m/s, relatively high torque and a rigid structure [13]. The remarkable 
efficiency of this turbine is due to the fact that the wind passes through two stages. In the first stage, the wind 
enters the turbine hitting the blades facing the wind and in the second stage, it leaves the turbine hitting the 
blades facing backwards. A large number of blades gives the turbine the ability to have low connection speed 
and high starting torque [11]. 

The construction of Banki turbines adapted for wind applications can be designed following a series of 
guidelines and equations, proposed by Al-Maaitah [11]. They define the maximum efficiency or Cp of the turbine 
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for the given context, where the geometry of the exposed blades is specifically designed using a velocity 
triangle as shown in Figure 1.  

 

Figure. 1.  Velocity triangle diagram of wind input and output of the rotor [11]. 

Through a geometric analysis of the velocity triangles of the input speed (system 1) and the output speed 
(system 2), Eq. (3) and Eq. (4) are obtained, where 𝑟2  corresponds to the inner radius, 𝑟1 is the outer radius, 𝛼1 represents the angle of attack, and 𝛽1 represent the input blade angle.  (𝑟2𝑟1)4 + 4 · (𝑟2𝑟1)2 · 𝑡𝑎𝑛2(𝛼1) − 𝑡𝑎𝑛2(𝛼1) = 0, (3) 𝑡𝑎𝑛 𝛽1 = 2 · 𝑡𝑎𝑛 𝛼1,  (4) 

With the definition of the radius, Sammartano et al. [17] proposed the Eq. (5) and Eq. (6) to calculate the radius 
of curvature of 𝜌𝑏 and degree of curvature of the blade 𝛿, this geometry is shown in Figure 2.  𝜌𝑏 = 𝐷14 · [1 − (𝐷2𝐷1)2] · 𝑐𝑜𝑠 (𝛽1)−1,  (5) 

𝑡𝑎𝑛 (𝛿2) = 𝑐𝑜𝑠(𝛽1)𝑠𝑖𝑛(𝛽1),  (6) 

 

Figure. 2. Blade geometry [17]. 

3. In-site wind resource analysis  
In order to carry out a design based on real conditions, wind speed measurements were taken on the Blanco 
Galindo highway in the city of Cochabamba, Bolivia. This avenue has a double lane with one lane going east 
and the other going west, and a space of 1.86 m separating the lanes of opposite circulation. 

The data collection was carried out at 3.5 km of the highway, 460 metres from the distributor of another 
important avenue, Beijing avenue (the exact location can be seen in Figure 3). The criteria for determining the 
location for data collection were based on the observation of high vehicular flow, circulation of trucks and heavy 
vehicles coming from the distributor, and the absence of traffic lights within a radius of at least 400 metres. 



 

Figure. 3. Location of the data gathering point (-17.393004, -66.188506). 

Wind data were collected for four days at different periods, taking into account high traffic periods caused by 
rush hours. During the measurement days, there was no rain or significant variations in temperature and 
humidity. Anemometers with data loggers and Bluetooth were used with a collection frequency of 1 data/s. 
The data was measured at 1 m from the ground; this selection is based on a study by Al-Aqel et al. [18]. They 
concluded that the maximum recorded wind speed is found at that height because of the formation of trailing 
vortices behind and at the sides of vehicles. The results obtained for periods, in terms of maximum wind speeds 
and average speeds, are shown in Table 1. 

Table 1.  Summary of wind speed data. 

Period Day From To 

Maximum 
wind velocity 
north side, 

m/s 

Maximum 
wind velocity 
south side, 

m/s 

Average 
wind speed 
north side, 

m/s 

Average 
wind speed 
south side, 

m/s 
Period 1 Wednesday 08:58 am 10:00 am 7.29 3.49 1.598 1.226 
Period 2 Wednesday 11:47 am 12:55 pm 7.64 7.63 2.237 1.898 
Period 3 Thursday 08:58 am 09:58 am 6.31 6.35 1.305 1.445 
Period 4 Thursday 12:06 am 01:08 pm 5.94 4.42 1.806 0.655 
Period 5 Friday 08:22 am 10:00 am 10.14 0.00 2.050 0.000 
Period 6 Friday 12:04 pm 01:08 pm 9.47 4.42 2.180 0.655 
Period 7 Friday 04:09 pm 05:01 pm 7.23 6.17 1.494 1.722 
Period 8 Saturday 07:42 am 08:45 am 7.75 5.79 2.622 0.938 
 

For a better understanding of the data, Table 2 presents the percentage of data that corresponds to a specific 
range of wind speed. 

Table 2.  Range wind speed percentage. 

Wind speed range , m/s Data percentage north side, % Data percentage south side, % 
0.1 - 1.1 27.20 57.58 
1.2 - 2.1  41.01 27.52 
2.2 - 3.1 19.97 12.26 
3.2 - 5-1 7.920 2.540 
5.2 - 10.2 3.900 0.100 



As shown in Table 2, the entirety of the collected data is concentrated between 0.1 and 2.1 m/s, with at least 
68% of the measurements on both sides falling within this range. There are some variations between the south 
and north side measurements, with higher values consistently recorded on the north side. However, while the 
data is consistent, the measured wind speeds are limited to specific periods and have a low magnitude, which 
limits their potential as a good wind resource [13], [18]. Therefore, for the purpose of obtaining an optimal 
turbine design, a higher wind speed value will be used. During the Saturday measurements, higher wind 
speeds were recorded on the north side, with every measurement greater than 5 m/s, with a mean value of 
6.15 m/s. The first measured speed on the north side with this value has a 1.98 m/s speed on the south side. 
These two values were used for the development of all CFD simulations.  

4. Experimental design 

To obtain the most efficient turbine possible, a series of parameters and limitations must be defined. Since the 
turbine must be located in the middle of the highway and the maximum width is 1.86 m, the diameter will be 
limited to 1.4 m, taking into consideration safety factors to prevent risking human lives during its operation. 
Other considerations for the site include the local density and viscosity of the air, which were extracted from 
the EES software library, corresponding to the air pressure at 2,558 m.a.s.l. with a value of 0.8913 kg/m3 and 
1.82E-5 m2/s, respectively. The experiment will not focus on power production and will analyse the optimal 
turbine with the dimensionless coefficient Cp. This parameter will enable the comparison of turbines with 
different configurations and give an idea of the raw power they can produce [5], [19] , [20]. Since the experiment 
will be conducted on a double duct wind tunnel, the defined TSR concept will be adapted to consider wind 
speed as the sum of the speed in both lanes; Ct and Cp will have a similar variation using the sum of wind 
speeds as the parameter. Finally, a factorial statistical analysis will be carried out using the peak values 
obtained from the parameters of each turbine to obtain the optimal values for each turbine’s geometrical 
parameters.  

4.1. Turbine type selection  

Many types of turbines have been studied, each with its advantages and disadvantages in different situations 
and wind characteristics. Highways have a wind resource that is not related to climate phenomena and has 
high turbulence and a mixture of air, as well as short bursts of air that require the use of low-starting torque 
turbines. Tian et al. [6] conducted a study comparing the Savonius, Darrieus, and Banki turbine designs for 
highway energy recovery applications. The results showed that the Banki wind turbine is the most efficient for 
energy production on a turbine situated on a highway due to its drag characteristics, which allow it to perform 
at low wind speeds and high torque. This is why in the current study, this turbine will be analysed and used for 
highway energy recovery.  

Considering that there is an interest in building a functional prototype of the wind turbine, the material selection 
was carefully considered. While many authors utilize models with aluminium or composite materials, these 
materials can be both high-density and expensive. To mitigate these issues, a solid polyvinyl chloride (PVC) 
with a density of 1.4 g/cm³ was chosen for its ease at manufacturing, natural material resistance, low cost, and 
availability in the local Bolivian market. This choice of material allows for the turbine's geometrical properties 
to be easily constructed while still maintaining its functionality [21], [22], [23]. 

4.2. Geometric design parameters 

After selecting the Banki wind turbine for simulation to find the geometric design parameters for the operating 
conditions, parameters such as height, angle of attack, and number of blades for Banki turbines with similar 
characteristics are presented. Tian et al. [6] used 18 blades, a radius of 0.25 m, and a height of 0.21 m for the 
Banki turbine design. Al-Maaitah [11] used an angle of attack of 16°, a height of 1 m, and 8 blades. However, 
Ushiyama et al. [24] suggest that the turbine must have a minimum of 12 blades to be more effective. Andrade 
et al. [25] have demonstrated through experiments that the angle of attack can vary from 7° to 23°. On the 
other hand, Sammartano et al. [17] use a design with 35 blades, an angle of attack of 22°, and a height of 1 
m.  

Based on these experiences, it was decided to establish three angles of attack (6°, 10°, and 14°), rotor heights 
of 0.9 m and 1.1 m, and numbers of blades of 12, 16, and 20. Therefore, 18 possible turbine designs were 
created. For all these combinations, calculations were made using the proposed equations for Banki turbine 
design. The outer radius 𝑟1 was defined based on the available space of 1.86 m where wind speed 
measurements were taken, with a fixed value of 0.7 m. Equation (3) was used to calculate the inner radius 𝑟2 
and Eq. (4) to obtain the blade angle 𝛽1. The geometric parameters that complete the blade geometry, the 
radius of curvature and the curvature angle, were calculated using Eq. (5) and Eq. (6). The geometrical design 
parameters are shown in Figure 4a and the computer model of a specific Banki turbine is illustrated in Figure 
4b. 



             

a)                                                                                       b) 

Figure. 4.  a) Geometric design parameters for a Banki wind turbine, b) 3D model of the Banki turbine. 

For the 18 turbines geometries, using 3D computer design software with the selected material, their mass and 
moment of inertia were obtained. These results for all possible combinations are presented in Table 3. 

Table 3.  Design parameters. 

Part 
name 

Angle 
of 
attack 𝛼1 

Number 
of                
blades 

Height,  
cm 

Blade  
angle 𝛽1 

Radius of 
curvature 𝜌𝑏, m 

Degree 
of 
curvature 𝛿 

𝑟1, 
m 

𝑟2,  
m 

Mass 
turbine  
kg 

Inertia 
moment 
kg m2 

TS-01 6° 12 90 11.87° 0.327 23.72° 0.7 0.204 32.543 8.8820 
TS-02 6° 12 110 11.87° 0.327 23.72° 0.7 0.204 39.774 10.856 
TS-03 6° 16 90 11.87° 0.327 23.72° 0.7 0.204 43.390 11.843 
TS-04 6° 16 110 11.87° 0.327 23.72° 0.7 0.204 55.032 14.475 
TS-05 6° 20 90 11.87° 0.327 23.72° 0.7 0.204 54.238 14.804 
TS-06 6° 20 110 11.87° 0.327 23.72° 0.7 0.204 66.290 18.094 
TS-07 10° 12 90 19.42° 0.325 38.85° 0.7 0.247 27.608 7.6210 
TS-08 10° 12 110 19.42° 0.325 38.85° 0.7 0.247 33.743 9.3140 
TS-09 10° 16 90 19.42° 0.325 38.85° 0.7 0.247 36.810 10.161 
TS-10 10° 16 110 19.42° 0.325 38.85° 0.7 0.247 44.990 12.419 
TS-11 10° 20 90 19.42° 0.325 38.85° 0.7 0.247 46.013 12.701 
TS-12 10° 20 110 19.42° 0.325 38.85° 0.7 0.247 56.238 15.524 
TS-13 14° 12 90 26.50° 0.330 53.00° 0.7 0.274 24.404 6.7910 
TS-14 14° 12 110 26.50° 0.330 53.00° 0.7 0.274 29.827 8.3000 
TS-15 14° 16 90 26.50° 0.330 53.00° 0.7 0.274 32.539 9.0550 
TS-16 14° 16 110 26.50° 0.330 53.00° 0.7 0.274 39.769 11.067 
TS-17 14° 20 90 26.50° 0.330 53.00° 0.7 0.274 40.673 11.318 
TS-18 14° 20 110 26.50° 0.330 53.00° 0.7 0.274 49.712 13.833 
 

With the 18 possibilities of wind turbines a multivariable analysis will be carried out. The study will analyse the 
influence of the angle of attack, number of blades, and height in power production; correlating these 
parameters to the Cp and TSR of the turbine. From this analysis, an optimal geometrically designed turbine 
will be obtained. Integer steps were proposed to evaluate a high number of transient analyses, covering a 
broad range of values. While smaller steps in all variables would increase the precision of the statistical 
analysis allowing us to reach more specific values, there are limitations to do it without increasing the length 
of the study. 

4.3. Performance simulations 
4.3.1. Numerical methods and computational domain 

A CFD simulation has been conducted using Ansys Fluent. The numerical simulation was performed with a k 
- ε turbulence model due to its accuracy; the enhanced wall treatment condition was applied. The simulations 
used dynamic mesh and included the mass and inertia data from each turbine to generate the movement in 
the respective flow. A pressure-based solver was chosen and velocity inlets were defined, with inlet 1 having 
a value of 6.15 m/s and inlet 2 having a value of 1.98 m/s with their disposition shown in Figure 5. Both outlets 
were pressure based with a gauge pressure of 0 and assumed no loss [26].  



 

Figure. 5.  Computational domains for CFD simulations (dimensions are m). 

For the current analysis, the turbine was isolated from interaction with vehicles, and a separator in the middle 
was used for the flows to develop completely. This separator is a thin wall 20 mm thick, allowing the turbine to 
be analysed without mixing the flows and obtaining the optimal design based solely on performance under 
similar conditions to those on the highway, not including elevated turbulence of air. Creating an adequate 
computational domain is necessary to generate real results from the data input into the simulation. When the 
computational domain is too short, the flow does not resemble a real flow, and when it is too large, the duration 
of the computational process is considerably long [20]. The computational domains are analogous to 
Toudasrbari et al. [20], and consist of a rectangle of 17.28 m x 6.72 m. The values were decreased from other 
studies due to the crossflow characteristics of the domain as shown in Figure 5. The thin wall that separates 
both flows and avoids interaction between them before reaching the turbine is 7.82 m from the lateral wall, 
allowing a small gap that generates the resultant mixture of air due to the turbine interacting with the flow. The 
domain is 1.5 m tall since it is not necessary to analyse the flow in the y-axis. 

4.3.2. Mesh generation and simulation setup  

The meshing type and size are crucial in every CFD simulation to generate good results and accuracy. The 
meshing generation uses multizone generation for the wind turbine, where the resultant mesh has a free mesh 
type of tetrahedral elements and hexa/prism elements for the whole domain. As shown in Figure 6, the number 
of elements has a higher density over the turbine to correctly calculate the flow and to resemble a real one. 
On average, the whole domain has approximately 362240 nodes. This value fluctuates for every turbine and 
geometrical model, but the pre-set is the same for every evaluation. To further increase the quality of the 
results, an inflation layer was generated for the blades of the turbine, further diminishing the size of the mesh 
and gaining precision in the calculation. 

 

Figure. 6.  Mesh of tetrahedral elements over the turbine. 

As a final step previous running the simulations a time step must be defined. To avoid long computational 
processes and according to Tourdarbi et al. [20], a series of time steps must be defined as a translation of 
angle: Δθ = 1°, Δθ = 0.5° or Δθ = 0.25°. This is translated into the simulation as a time step of 0.005 s [20]. 
Another parameter for the simulation is limiting the number of iterations to 50 which allows the solver to 
converge into a result.  



4.3.3. Simulation results and final selection  

CFD simulations were carried out for the 18 generated models, and the graphical results obtained for the TS-
01 simulation are shown in Figure 7.  

 

Figure. 7. Velocity and vector contour for TS-01 model. 

Reports were generated for all simulations for the analysis of the relevant parameters in MatLab. The speed 
of the turbine's tip was obtained through CFD and the no-slip boundary condition, while the moment was 
obtained through FEA (Finite element analysis). From these simulations, TSR, Ct, and Cp were calculated with 
the assistance of Eq. (1) and Eq. (2). 

The turbines were grouped by attack angle to show the graphed results in Figure 8 and Figure 9. The maximum 
Cp value of the 6° angle group was obtained with TS05 at 0.0594 and a TSR of 0.2456. In the group of 10° 
angle, the maximum Cp was 0.5686 from TS07 and a TSR of 0.2903 and from the 14° angle group the 
maximum Cp was 0.0583 with a TSR of 0.3094 corresponding to TS13. Overall, the Cp and Ct values show 
low efficiency, but high starting torque, which is a good value for the current wind resource measured in-site. 
The generated vortices in the turbine show unbalance and indicate the need for higher structural resistance. 
The crossflow functionally of the turbine is neglected and instead, the re-entry angle becomes sharper, 
inducing a lower efficiency of the turbine. 

 

Figure. 8. Resultant Cp vs TSR plot grouped by attack angle. 



 

Figure. 9. Resultant Ct vs TSR plot grouped by attack angle. 

From all these values a multivariate statistical analysis was carried out with Cp and their related TSR. The data 
input is given in Table 4. The software STATGRAPHICS 19 Centurion was used to carry out the multivariate 
analysis. 

Table 4.  Data for factorial analysis. 

Part name Angle of attack 𝛼1 Number of blades          Height, m Cp TSR 
TS-01 6° 12 0.9 0.0570 0.2742 
TS-02 6° 12 1.1 0.0520 0.3161 
TS-03 6° 16 0.9 0.0474 0.2456 
TS-04 6° 16 1.1 0.0505 0.2701 
TS-05 6° 20 0.9 0.0594 0.2456 
TS-06 6° 20 1.1 0.0500 0.2639 
TS-07 10° 12 0.9 0.0586 0.2903 
TS-08 10° 12 1.1 0.0566 0.3002 
TS-09 10° 16 0.9 0.0580 0.2973 
TS-10 10° 16 1.1 0.0518 0.2868 
TS-11 10° 20 0.9 0.0583 0.2755 
TS-12 10° 20 1.1 0.0511 0.2542 
TS-13 14° 12 0.9 0.0583 0.3094 
TS-14 14° 12 1.1 0.0564 0.3202 
TS-15 14° 16 0.9 0.0545 0.2871 
TS-16 14° 16 1.1 0.0512 0.3006 
TS-17 14° 20 0.9 0.0537 0.2834 
TS-18 14° 20 1.1 0.0502 0.2763 
 

The first conducted analysis was the optimization for Cp, where the desired behaviour is to maximise this value. 
Table 5 summarises the obtained values and optimization results. The optimal geometrical properties for 
energy production were found to be an angle of attack of 11.5495°, a minimum height of 0.9 m and a number 
of blades of 12.0058, resulting in a Cp prediction of 0.05944. Although the recorded values are low for the 
given wind speed, this behaviour may be expected due to the lower air density and the definition of TSR and 
Cp, where the global speed is considered to be the sum of each lane’s speed. The surface plot resembles a 
saddle-back, indicating that higher Cp values may exist on the extreme ends of the number of blades and near 
10° attack angle. 



Table 5.  Optimization results for Cp.  

Factor Lower limit Upper limit Optimum value 
Angle of attack 𝛼1 6° 14° 11.5495° 
Number of blades 12 20 12.0058 
Height, m 0.9 1.1 0.9 
 

After obtaining the Cp analysis, a similar analysis was performed for TSR, trying to minimise this value due to 
the low wind speed present in the selected location. This analysis didn’t provide any interesting results. So, an 
additional analysis was carried out considering both responses. Table 6 shows the resultant values to minimise 
the TSR and maximise the Cp. The height is the same as for the optimal results in Table 5, but the condition 
to minimise TSR imposes a higher blade number of blades and lower attack angle, obtaining the value of 20 
and 6.4656° respectively. From the response analysis, the predicted Cp is 0.05725 and a TSR of 0.49881.  

Table 6.  Optimization results for multiresponse analysis. 

Factor Lower limit Upper limit Optimum value 
Angle of attack 𝛼1 6° 14° 6.46562° 
Number of blades 12 20 20 
Height, m 0.9 1.1 0.90075 
 

Figure 10 shows the response surface and has a similar shape as the one generated for Cp, but shifted to 
benefit higher blade numbers and with a sharper slope. The resultant height is the mean between both values, 
upper and lower limit. This is the default option from the software to avoid dependence of the third variable 
and since the response from the height is not significant the figure is valid and represents the correct behaviour 
of the system. 

 

Figure. 10. Estimated response surface for Cp optimization and Multiresponse analysis at height 1 m. 

5. Conclusions and recommendations 
The design and simulation of a Banki cross-flow wind turbine for highways under high turbulence and high 
altitude conditions was developed in this work. The results include the following conclusions: 

• The number of blades, attack angle and height were optimized for maximum energy production. The 
results indicate that the number of blades should be 12 and the attack angle and height should be 
11.55° and 0.9, respectively. 

• The predicted maximum Cp value is 0.05944, which indicates low efficiency. Results that could be 
improved with the addition of concentrators. The TSR value for this maximum Cp must be minimised 
to improve turbine performance at lower wind speeds, which is important considering the location and 
high altitude conditions. 

• The optimal value for the combination of the Cp and TSR fluctuates in terms of blade numbers, where 
higher values indicate higher starting torque and lower self-start speed of the turbine, resulting in a 
higher Cp shortly after the turbine’s cut-in speed. The predicted Cp, in this case is 0.05735 and the 
optimal blade number is 20 and 6.46° angle. 



• The attack angle seems to have a maximum efficiency point for the conditions where the most 
beneficial angle for energy production appears to be in the middle of the considered parameters. 
Overall and considering that the difference between Cp’s in both analysis is low, the optimal 
geometrical designs for the turbine are the ones related to the Cp analysis. 

The design of the turbine was successful and has a similar approach to other authors in the literature regarding 
limitations and parametrical design. Nevertheless, we have some recommendations and future work to do: 

• The results must be improved with better instruments of measurement and larger intervals of wind 
speed measurements in order to obtain a more accurate prediction of the resource and to assess the 
feasibility of installing the turbine over the Blanco Galindo highway. 

• The construction of a prototype is also recommended. The prototype should be made from a durable 
material with a high Young modulus that will enable the turbine to operate correctly. Composite 
materials offer an advantage in this regard.  

• Also, in order to increase the reliability of the study a more realistic CFD analysis should be carried 
out taking into account the aerodynamics of a moving vehicle, with a higher number of elements and 
better-quality meshing for a group of turbines (energy harvesting). Moreover, future studies could also 
consider wind deflectors or other passive elements to increase turbine efficiency. 

It is also important to mention that the next steps in this work include manufacturing a couple of prototypes to 
validate their performance in different conditions and to gather information from at least two sites where the 
altitude is a predominant factor for eolic generation efficiency. The construction and manufacturing of these 
prototypes would involve a improvement on Bolivia’s renewable energy matrix and distributed generation. The 
sites chosen for the next stage of the project are the Blanco Galindo Avenue in Cochabamba, Bolivia (2558 
m.a.s.l.) and the El Alto - Mallasilla road in La Paz, Bolivia (3500 m.a.s.l.).  

Nomenclature 
 𝜌 air density, kg/m3 

 𝛼1 angle of attack, ° 

 𝛽1 blade angle, ° 

 𝛿 degree of curvature, ° 

 𝐷2 inner diameter, m 

 𝑟2 inner radius, m 

 𝐷1 outer diameter, m 

 𝑟1 outer radius, m 

 𝑃 output power from the turbine, W 

 𝑆 projected area of the turbine, m2 

 𝑐𝑝 power coefficient 

 𝜌𝑏 radius of curvature, m 

 𝑐𝑡 thrust coefficient 

 𝑇𝑆𝑅 tip-speed ratio 

 𝑉 wind speed, m/s 
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Abstract: 

In the recent years, European Countries are paying more and more attention to the issue of greenhouse gases 
emissions due to the road transport sector. In particular, the fuel consumption due to the heavy road transport 
is one of the most relevant issues both for the weight and the long distances that they cover. In addition, the 
cost of the natural gas dramatically increased in many European countries due to recent international crisis. 
Thus, finding alternative ways of producing natural gas from renewable sources would be of great economic 
and environmental impact for the current global asset. In this work, a dynamic thermoeconomic analysis of a 
plant producing bio liquefied natural gas (bio-LNG), driven by renewable sources, to meet the fuel demand of 
a fleet of heavy trucks is proposed. The plant consists of a plug flow reactor digesting the organic fraction of 
municipal solid wastes in mesophilic conditions. The biogas upgrading model and the biomethane liquefaction 
models are in detail developed in MATLAB. The whole system is integrated in TRNSYS for dynamic simulation 
purpose. Then, the bio-LNG is used to meet the fuel demand of heavy trucks which cover relevant distances 
all over the region of Campania, in the South of Italy. The environmental impact related to the avoided 
emissions due to the use of bio-LNG is analysed together with the economic feasibility of the proposed system. 
The results of the thermoeconomic simulation show that the system has high capital costs, close to 85 M€ 
despite the fundings granted for bioLNG trucks purchasing. However, the fundings for the biomethane 
production and selling are enough to guarantee a remarkable economic feasibility with a Simple Payback 
period of less than 2 years and a Net Present Value of 402 M€. Furthermore, the solution proposed is effective 
for the pathway of the green mobility, with a Primary Energy Saving of 91% and a reduction of CO2 emissions 
by 86%. 

Keywords: 

Liquefied biomethane; plug flow reactor; renewable energy; heavy-duty truck; Linde cycle. 

1. Introduction 
To achieve the goal of the climate neutrality by 2050, the European Commission of the European Union (EU) 
issued several directives that must be mandatorily attended by all the EU Countries [1]. To this scope, a first 
key set of proposals to revise EU Legislation was signed in 2021, known as “fit for 55” package [2]. The main 
purpose of this package is to reduce by 55% CO2 emissions by the end of year 2030, compared to the year 
1990. The proposals include a significant revision in EU policies on energy taxation, carbon border adjustment 
mechanisms and emissions trading systems. In this framework, particular attention was paid to the transport 
sector, which is still responsible for over 25% of greenhouse gases (GHG) emissions, by including a strict 
alternative fuels infrastructure regulation [3]. Nowadays, there are 13.4 million of alternative fuel road vehicles 
in the EU, around 5% of the total number, but estimations predict an exponential increasing trend of alternative 
fuels spreading in the next 20 years [4]. More specifically, large attention is paid to the installation of alternative 
refuelling points on the main roads, to allow vehicles, especially heavy-duty trucks, to circulate throughout the 
EU countries [5].  

The environmental impact of the heavy-duty trucks is indeed widely acknowledged and the main reason lies 
behind the ever increasing spreading of worldwide freight shipments [6]. The current globalized market allows 
the trade of products among the most remote parts of the world by means of containers which carry out tons 
of consumer goods. These goods are then overwhelmingly land transported by heavy trucks for internal moving 
among the ports of the same country [7]. Unfortunately, the sustainability of this market is jeopardized by the 
increasing connections of ports for the exchange of containers, that comes with the increase of the number of 



heavy-duty trucks for road transport of containers. In this framework, among the proposals for the EU 
Legislation revision for a sustainable development, the installation of alternative fuels refuelling stations in the 
busiest seaports was indeed considered [8]. This strategy mainly involves electric batteries recharging, but the 
usage of liquefied natural gas (LNG) is also taken into account. Unfortunately, latest directives in terms of road 
transport vehicles circulation are aiming to the utter replacement of internal combustion engine vehicles with 
electric vehicles by 2035 []. However, these directives are still under discussion since several EU Countries 
are concerned that this pathway is not at all the most efficient and sustainable for the road to the full 
decarbonisation. In fact, cutting-edge solutions for the progress towards a green mobility not only include 
electric road transport [9], but also hydrogen vehicles [10] and vehicles fuelled with compressed natural gas 
(CNG) and liquefied natural gas (LNG), even produced starting from biomass, respectively named bio-CNG 
and bio-LNG. In fact, the scientific literature shows an increasing number of studies involving produced 
emission analyses and economic feasibility of these solutions compared to Diesel fuelled heavy trucks [11]. A 
case study with real drive cycles was conducted in British Columbia [12] and it was estimated that CNG trucks 
emit 15% less CO2 than Diesel trucks, primarily depending on drivetrain technology rather than operating 
conditions. The same results is found in similar works [13].  

However, what is mostly catching the eye nowadays is the possibility of exploiting the biomasses to produce 
fuels that are utterly eco-friendly [14]. In fact, electric road transport is a solution which is still not sustainable 
as a unique for the advancement towards the “green mobility” and alternative solutions are increasingly 
pursued. This, in particular, is shown by the ever and ever growing interest for the study of power-to-fuels (PtF) 
technologies [15]. The anaerobic digestion (AD) process for the production of biogas from the municipal wastes 
is a well-known technology and it is suited for PtF systems. In fact, it allows one to combine the urban waste 
recycling and the necessity of producing natural gas from renewable sources. The biogas produced by the AD 
is a gaseous compound mainly consisting of methane (CH4) and carbon dioxide (CO2), with other minor 
impurities [16]. After a process of clean up, required for the  poisoning components included in the biogas, this 
gas may undergo an upgrading process to separate, with a high grade of purity, the CH4 from the CO2 [17].  

On the one hand, the most commonly adopted solution for the biogas upgrading is the membrane separation 
process [18]. This solution provides biomethane with a still significant gas purity (around 95%) and is the less 
expensive, so it is vastly adopted for the production of CNG. On the other hand, the biogas upgrading process 
with the highest percentage purity of the final biomethane obtained as by-product is the liquefaction [19]. The 
LNG is mainly obtained by means of the cryogenic separation process. However, this process is high-energy 
demanding since the biogas must be compressed up to 20 MPa and cooled down to -161°C [20]. Naquash et 
al. [21] provided an energy and exergy analysis of the biomethane liquefaction process with mixed-refrigerant 
followed by CO2 solidification. The process simulated in Aspen and validated with experimental data showed 
a 68.6% of energy saving with respect to the case in absence of CO2 solidification. Furthermore, a beneficial 
specific consumption of 0.49 kWh/kg was observed with respect to the base case where 1.57 kWh/kg were 
required. The greatest exergy rate is due to the cryogenic heat exchangers. In [22] the authors compare two 
different upgrading options, namely cryogenic separation and ammine absorption, combined with liquefaction 
for LNG production. Models were simulated in Aspen and optimized for minimization of energy consumption. 
In case of cryogenic upgrading, the specific consumption resulted of 2.07 kWh/kg whereas for ammine 
absorption, a value of 3.35 kWh/kg was obtained, also considering the heat required for regenerating the 
ammines. In reference [23], a comparative energy, environmental and economic analysis is proposed for the 
biogas upgrading and distribution of CNG and LNG. As a result of the analysis, it was obtained that differences 
among different biogas upgrading and biomethane liquefaction technologies, using a life cycle analysis, are 
marginal, especially in case of long-distance transportation of the gas. However, the longer the distance to the 
customer, the more convenient the bio-LNG with respect to the bio-CNG. 

The aim and novelty of the work here proposed can be summarized in the following points: 

• Development of an innovative layout based on a plug flow reactor fed by organic fraction of municipal 
solid waste for the production of biogas, equipped with biogas upgrading unit and biomethane 
liquefaction unit 

• Adoption of a solar PV system with lithium-ion battery for analysis of the specific energy consumption 
for the production of the bio-LNG 

• Thermoeconomic analysis of the model in dynamic operating conditions with specific case study for 
meeting the fuel demand of a fleet of heavy-duty trucks 

2. Layout 
The layout of the system is shown in figure 1. 

In the proposed system configuration, the whole liquefied biomethane production is based on the anaerobic 
digestion (AD) of the organic fraction of municipal solid wastes (OFMSW) within a plug flow reactor (PFR). The 
PFR is fed by the biomass, converted in biogas by the AD process. The biogas production is almost constant 
in rated operating conditions and a buffer is equipped downstream the PFR to ensure constant operating 



conditions of the biogas upgrading unit [24]. The thermal demand of the digester is partially met by evacuated 
tube solar collectors (ETC), the integration occurs by means of a biomass-fed auxiliary boiler. 

The biogas upgrading unit is a hollow fiber three-stage membrane compression system which separates the 
methane from the carbon dioxide. The three-stage compression is intercooled by means of sea water heat 
exchangers, so the inlet temperature from the cold side continuously changes. Thus, the energy consumption 
of the process is not constant despite the constant operating flow rate of biogas. The biomethane obtained as 
a by-product from the separation of the carbon dioxide is supplied to the liquefaction unit, operating according 
to the Linde industrial process [25]. Details of the models are discussed in the following section. Here only the 
final result of the process is explained. In fact, the biomethane is cooled down to the saturation temperature at 
ambient pressure and the liquid phase is separated from the steam phase. The former one is captured and 
sold as LNG, the latter is instead used to refill the process and repeat the cycle. The precooling of the 
biomethane is realized by means of an ammonia electric chiller, then a lamination valve realizes the final 
cooling. This whole cycle of biomethane production and liquefaction is also equipped with a PV system and a 
Lithium-Ion battery (LIB). This equipment is considered to partially meet the energy demand of the process 
and increase the share of renewables in the overall bio-LNG production. The PV system coupled with the LIB 
is responsible for meeting the load of the upgrading unit and the liquefaction unit, together with the auxiliary 
electricity-driven devices. 
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Figure. 1.  Layout of the plant. 

3. Model 
In this section the main models developed by the authors are shown and discussed. The models are first 
developed in MatLab and then integrated in TRNSYS environment to perform the dynamic simulation of the 
plant including all the technologies proposed. Furthermore, the thermoeconomic model adopted to perform the 
energy, environmental and feasibility analysis of the solution proposed is shown. The following models are 
proposed by the authors and discussed in this work: 

▪ Plug Flow reactor for the biogas production 

▪ Membrane separation for the biogas upgrading 

▪ Biomethane liquefaction 

 
3.1. Plug Flow reactor  

The plug flow reactor (PFR) model here developed is based on the discretization of the system of partial 
differential equations for the anaerobic digestion and the heat transfer phenomena occurring in the reactor. 
The model has been widely explained by the authors in previous works [26], together with its validation. The 
biological model is based on the anaerobic digestion model n.1 (ADM1) with some simplified assumptions on 
the number of species taking part to the process, eq.(1) [26]. The thermal model is instead based on the well-
known heat transfer equation for heat exchangers, eq.(2) [27]. In addition, the thermal balance between the 
digester and the environment is considered, see eq.(3) to understand how dynamically varies the thermal 
demand basing on the heat loss to the ambient. The main equations involved in the model are thus the 
following: 
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Where Cw,i is the concentration of the bacterial species considered, Vw,in is the input waste volumetric flow rate, 
Vw is the volume occupied by the biomass in the digester, Cw,i,in is the concentration of the i-th species in the 
input flow rate. The last term is the sum on the j-th process of all the kinetics terms times the reaction coefficient 
of the i-th biochemical species involved in the j-th process. The temperature at which the kinetic terms of the 
biological process are iteratively calculated according to the thermal balance on the digester and the heat 
exchange with the inner water heat exchanger.  

3.2. Membrane separation  

The biogas upgrading process is based on a three-stage hollow fiber membrane compression unit in which 
each stage includes a double stage compression with inter-refrigeration by means of seawater heat 
exchangers, see figure 2. 
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Figure. 2.  Membrane separation unit. 

The gaseous compound compressed is sent to the membrane at the end of each stage and the different 
permeability of CH4 and CO2 at a given operating pressure and temperature drive the separation process. In 
fact, due to the different permeability of the gases, two different streams are obtained, one rich in CH4 
(retentate) and one rich in CO2 (permeate) [28]. The detailed model of the system of equations describing the 
process is discussed in [29].  

3.3. Biomethane liquefaction 

The biomethane obtained from the biogas upgrading process is the liquefied by means of a Linde cycle where 
the biomethane itself is the working fluid, see figure 3. 

 

Figure. 3.  Biomethane liquefaction unit. 

The biomethane first undergoes an inter-refrigerated multi-stage compression up to the rated operating 
pressure of the cycle of 20 MPa. Here, the temperature is still the ambient temperature, T = 25°C.  Then, the 
biomethane is cooled down to the temperature of -50°C through the evaporator of an ammonia electric chiller. 



This heat exchanger HE13 is pivotal to drive the operation of the cycle in the transient conditions, since after 
this precooling the biomethane is furtherly cooled down by means of the regenerative heat exchanger HE14. 
After this, a throttling valve is used to decrease the pressure of the biomethane down to the ambient pressure 
and obtained saturated steam. The liquid fraction of the biomethane is spilled and stored, whereas the steam 
is used as cold fluid for the HE14 and then as a refill for the cycle. The model is developed in MatLab and 
iteratively calculates the variables T3, T7 and x4 by means of the following system: 
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Where Q is the heat transfer rate and h is the enthalpy of a specific state point.  

There is no direct validation of these models against experimental data but each of them is based on well-
known and globally accepted equations for the calculation of the biogas production, the membrane separation, 
and the Linde cycle. Therefore, the model as a whole can be considered intrinsically valid, since all the results 
are also consistent with data available from literature. 

3.4. Thermoeconomic model 

The thermoeconomic analysis is based on a widely adopted approach which allows to evaluate the energy, 
environmental, and economic performance of the proposed system (PS) with respect to the reference system 
(RS) by means of few key performance indicators [30]. The RS in this case is the one including the heavy-duty 
trucks equipped with Diesel engines, with the fuel provided by the GPL stations. In the PS, the heavy-duty 
trucks are equipped with LNG engines whose fuel demand is partially met by the renewable plant described. 
The Primary Energy Saving (PES) is calculated as ΔPE/PE,RS where ΔPE is: 

( ) , ,

,

el fromGRID el toGRID

RS PS Diesel Diesel RS
el grid PS

E E
PE PE PE M LHV


 −

 = − = −  
  

 (5) 

Where ηel,grid is the efficiency of the national electric grid, MLNG,dem is the fuel demand of the heavy-duty trucks 
adopting LNG engines and MLNG,prod is the LNG produced by the renewable plant proposed. The CO2 emissions 
saved are calculated according to the emissions factors of electricity and diesel consumed [31]:  

( )2, 2,2 , , ,trucks trucks D el fromGRID el toGRID EERS PSCO C C f EO E fO  = − = − −  (6) 

Where δtrucks is the total distance covered by the heavy-duty trucks and ftrucks,D is the CO2 equivalent emission 
factor for Diesel fuel trucks [31]. 

The economic feasibility is instead evaluated by means of the cost savings due to the PS: 
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Where the term M represents the maintenance costs whereas CIC is referred to the fundings granted by the 
Italian Government for the production of biomethane from municipal organic wastes [24]. More precisely, for 
the calculation of the operative costs for both the RS and the PS, the carbon tax for the CO2 emissions due to 
fossil fuels consumption is considered [32]. 

The capital cost of the system includes the cost for the replacement of the trucks, the digesters, the collectors, 
the photovoltaics, the storage units, the liquefaction units, the membranes, the heat exchangers, and all the 
auxiliary components. The correlations for the costs of all of the components can be found in previous works 
of the authors [33]. From the values calculated, is possible to calculate the main thermoeconomic indicators 
such as the Primary Energy Saving (PES), the Simple Payback (SPB), and the Net Present Value (NPV) [24]. 
Table 1 shows the main parameters used for the thermoeconomic analysis. More information about the costs 
of the components can be found in previous works of the authors [33]. 

Table 1.  Parameters used in the thermoeconomic analysis. 

Parameter Description Value Unit 
cu,EE Electricity purchasing cost 0.20 €/kWh 
pu,EE Electricity energy exporting cost 0.05 €/kWh 
cwc Woodchip purchasing cost 0.06  €/kg 

cu,Diesel Diesel purchasing cost 0.805  €/L 



LHVDiesel Diesel lower heating value 12.67  kWh/kg 
LHVwc Biomass lower heating value 3.70 kWh/kg 
LHVLNG LNG lower heating value 15.33  kWh/kg 

LHVbiogas Biogas lower heating value 5.86  kWh/Sm3 
JETC Evacuated thermal collectors unit capital cost 300 €/m2 
JPV PV panels unit capital cost 1000 €/kW 
JLIB Lithium-ion battery unit capital cost 200 €/kWh 

JCH-NH3 Ammonia chiller specific cost 2076 €/kW 
Jmem Membrane unit capital cost 50 €/m2 

JD2LNG Replacement unit cost from Diesel to LNG truck 84.72 k€/truck 
Mplant Plant yearly maintenance 1.5 %/year 
Kmr Membrane replacement price 25 €/m2 
ν Replacement rate 0.25 1/year 

ηel,Grid Electric efficiency of the public power grid 0.46 - 
ηth,boiler Thermal efficiency of the auxiliary heater 0.95 - 

fEE Electric energy equivalent CO2 emission factor 0.483 kgCO2/kWhel 
ftrucks,D Diesel truck equivalent CO2 emission factor 0.942 kgCO2/km 
CIC Certificate of release for consumption 375 €/CIC 

 

4. Case study 
The techno-economic analysis of the proposed system is evaluated for a case study in the region of Campania, 
in the South of Italy. More specifically, the liquefied biomethane produced with the layout described is 
supposed to fully meet the fuel demand of a fleet of heavy-duty trucks. The trucks considered for the case 
study are the ones that everyday transport the containers (TEU) arriving as freight shipments in the port of 
Naples. The TEU are handled in the port and transported by means of heavy-duty trucks to the several 
distribution points where other TEU are withdrawn, in a continuous back-and-forth trading. According to the 
latest report of the Port System Authority [34], the total number of hinterland TEU daily handled in the port of 
Naples in 2022 was around 1440 TEU/day. The assumption of the model proposed is that half of these are 
incoming and half are outgoing, thus for each trade considered the trucks move one TEU from Naples to the 
distribution point and viceversa. On the base of this assumption, 720 heavy-duty trucks everyday take part to 
this trading system. The distribution points considered for the reference year are the cities of Caserta, 
Benevento, Isernia, Frosinone, Latina, and Salerno, see figure 4.  

 

Figure. 4.  Distribution map of the heavy-duty tracks transporting the containers. 

Each truck runs for an average of 200 km every day mainly on highway roads, which means that the total 
distance daily covered by the fleet is 144´000 km/day. To cover this distance in the RS, 90´000 L/day of Diesel 
fuel are required, given a specific fuel consumption of 0.623 L/km [31]. According to data in table 1 and table 



2, this fuel demand is equivalent to roughly 3.5x108 kWh of primary energy, which is equivalent to roughly 
23´000 tons/year of LNG. To meet this demand with the PS, the necessary amount of OFMSW needed is 
roughly 353´200 tons/year. According to data discussed in the “Report on Management of Municipal Waste in 
Campania” [35], around 625´000 tons/year of OFMSW are harvested, 65% of which come from the area of 
Naples, Caserta, and Salerno. Therefore, the biomass demand is fully met by the region and the collection 
points are possibly located very close to the TEU distribution points. In this case, 5 massive bio digestion plants 
are supposed to be dislocated in these areas, neglecting the energy costs for the fuel displacement due to the 
position with respect to the trucks displacements. Each plant is composed of 4 parallel PFRs of 2´580 m3 
operating with 2´016 kg/h of biomass and producing an average of 1´231 Sm3/h of biogas each. The biogas 
is then collected and sent to a membrane upgrading unit of roughly 2´850 m2. Each plant is thus able to produce 
an average of roughly 530 kg/h which is sufficient to fully meet the LNG demand of the fleet. Detailed data 
regarding the case study are shown in table 2 and table 3. 

Table 2.  Main technical features of the case study proposed. 

Parameter Description Value Unit 
δtrucks Distance covered by trucks 200 km/day 

Cs,Diesel Diesel fuel truck specific consumption 0.623 L/km 
ρDiesel Density of the Diesel fuel 0.85 kg/L 
MDiesel Mass of Diesel fuel required 27´922.5 tons/year 
MLNG Mass of LNG required 23´077.5 tons/year 

X Rated quality of Linde Cycle 0.58 - 
MbioCH4 Rated flow rate of biomethane 6´272 kg/h 
MOFMSW Organic municipal waste harvested in Campania 625´000 tons/year 

 
Table 3.  Technical data of the digesters. 

Parameter Description Value Unit 
OFMSWm  Mass flow rate of OFMSW 2016 kg/h 
OFMSW  Density of OFMSW 750 kg/m3 

, OFMSWpC  Specific heat of OFMSW 2.72 kJ/(kg K) 

,W inm  Mass flow rate of the inlet hot water range 1400÷9000 kg/h 
ambT  Ambient temperature range -2 ÷ 35 °C 

,W inT  Inlet hot water temperature range 40 ÷ 60 °C 
HRT Hydraulic Retention Time 30 days 

digT  Digester temperature 38 °C 

reactH  Height of digester 10 m 
reactn  Number of reactors operating in parallel 4 - 
plantn  Number of plants in operation 5 - 

 

4. Results 
The hourly, monthly, and yearly results of the simulation are presented and discussed in this section. Figure 5 
shows the dynamic results for the electricity flow rates. 



 

Figure. 5.  Dynamic results for power flow rates. 

The electricity flows shown here regard a single plant with 4 digesters operating with the biogas upgrading unit 
and the liquefaction cycle. The load of the plant is almost constant due to the possibility of operation in rated 
conditions, as it is common for optimal management of these technologies [29]. The day shown in figure 4 is 
a summer day so the electricity demand is met by the PV for large part of the day – 5 AM to 5 PM – with a 
remarkable fraction integrated with the battery in the other hours. In fact, the PV excess is relevant  and the 
battery is filled up to roughly 60% allowing to extend the share of renewable power until 9 PM.  

Figure 6 shows the monthly results of the simulation considering the total amount of energy for all the plants 
proposed. 

 

Figure. 6.  Monthly results for the electric energies. 

In the proposed system, the usage of the battery is pivotal to increase the share of renewables, since almost 
30% of the PV energy is collected by the battery each month. The renewable fraction with respect to the PV 
energy, in fact, is constantly higher than 85%, see Eel,SELF/Eel,PV, and it reaches a peak of roughly 60% with 
respect to the total load in the summer period, see Eel,SELF/Eel,LOAD. The dynamic trend is thus confirmed and 
the battery is almost always fully exploited, with just a slight energy dispatching of few kWh in the summer 
period. However, the electricity sent to the grid is always negligible. This result is crucial since the production 
of bioLNG with this PS does not affect the electric grid and allows a great reduction of fossil fuel energy 
consumption. Furthermore, monthly trends also show that large fraction of the energy consumption is due to 
the liquefaction cycle, see Eel,LINDE/Eel,LOAD, as it was expected. 



The trends discussed are confirmed by the results shown in Table 4. Furthermore, yearly results show a great 
economic feasibility of the solution presented. 

Table 4.  Results of the yearly analysis. 

Parameter Value Unit 

Eel,Upgrading 3.24 GWh 
Eel,Linde 21.44 GWh 
Eel,LOAD 24.71 GWh 

Eel,fromGRID 14.22 GWh 
Eel,toGRID 0.00 GWh 

Eel,self 10.49 GWh 
Eel,PV 11.95 GWh 

Eel,toLIB 3.08 GWh 
Eel,fromLIB 2.42 GWh 

Eel,self/Eel,LOAD 0.424 - 
Eel,fromLIB/Eel,LOAD 0.098 - 

Eel,fromGRID/Eel,LOAD 0.575 - 
Eel,toGRID/Eel,PV 0.000 - 

Eel,self/Eel,PV 0.878 - 
Eel,Upgrading/Eel,LOAD 0.131 - 

Eel,Linde/Eel,LOAD 0.868 - 
PERS 353.78 GWh 
PEPS 30.91 GWh 
ΔPE 322.87 GWh 
PES 0.91 - 

CO2,RS 49511.5 tons/year 
CO2,PS 6868.5 tons/year 
ΔCO2 0.86 - 

Mbiomethane 5.5 107 kg/year 
MLNG 2.3 107 kg/year 

MLNG/MLNG,demand 1.00 - 
Cinv 84.19 M€ 
CRS 26.44 M€/year 
CPS -20.33 M€/year 
ΔC 46.77 M€/year 

SPB 1.80 years 
NPV 402.22 M€ 
PI 4.78 - 

 

The primary energy consumption in the RS, when the Diesel fuel required is considered, is by far larger than 
the one of the PS. In fact, in this case only the amount of electricity withdrawn from the grid is responsible for 
fossil fuel consumption since the bioLNG produced meets all the fuel demand of the fleet of trucks, and the 
PES is equal to 91%. At the same time, the CO2 emissions are reduced by 86%, also due to the fact that the 
thermal energy demand of the digesters is fully met by renewables, ETC and auxiliary biomass-fed boilers. 

The economic feasibility is due to strong incentives both for the usage of bio-fuelled trucks and the production 
of biomethane from organic municipal wastes. In fact, Italian Government provides double fundings both for 
the purchase of bioLNG trucks and the dismissal of old Diesel fuelled trucks, and for the production and selling 
of “advanced” biomethane produced from organic wastes. In this case, the relevant capital costs of such a 
proposed solution, higher than 84 M€, are widely justified by the great reduction of the operative costs which 
lead to a yearly money saving of 46.77 M€/year. The fundings due to the CIC for biomethane vastly overcome 
the extra costs necessary for the maintaining of the plants and the withdrawal of electricity form the grid. The 
outstanding result in terms of profitability of the solution is highlighted by the NPV which is equal to 402 M€, 
almost five times the initial investment. 

Figure 7 shows a parametric analysis considering different prices for the purchasing of urban waste for the 
disposal. In fact, Government may pay the ones who assume the responsibility of the urban wastes disposal. 



 

Figure. 7.  Dynamic results for power flow rates. 

The purchasing price for the disposal (Jwaste) ranges from 0 to 200 €/ton of waste, treated to be used as biomass 
for the anaerobic digestion plants. In this case the CIC were not considered in the calculation of the economic 
indexes since with CIC the biomethane produced is already paid twice because of the treatment of the organic 
fraction of municipal solid wastes. In this case the SPB of the system could be even more profitable when the 
value of Jwaste is greater than 70 €/ton. The same occurs for the NPV, with a constantly linear increase. It is 
worth noting that further increasing of Jwaste over 250 €/ton would not come with relevant beneficial effect on 
the SPB of the system. 

5. Conclusion 
This work proposed a thermoeconomic analysis of a liquefied biomethane production plant proposed for 
several cities in the region of Campania, in the South of Italy. The proposal of these plants was to meet the 
fuel demand of a fleet of Diesel fuelled heavy-duty trucks which transport containers back and forth from the 
port of Naples. The main results obtained from the dynamic simulation and thermoeconomic analysis of the 
model proposed are the following: 

• Five plants each one including four plug flow reactors operating 2016 kg/h of organic fraction of 
municipal solid wastes are able to fully meet the fuel demand of the fleet, equal to roughly 23000 
tons/year of liquefied biomethane. 

• The system proposed has large share of renewables since the thermal demand of the digesters is met 
by evacuated tube collectors and biomass fed boilers. In fact the Primary Energy Saving is remarkable 
and equal to 91%. At the same time the CO2 equivalent emissions avoided are equal to 86%. 

• In addition, the system shows also great economic feasibility due to the grants provided by the Italian 
Government for the production of biomethane. Furthermore, relevant discounts are offered for the 
purchasing of green trucks, resulting in a Simple Payback of 1.8 years. The profitability is also shown 
by the Net Present Value equal to roughly 422 M€. 

• Considering a premium tariff for the purchase of the urban wastes would increase the profitability of 
the system even more than the incentives for the selling of biomethane. In this case the Simple 
Payback and the Net Present Value would be even higher with a value of this tariff greater than 70 
€/ton of waste. 
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Nomenclature 
c specific cost [euro/kWh] 



C operating cost [euro/y] 

E energy [kWh/y] 

h specific enthalpy [kJ/kg] 

J capital cost [euro] 

LHV lower heating value [kWh/kg] 

M maintenance [euro/year] 

m mass flow rate [kg/s] 

M  mass flow rate [kg/y] 

OFMSW    organic fraction of municipal solid wastes  

PE primary energy [kWh/y] 

T  temperature [°C] 

x  quality [-] 

Subscript 

c compressor 

dig digester 

el electric 

f emission factor [kgCO2/kWh or kgCO2/kg] 

HE heat exchanger 

iso isentropic 

LNG liquified natural gas 

D diesel 

p pressure 

PS  proposed system 

RS reference system 

TK tank 

Greek symbol 

β compression ratio [-]  

ε heat exchanger effectiveness [-] 

ω heat capacity ratio [-] 

ɳ efficiency [-] 
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Abstract: 

Due to climate change and worldwide policies, the importance of renewable energy sources is increasing 
significantly. Increasing its share of total energy consumption is essential to reduce CO2 emissions and 
achieve energy independence. A commonly available source of heat is solar energy, which can be efficiently 
used and converted using a specific technology. For the generation of medium and high-temperature heat, 
CSP technologies are used, with parabolic trough collectors (PTC) being the most mature. In heat industrial 
power, this technology is used on a reduced scale, with a smaller aperture. The scale-down of the geometry 
and the lower temperature stage compared to traditional high aperture PTCs provides opportunities for 
optimisation and the use of alternative materials. As the temperature and heat flow parameters change in 
different sections of the absorber, it is optimal to introduce different methods in different areas of the solar 
loop. This article presents the optimization results of the use of non-selective but highly absorptive and cost-
effective solar coating and twisted tape inserts in solar loop sections. The research was conducted for a case 
study which was a medium-sized industrial facility with a heat demand of a maximum of 250 °C. A numerical 
model was used for this study, validated by a previously performed experiment using a solar simulator. The 
results showed that both methods lead to an intensification of heat absorption, almost 45% of the absorbers 
can have a low-cost non-selective coating and twisted tapes with a twisted ratio of 1 and 2 can be applied 
inside the absorber pipes. The maximum efficiency gain was 1.3%. 

Keywords: 

solar energy; parabolic trough collectors; renewable energy; heat absorption; concentrated solar power. 

1. Introduction 
The development of renewable energy sources in parallel with energy storage is necessary to increase 
energy independence from fossil fuels, the availability and price of which have been strongly influenced by 
international policy in recent years [1,2].Due to rising raw material prices, the profitability of most 
technologies previously not considered due to their relatively high cost and the long payback period is 
increasing [3]. Another but extremely important aspect in favour of increasing the share of low- and zero-
carbon sources is the positive impact on the environment [4]. Energy requirements can be roughly divided 
into two, in the form of electricity and heat [5]. Considering only solar energy as a clean energy source, for 
electricity generation the most common sources are photovoltaic panels. Heat can be generated using PV 
panels and heat pumps, but this solution is mainly considered for small domestic installations [6]. 

The greatest need for heat is in industry, which uses it in various processes. Depending on the 
characteristics of the company, heat can be used for manufacture of food and dairy products [7,8], drying 
and sterilization [9], steam production [10]. Heat, in the temperature range up to about 300 °C, can be 
efficiently generated by parabolic trough collectors with a low concentration ratio. It is a mature technology 
that has recently been scaled down and adapted to produce heat at lower temperature levels [11,12]. 

Reducing the temperature level opens up opportunities to increase the efficiency of these installations and 
reduce their manufacturing cost. It is therefore necessary to look for solutions that can be easily applied to 
this scaled-down version of a mature technology. These treatments are intended to increase the popularity of 
solar technologies mainly in the industry sector. 

The methods proposed in this article for intensifying heat absorption can be divided according to their 
location of application: outside and inside the absorber. The first is the use of the no-selective and cost-
effective coating in the individual preliminary sections of the absorber, in such a way as to increase efficiency 
and reduce the investment cost of the installation. The proposed coating differs from the regularly used one 



in that it is not selective, so radiation losses are high but are compensated by the extremely high absorptivity 
of this coating. The methodology associated with such a coating application has been presented in previous 
work [13]. A second method of heat intensification is the use of twisted tape inserts, which is a fairly popular 
and mature research topic [14–16]. Twisted tapes have been tested experimentally and numerically for a 
wide range of parameters [17,18]. Solutions that modify traditional twisted tapes, such as the application of 
perforation [18] or peripherally cut [19] as well as double application [20], are also analysed. However, the 
literature provides no sufficient data on the application of twisted tapes for low-concentrated parabolic trough 
collectors, which are characterised by different boundary conditions, such as radiation distribution, 
temperature range or mass flow. 

In this analysis, a numerical study supported by experimental results has been carried out, where we 
propose to use the two previously described methods sequentially in an absorber loop. The research 
questions that this article answers are as follows. 

▪ Does the application of the two proposed methods increase the efficiency of the installation? 

▪ How can both methods of heat intensification be used optimally? 

2. Methods 
An analysis of the combination of the two heat intensification methods developed was carried out using 
a mathematical model and the results of numerical tests and experimental study. Figure 1 shows the 
assumptions accompanying the analysis. Three absorber configurations were tested in the absorber loop. 
The case 1, also called the reference case, was the use of tubular absorbers with a selective coating 
throughout the whole absorber loop. Case 2, involved included partial application of non-selective, but cost-
effective coatings in part of the absorbers in such a way that the efficiency of the installation did not 
decrease. Case 3 shows the addition of twisted tapes inserts to the previous (from case 2) results. 
In summary, the analysis first aimed to determine the number of absorbers that could be covered with a no-
selective coating and then to add an additional method of intensifying heat collection through twisted tapes 
applied inside the absorber. 

 

Figure. 1.  Coating and twisted tapes application strategy: a) refence CASE 1 (all absorbers covered by 
selective coatings), b) CASE 2 with no-selective and selective coatings, c) CASE 3: combination of coatings 
applications and segmental twisted tapes coatings (in configuration as case 2). 

2.1. Analysis assumptions 

The following section outlines the assumptions that were used in the model. 

2.1.1. Parabolic trough collector – geometry and operation parameters 

The analysis considers a low-concentration parabolic trough collector that can produce heat for industrial 
applications. The geometric and optical parameters are shown in Table 1, and the most important ones 
which are particularly important are: aperture width 1800 mm, absorber length 1000 mm, absorber external 
diameter 33.7 mm. The assumed parameters are based on parabolic trough collectors manufactured 
serially [21]. 

Absorbers with selective coatingAbsorbers with low-cost coating

Solar loop
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Table 1.  Geometrical and optical parameters of analysed parabolic trough collector. 

Parameter Symbol  Value Unit 
Focal length f 0.647 m 

Aperture width Wap 1.8 m 

Absorber length Labs 1 m 

Absorber external diameter dabs,e 33.7 mm 

Absorber internal diameter dabs,i 30.7 mm 

Absorber wall thickness thabs 1.5 mm 

Glass env. external diameter dc,e 56 mm 

Glass env. internal diameter dc,i 51 mm 

Glass env. wall thickness thc 2.5 mm 

Transmittance of glass envelope τc 0.93 - 

Clean mirror reflectance ηref 0.9 - 

Dirt factor ηdirt 0.96 - 

 

The installation was assumed to consist of 90 absorbers connected in series, with an inlet temperature of 
60 °C and a maximum outlet temperature depending on weather conditions but not exceeding 250 °C. For 
the analyses, the mass flow was assumed to be constant at 0.3 kg/s. 

2.1.2. Heat transfer fluid 

The heat transfer fluid used in the analysis was Therminol VP-1, an Eastman product widely used in solar 
installations and successfully used in our previous publications [22]. The operating temperature of this fluid is 
12 – 400 °C. In the analysis, the data of this fluid as a function of temperature was used, based on the 
manufacturer's data [23]. Table 2 presents, as an example, the fluid parameters for extreme temperatures 
occurring in the system, i.e. 60 °C and 250 °C. 

Table 2.  Example Therminol VP-1 parameters [23]. 

Temperature, °C Density, kg/m3 Heat capacity, kJ/kg Thermal conductivity, W/(m·K) Viscosity, mPa·s 
60 1032 1.662 0.1323 1.76 
250 867 2.181 0.1055 0.288 

 

2.1.3. Coatings assumptions 

The analysis examined the effect of two coatings on the absorber surface. The first one was selective 
coating reported by Lu et al. [24] as suitable for SHIP installations. It has high absorptivity and low emissivity 
which reduces radiation losses. The alternative coating analysed is Pyromark 2500, which is a non-selective 
coating but with extremely high absorption [25]. Due to its lack of selectivity, the emissivity of the Pyromark is 
also high, but it is characterised by low cost and very simple application. The parameters of both these 
coatings are shown in Table 3. 

Table 3.  Coatings parameters. 

Coating type Coating name Absorptivity Emissivity 

Selective Mo/Al2O3 0.9 0.08 

No-selective Pyromark 0.965 ⁓0.8 
 

2.1.4. Twisted tapes 

Two geometries of twisted tapes were analysed in this work, first one with twisted ratio (Tr) 1 and the second 
one with 2, the width of each twisted ratio was assumed equal to 28 mm and thickness 1 mm. The material 
used is steel. The insert is assumed to be centred on the axis of the absorber, which in reality can be 
realised by a specially shaped handle that centres the twisted insert. The study analysed inserts with a low 
twisted ratio to find the limit for which there is a benefit to its use. The twisted ratio was defines as Eq. (1): 𝑇𝑟 = 𝐻/𝑑𝑎𝑏𝑠,𝑖 (1) 

where, H is 180° turn length and  dabs,i is internal diameter of absorber. 

 



2.2. CFD model  

Numerical calculations were performed in ANSYS Fluent using a discretised 3D domain. The analysis was 
performed for the steady state. CFD tests were performed in the heat transfer fluid region, where constant 
mass flow and inlet temperature were assumed. It was assumed that twisted tape is used as a swirl flow 
forming element and is not involved in heat transfer. In the analysis, the k-ω SST turbulence model listed in 
the literature as the most optimal for this type of analysis was used [26]. To determine the influence of the 
numerical grid on the results, a grid independence test was performed, analysing five grids with the 
parameters shown in Table 4. 

Table 4.  Analysed numerical meshes. 

Grid no. Number of elements Average Nusselt number 
1 244 283 273.6 

2 1 320 067 286.6 

3 1 933 627 290.0 

4 2 337 226 290.4 

5 3 076 697 290.6 

 

The results showed that the difference between grids 3 - 5 is about 0.2%, so it was decided to choose grid 
number 4, which is shown in Figure 2. 

 
Figure. 2.  Mesh used in CFD for absorber and twisted tape. 

 

The parabolic trough collector is an installation based on a tracking system which makes it possible to utilise 
direct solar radiation during operation. Thus, the concentrated radiation reaching the surface of the absorber 
is not uniform. In CFD studies, this factor should be considered and a polynomial described distribution of 
radiation should be introduced by using a defined function. To obtain this distribution, optical studies were 
performed using the Monte Carlo Ray Tracing Method in APEX software, which has been successfully used 
in our previous studies [27]. An absorber with applied radiation distribution is shown in Figure 3. 

 
 

Figure. 3.  Heat flux distribution on external absorber surface. 



2.3. Mathematical model  

In this study, a previously developed mathematical model of a parabolic solar concentrator was used, which 
is described in detail and validated in publication [13]. The distinguishing feature of this model from others 
available in the literature of the subject is the separation of heat absorbed by concentrated radiation and 
direct radiation (which was not reflected from the parabolic mirror). This radiation passes through a different 
pathway, therefore the efficiency must be calculated separately. For the high aperture PTC analysis, the 
influence of this factor is small, but for the low concentrated PTC, the contribution of direct radiation is more 
significant. The heat absorbed by the absorber is defined as Eq. (2) – (4): 𝑄𝑢 = �̇� ∙ 𝑐𝑝 ∙ (𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛), (2) 𝑄𝑢 = (𝑄𝑢,𝐶𝑆𝑃 + 𝑄𝑢,𝑆𝑃) − 𝑄𝑙𝑜𝑠𝑠, (3) 𝑄𝑢 = ((𝐴𝑎𝑝 − 𝑑𝑎𝑏𝑠,𝑒 ∙ 𝐿) ∙ 𝐺𝐵 ∙ 𝜂𝑜𝑝𝑡,𝐶𝑆𝑃 ∙ 𝑐𝑜𝑠 𝜃 ∙ 𝐼𝐴𝑀 + (𝑑𝑎𝑏𝑠,𝑒 ∙ 𝐿) ∙ 𝐺𝐵 ∙ 𝜂𝑜𝑝𝑡,𝑆𝑃) − 𝑄𝑙𝑜𝑠𝑠 (4) 

where, ṁ is mass flow rate, cp is specific heat, Tin and Tout are inlet and outlet temperatures, Qu,CSP is the 
concentrated solar energy, Qu,SP is the non-concentrated solar energy, Qloss- energy losses, Aap is the 
aperture surface area, dabs,e is the absorber external diameter, GB is the direct solar irradiance, ηopt,CSP is the 
optical efficiency for CSP, θ is the incident angle, IAM is the incidence angle modifier, L is absorber length,  
ηopt,SP is the optical efficiency for solar power. The individual efficiencies for concentrated irradiance and non 
concentrated irradiance, their components and how they are calculated are presented in a previous 
paper [13]. 

Furthermore, when twisted tapes are used, it is necessary to consider the effect of the pressure drop on the 
requirements of the circulating pump. For this purpose, efficiency of PTC is defined as Eq. (5): 

𝜂𝑃𝑇𝐶 = 𝑄𝑢 − 𝑊𝑝𝜂𝑒𝑙𝑄𝑠  
(5) 

where, Wp is required pump power, Qs is heat from sun and ηel is average reference electricity production 
efficiency. For purposes of this analysis, the value 32.7% is selected [28]. 

A pumping work demand for the fluid movement is calculated as Eq. (6): 𝑊𝑝 = �̇� ∙ ∆𝑃𝜌  (6) 

where, ΔP is pressure drop, ρ is fluid density. The pressure drop was determined using the Darcy-Weisbach 
equation. 

2.4. Models validation 

Validation of the numerical model presented in section 2.3 was performed using the solar radiation simulator 
test rig and parabolic trough collectors presented in previous publications [29] and conference presentations 
[30]. The test stand is shown in Figure 4.  

 
Figure. 4.  Experimental test stand: a) solar simulator and parabolic trough collector under experimental 
campaign, b) linear absorber covered by Pyromark coating in collector focal length. 



The test rig consists of 18 metal halide lamps, each with a nominal power of 575 W, and a parabolic solar 
concentrator with aperture and length of 1000 mm, and absorber with diameter of 33.7 mm covered by 
Pyromark coating with glass envelope and vacuum in between. For temperature incensement for plane 
absorber the RMSD was 1.02, for absorber with twisted tape with twisted ratio 3.8 RMSD was 1.43. For 
pressure drop measurement RMSD was as follows: plane absorber RMSD = 5.8, absorber with insert Tr = 
3.8 RMSD = 7.5. 

Validation of the mathematical model presented in section 2.4 was performed using experimental data 
provided by the National Renewable Energy Laboratory (NREL) [31] and indicated an RMSD of 2.54 for 
absorber temperature and 3.52 for heat loss, which confirms its agreement with reality. 

3. Results and discussion 
The first part of the analysis was to determine the maximum number of absorbers in preliminary sections of 
the solar loop that would not result in a reduction in efficiency compared to the reference value (all absorbers 
covered with selective coating CASE 1). Tests were carried out for various values of direct radiation and the 
results are shown in Figure 5. For GB ≥ 300 W/m2, the potential for partial replacement of absorbers with low-
cost coatings is clearly visible. For GB = 300 W/m2, the maximum number of absorbers with Pyromark coating 
that can be used is 40. For higher radiation values, the possible number of absorbers increases, but 
assuming a worst-case scenario, a value of 40 was chosen for further consideration. 

 
Figure. 5.  Absorber loop efficiency as a function of absorber numbers with no-selective coating. 

The next stage of the analysis was to test the effect of twisted tapes on increasing the intensity of heat 
absorption by the fluid. Twisted tapes cause swirl flow, which intensively mixes the fluid inside, resulting in an 
increase in velocity and thus in the number of Reynolds and an intensification of heat absorption. What is 
more, this flow character results in a reduction in the temperature difference at the absorber surface, which 
reduces material stress and increases the life span of the installation. However, the placement of any 
element inside the tubular absorber results in increased pressure losses which force higher own energy 
needs to drive the circulation pump. 

Considering the pumping demand (Eq. (6)) in the efficiency of the PTC loop (Eq. (5)), it is possible to 
determine the efficiency increment resulting from the use of an insert with a specific twisted ratio. Fig. 6 
shows the increase in efficiency ratio relative to the reference case for a specific thermal fluid temperature. 
The graph highlights two data series, for twisted ratio 1 and 2. It can be seen that the use of both these 
inserts results in an efficiency gain relative to the reference case. However, it was observed that for fluid 
temperatures above 200 °C the efficiency of PTC with twisted ratio 1 decreases significantly. This is due to 
the high velocity and relatively high-pressure drop relative to the increased intensification of heat absorption 
and the increased power requirement of the pump. It was therefore decided that for temperatures up to 
200 °C it was appropriate to use tape with ratio 1, and above this temperature tape with ratio 2. 
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Figure. 6.  Efficiency with twisted tapes to reference efficiency ratio as a function of heat transfer fluid 
temperature for different twisted ratio inserts. 

As the application of twisted tapes has to be done for specific sections of the PTC, the next part of the 
analysis was, for a predefined sequence of specific absorber types, to determine where to apply which type 
of twisted tape. For this purpose, it was determined that a temperature above 200 °C of fluid would occur in 
the furthest sections of the absorbers for the case of the highest radiation value. The efficiency of absorber 
loop and thermal oil temperature along loop length were therefore determined and presented in Fig. 7. 
Based on the results, it was determined that defined temperature in the absorber loop, consisting of 90 
absorbers, could occur after the 60 absorbers, so it was decided to use inserts with twisted ratio 1 in 
preliminary 60 metres. After the 60th absorber, twisted tape with Tr = 2 was used. 

 
Figure. 7.  Thermal oil temperature and efficiency along solar loop for GB = 1000 W/m2 and Tamb = 23°C. 
 

To directly compare the results, a wide-parameter analysis was performed for GB ranging from 300 to 
1000 W/m2, Tamb from 2 to 35 °C and wind speed of 0.1 - 5 m/s while maintaining a constant mass flow of 
0.3 kg/s and Tin 60 °C. Case 1 has the lowest efficiency, but the most constant curve. As the parameter 
represented on the x axis increases, the efficiency slightly decreases. Each of the methods analysed 
intensifies heat absorption and increases the overall efficiency of the installation. By using absorbers with 
a high absorptivity value, the highest efficiency gains when the installation is operating in high solar radiation 
is visible. The increased absorptivity along the length of the installation largely contributes to increased heat 
collection and efficiency. Emission losses are largely compensated by the high absorptivity. For periods with 
low insolation and temperature, there is no increased heat absorption and losses to the environment are 
high, but no greater than the reference case. The use of twisted tapes has the effect of intensifying heat 
absorption throughout the whole analysed range. In periods of high solar radiation, swirl flow reduces the 
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temperature of the absorber wall and intensively mixes the heat transfer fluid. During periods of low 
insolation, twisted tape has the effect of increasing the velocity and the Reynolds number and increases heat 
extraction. Using only the method related to the coatings, the maximum efficiency gain will be around 0.7%, 
for using both methods in the configuration presented, the efficiency gain is between 0.3% and 1.3%. 

 
Figure. 8.  PTC loop efficiency curves for 3 analysed cases. 

 

4. Conclusions 
This paper presents two methods to intensify heat absorption: externally by using a highly absorptive 
coating, and internally by using twisted tapes to increase flow turbulence. The following conclusions can be 
drawn. 

▪ Both of the proposed methods intensify the heat collection in the absorber. 

▪ It has been shown that it is optimal to cover 40 of the 90 absorbers with a no-selective coating. 

▪ Besides the increased heat uptake of the absorber in this configuration, it is possible to reduce 
investment costs due to the low price and simplicity of the Pyromark coating application. 

▪ Numerical tests have shown that both inserts analysed increase the heat absorption efficiency and that 
up to a temperature of heat transfer of 200 °C it is optimal to use an insert with twisted ratio 1, above this 
temperature with twisted ratio 2. 

▪ Analysing the entire solar loop consisting of 90 absorbers, the following parameter combinations were 
determined: non-selective coating up to 40 absorbers, from 41 absorbers selective coating, insert with 
twisted ratio 1 up to 60 absorbers, from 61 absorbers twisted ratio 2. 

▪ Efficiency increment after proposing Pyromark coatings increased from 0% to 0.7% with both methods, 
from 0.3% to 1.3%. 
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Nomenclature 
A  area, m² 
cp specific heat, J/(kgK) 

CSP  concentrated solar power 

d diameter, m 

f focal length, mm or m 

G direct normal irradiance, W/m² 
H 180° turn length 

IAM incidence angle modifier 

L length, m 

ṁ mass flow 

PTC parabolic trough collector 

Q heat 

RMSD Root mean square deviation 

T temperature, °C 

th thickness, mm 

Tr twisted ratio 

W width, mm or m; or power, W 

ΔP pressure drop, Pa 

Greek symbols 
η efficiency 

ρ density, kg/m3 

τ transmittance 

Subscripts and superscripts 
abs absorber 

amb ambient 

ap aperture 

B beam 

c envelope 

CSP concentrated solar power 

dirt dirt factor 

e external 

el electrical 

i internal 

in inlet  

loss loss 

opt optical 

out  outlet 

p pumping 

ref reflectance 

s solar 

SP solar power 

u useful 
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Abstract: 

The deficient utilisation of the solar spectrum in conventional hybrid concentrating photovoltaic-thermal (CPV-
T) technologies leads to a detrimental decrease in PV efficiency due to elevated temperatures. Solar spectral 
beam splitting (SBS) is an advancement in PV-T system design, which aims to use the full solar spectrum with 
minimal optical losses. The implementation of fluid-based SBS designs is economically feasible, with optical 
features that can be tuned by selecting suitable nanofluids with a desired concentration. Fluid-based SBS 
filters are advantageous over other filters for PV-T systems due to their ability to operate simultaneously as 
thermal storage as well as heat transfer media in these systems. In the present study, we report on the optical 
and thermophysical properties of a novel water-based Ag-ZnO hybrid nanofluid. The filter is synthesised by 
adding Ag to ZnO nanoparticles by a wet chemical method for improved stability. Silver (Ag) allows visible light 
harvesting (down conversion of UV to the visible region of the solar spectrum) and good optical properties in 
the visible and near-IR regions. An Ag shell can be embedded into the core of zinc oxide (ZnO) nanoparticles 
for improved stability. The presence of ZnO enables excellent optical properties, including high visible 
transmittance and high UV absorption. The presence of structural defects in ZnO induces colour centres which 
are deep traps emitting in the visible. Ag-ZnO nanofluids with different nanoparticle concentrations were tested 
to measure absorbance and transmittance using UV spectroscopy. These nanofluid filters can be used for full 
spectrum utilisation (by SBS) which helps in achieving: (i) down conversion in the UV region, (ii) transmit visible 
and near IR (NIR) region (desired wavelength of Si PV cell optoelectronic efficiency) ,and (iii) absorb (filter) 
the IR region of the solar spectrum (for downstream thermal use/applications). 

Keywords: 

CPV-T; Colour Centres; Light Harvesting; Nanofluid; Solar Spectral Beam Splitting. 

1. Introduction 
In the 21st century, the energy crisis and climate change are both among the most pressing global issues. 
Fossil fuels derived from carbon are responsible for both problems. In the future, energy demand will 
undoubtedly increase, so how to balance energy supply and CO2 emissions will become a global concern. In 
this case, it's essential to focus on emerging technologies involving new energies and decarbonization. As one 
of the most important renewable energy sources, solar power could play a crucial role in solving the energy 
crisis and cutting down on pollution. It may be utilised in two important ways, namely through direct production 
of electricity via photovoltaic conversion (PV) and through the conversion of heat i.e. photothermal (PT) 
conversion. Solar photovoltaic panels use only a small fraction of the solar spectrum for the generation of 
charge carriers, while the remainder causes undesirable heating of the panels, reducing their efficiency [1]. A 
hybrid photovoltaic-thermal (PV-T) system was therefore proposed in which the heat generated by the PVs is 
dissipated by a heat exchanger fluid, commonly called a coolant, thus resulting in a PV-T hybrid system [2]. 
The hybrid system is also more energy-efficient than individual photovoltaic or thermal systems. The 
performance of PV-Ts has improved significantly with the emergence of alternative heat exchange fluids 



 
 
[3]. However, the emerging spectral splitting PV-T technology can produce greater fluid temperature and 
higher total efficiencies by separating the PV and thermal units.  

In the spectral splitting method, the part of sunlight that cannot be converted into electricity is filtered out before 
it reaches the PV cells. Solar radiation is split into ultraviolet (UV), visible, and infrared (IR) spectrums by this 
technique, which requires matching the spectral bands of the cells and the wavelengths absorbed by the filter. A 
solar PV system uses the visible spectrum to produce electricity, while UV and IR spectra are absorbed and 
collected elsewhere as heat. It has been reported in previous studies that fluid-based spectral beam splitters 
(SBS) are more efficient than other kinds of splitters, such as interference filters and holographic filters 
[4]. Furthermore, fluid based SBS can be implemented economically, and its filtering features can be easily 
altered by choosing suitable by varying fluid properties. The fluid-based filter is also advantageous over other 
filters for PV-T systems since it can simultaneously serve as a thermal storage medium and a heat transfer 
medium. There have been experimental studies conducted with water as a filter for PV-T collectors in the past. 
Water is a common liquid, used conventionally in such systems and has excellent thermal and optical 
properties. There has been evidence that water improves the performance of PV-T, and many researchers have 
explored the ability of traditional fluids to absorb solar irradiance not effectively utilised by PV cells [4,5], including 
water, inorganic salts, glycols, and oils. Pure fluids can only absorb a portion of the infrared light, while they 
perform poorly in the UV region of the solar spectrum, so PV-T systems with pure fluid filters are inefficient. 

Water-based nanofluids have been recommended by many studies as beam splitters in PV-T systems [6,7]. PV 
modules will heat up unnecessarily when they are exposed to wavelengths that are outside of their spectral 
ranges, thereby reducing efficiency. Nanofluids may solve the challenges discussed above because of their 
tunable optical properties. A nanofluid comprises a stable suspension of nanoparticles in a base fluid (e.g., water). 
In addition, nanoparticles allow the splitter to adjust its bandwidth and absorption peak continuously according to 
the amount of bandgap energy needed for converting solar energy into electricity [8]. Several experimental 
studies have so far investigated the performance of nanofluid filtered PV-T systems. This led to an ideal nanofluid 
filter for a particular solar cell [4, 5]. An interesting method for improving nanofluid beam splitting involves 
plasmonic metal nanomaterials. Plasmonic nanoparticles that manipulate, guide, and localise the 
incident light. Silver (Ag) is among the most important metals for plasmonic particles, it has demonstrated 
capabilities for visible light harvesting [9] as well as support in the visible and near-infrared spectrum. A silver 
nanofluid is highly effective in both thermal and electrical conversions in previous studies involving beam splitting 
applications such as- Silver nanoparticles are also highly suitable for industrialization and commercialisation. 
Zhang et al. [10] conducted an indoor experiment to optimise the heat/electricity production of a PV-T system 
filtered by Ag/water nanofluid. The results confirmed that arranging the nanofluid above PV modules is beneficial 
for heat collection and cell temperature regulation. The performance of a PV-T system with nanofluid filter 
consisting of silver-silica nanoplates as visible light absorbers and silica-coated gold and gold-copper nanorods 
as infrared absorbers was evaluated through an indoor test [9]. The results showed that the c-Si PV cells based 
PV-T system with Ag-SiO2 nanofluids achieved the highest combined efficiency of 40%, while the electrical 
efficiency was only 6%. Han et al. [11] developed a high-performance optical filter using water-based Ag-CoSO4 
nanofluid for SBS PV/T systems. The measured transmittance indicated that water-based Ag-CoSO4 nanofluid 
is superior to Ag/water nanofluid in terms of performance. A PV-T system with water based rGO-Ag nanofluid 
filters was experimentally investigated by Abdelrazik et al. [12]. As a result of the experimental results, the 
proposed system showed better performance than a PV system with only PV cells, and the electrical efficiency 
was generally less than 10%, whereas the thermal efficiency ranged between 24-30%. Despite these 
advantages, the readily oxidising nature of silver in air restricts its use. This drawback may be overcome by 
embedding Ag nanoparticles into stable oxides such as zinc oxide (ZnO). As an optoelectronic material, ZnO 
exhibits excellent optical properties like transmittance, suggesting the possibility of using it with Ag nanoparticles 
[13,14]. 

This work presents plasmonic silver metal with ZnO nanoparticles, made using simple wet chemical methods. 
The hybrid material has excellent spectral splitting properties that can be used in PVs to harvest visible light and 
convert it into electrical power. The narrow bandwidth of transparency (400-1000 nm) also leads to heat 
absorption by filtering UV and infrared rays. The water-based Ag-ZnO nanofluids has been assessed with optical 
transmission measurements, whereas Ag-ZnO hybrid nanomaterials is examined about structure, morphology, 
and chemical composition, which helps confirm the observed optical properties with those of the material. The 
preliminary results reported could be useful in providing a better insight in the optical and thermal processes that 
leads to SBS. Localised surface plasmons of Ag nanostructures are observed in the visible region (400 nm), ZnO 
band edge absorption is observed above 375 nm, and IR absorption, particularly for low-energy photons, is 
observed. More work is required for selection of the nanofluid filter parameters, including nanoparticle type, size, 
mass fraction, base fluid type, etc. Nevertheless, the results are promising to demonstrate a spectral beam 
splitting with environment friendly, benign and economical composition. 



 
 

2. Experimental details 

2.1. Materials 

Zinc nitrate hexahydrate [Zn(NO3)2.6H2O, mol. wt. = 297.49 g/mol, 99.99% pure, from Sigma Aldrich], Silver 
nitrate [AgNO3, mol. wt. = 169.87 g/mol, 99.90% pure, from Sigma Aldrich], PVA [mol. wt. = 96800 g/mol, 
degree of polymerization = 2000, from Fischer Scientific], ammonia solution (NH4OH, conc. 25%, from Merck), 
and sucrose (C12H22O11, mol. wt. = 342.30 g/mol, 99.95% pure, from Merck) were used for the synthesis of 
ZnO -Ag hybrid nanoparticles. 

2.2. Synthesis method 

The process of synthesis of Ag coated ZnO hybrid nanoparticles has been shown in Fig 1. There were two 
main stages in the synthesis procedure of ZnO:Ag nanoparticles. In the first stage, Zn2+-PVA-sucrose 
precursor powders were created by a chemical reaction between aqueous solutions of Zn2+ salt and PVA-
sucrose polymer, as described in reference [15–18]. The next step involved further processing the precursor 
powders to create ZnO:Ag core-shell nanoparticles. A comprehensive explanation is given below. 

In synthesis, 1:10 mass ratio of PVA and sucrose was mixed in water at reaction temperature of 60–65 oC with 
continuous magnetic stirring to disperse 0.2 M aqueous Zn2+ salt solution. The PVA-sucrose used in this process 
acts as a surfactant and offers a stable medium for the nanoparticles’-controlled growth through encapsulation 
in polymer micelles [19,20]. The sucrose additive improves the average viscosity of the reaction solution. It was 
noted that in the solution, the salts had an endothermic reaction with the PVA-sucrose molecules. By adding 
NH4OH solution in the required quantity to support the hydrogenation of Zn2+ ions in the reaction solution, the pH 
of the mixed solution was maintained at 9 throughout the reaction. Following the reaction, the mixture was cooled 
to room temperature and aged at 20-25 °C for 24 hours before the transparent, colourless top layer of PVA-
sucrose was decanted out. To obtain the fluffy, voluminous, whitish mass of polymer capped precursor powders, 
the obtained precipitate was dried at a controlled temperature of 50–60 °C after being washed with methanol to 
remove any unreacted residual PVA–sucrose. After pulverising the polymer precursor powders in a mortar and 
pestle, they were heated for two hours at 400–600 °C to produce refined ZnO nanoparticles. The final size of the 
particles is largely controlled by the heat treatment temperature.  

In the next step, 5.0 g of the dried ZnO precursor powders were mixed with 100 ml of a 0.25 M solution of 
AgNO3 in water. This was done in the dark at 60 °C under constant stirring. After about 30 minutes of reaction 
time at this temperature, the powders were recovered by decanting the AgNO3 solution, washing them at least 
twice in hot water, and then drying them under low pressure (10 to 100 mbar) at 25 °C. The dried powders 
were then heated for 2 hours in ambient air at 500 °C. Followed by recrystallization, the ZnO nanoparticles are 
encapsulated by a stable, thin layer of Ag. 

 

 

Figure 1. Synthesis route of Ag coated ZnO hybrid nanoparticles. 

2.3. Characterisation 

The crystalline nature and structure of synthesised Ag coated ZnO hybrid nanoparticles was examined under 
Bruker D8 powder X-ray diffractometer using Cu Kα source of radiation wavelength 1.5406 °A in the range 5 ° to 
90 ° with a step size of 0.02 °. The particle morphology and elemental composition of the samples was analysed 
using FEI Nova Nanosem 450 Field Emission SEM equipped with Energy Dispersive X-ray spectroscopy (EDS). 
The individual particle morphology was investigated with FEI Tecnai G2 sprit Bio-Twin TEM at an accelerated 
voltage of 120 kV. To probe at the local structures of the chosen regions under investigation, an in-situ study of 
electron diffraction from selected areas (SAED) and high-resolution TEM imaging was carried out with FEI Tecnai 
G2 F30 S-Twin TEM at an accelerated voltage of 300 kV. The Raman spectra were captured on a Horiba Jobin 



 
 
Vyon LabRam HR Raman by exciting with a 532 nm laser at room temperature. The optical transmittance spectra 
of the sample were taken in aqueous solution at room temperature with Perkin Elmer Lambda 950. The sample 
was sonicated for 30 minutes for well dispersion of nanoparticles in water. ZnO:Ag/Water nanofluids of mass 
fractions 50 ppm, 30 ppm, 15 ppm, and 5 ppm were made. Transmittance and absorption spectra were taken in 
the cuvette of 10 mm optical length. 

3. Results and discussion 
Figure 2 (a) shows the XRD pattern of the as-prepared ZnO-Ag sample. The pattern shows broad and distinct 
peaks which marks the nanocrystalline nature of the sample. The pattern is indexed to the hexagonal wurtzite 
type (space group P63mc) crystal structure of ZnO [JCPDS card # 036-1451]. Three distinct peaks 
corresponding to metallic silver of face-centred-cubic (fcc) crystal structure [JCPDS card # 04-0783] have been 
identified. The same have been marked as Ag with given (hkl) indices. The peaks are sufficiently broad in 
either case, which denotes the small particle size.  

 

 

Figure 2. (a) X-ray diffraction patterns, and (b) room temperature Raman spectrum of Ag-ZnO hybrids. 

The room temperature Raman spectra of Ag-ZnO as shown in Figure 2(b). The spectrum shows five distinct 
peaks that are listed in Table 1 along with their probable assignments [21–23]. Overall, from the comparison 
of observed data with that of reported literature, it can be observed that the Raman modes are significantly 
broadened in the present sample and the usual high intense peak of 438 cm-1 E2(high) is suppressed and the 
563.2 cm-1 peak is observed to rise which is often ascribed to either high oxygen defects, substitutional 
impurities [21] or even lower particle sizes. [22] In this case, the smaller crystallite size along with presence of 
Ag additives may have resulted into such highly dispersive Raman absorption bands. 



 
 

Table 1. Comparison of observed Raman peaks and probable modes reported in literature. 

Peak position (cm-1) Probable mode 

205.1 2 E2(low) at 210 cm-1 
252.8 Not found 
357.3 E2(high)-E2(low) at ~340 cm-1 and E1(TO) at ~380 cm-1 
493.9 E2(high) at 440 cm-1 
563.2 A1(low optical) or E1 (low optical)) at 576 cm-1 

 

 

Figure 3. Scanning electron micrographs of Ag-ZnO hybrid at: (a) low ,and (b, c) high magnifications showing 
the nanoscale particles (~50 nm). (d) energy dispersive spectrum of the Ag-ZnO sample with the quantification 
shown inset. 

Figure 3 shows the FESEM images of Ag-ZnO hybrid nanoparticles synthesised at 500 °C after heating the 
precursor for 2h in air. The loose agglomerates can be seen in the micrographs of the sample (Figure 3 a, b). 
In the particle clusters, a magnified view (Figure 3. b) reveals particles arranged in petal-like structures. 
Figure 3(d) depicts the elemental composition of the Ag-ZnO nanoparticles obtained at 500 °C. The presence 
of Zn, O, and Ag elements is confirmed in the samples, according to the EDS spectrum. The quantitative 
analysis indicates that Zn and Ag elements have atomic contents of 29.41%, and 0.96%, respectively.  

Figure 4 shows the typical TEM images (a-d) and HRTEM (e) of Ag-ZnO nanoparticles. Figure 4 shows well 
dispersed particles. The average particle size was calculated from a histogram shown in Figure 4(f) and it is 
found to be 25–30 nm, with a narrow size distribution (±20 nm). The high-resolution TEM (HRTEM) image of 
a single particle is shown in Figure 4(e) it reveals that the particles may have facets with regular shape which 
gives them a thickness contrast. Nevertheless, the hexagonal shape is evident from Figure 4(a) also. The 
visible lattice reflections are close to an interplanar spacing of 0.27 nm (as shown in Figure 4 (e)). The results 
demonstrate the Ag along with ZnO nanoparticles. A typical selected area electron diffraction pattern (SAED) 
of nanoparticles is provided in Figure 4(g). It is made up of ZnO and Ag lattices that look like separate, 
concentric rings with spots in between. There are six characteristic rings of dhkl values 0.2851 nm, 0.2503 nm, 
0.1938 nm, 0.1659 nm, 0.1503 nm, and 0.1394 nm that correspond to the (100), (101), (102), (110), (103), 
and (112) planes of ZnO respectively, and the two characteristic rings of dhkl values 0.2099 nm and 0.1112 nm 
correspond to the (200) and (222) planes of Ag. The dhkl values derived from the SAED pattern and those 



 
 
derived from the X-ray diffractograms are in close agreement. Due to the lower intensity of the diffraction spots, 
some reflections of ZnO and Ag could not be distinguished. 

 

 

Figure 4. Transmission electron micrographs of the Ag-ZnO showing: (a-d) the typical morphology of the 
powder at nanoscale, (e) high-resolution image of the individual nanoparticles, (g) selected area electron 
diffraction pattern, and (f) the size distribution histogram. 

Figure 5 shows the optical transmittance of Ag-ZnO/Water nanofluid with four mass fractions: 50 ppm, 30 ppm, 
15 ppm, and 5 ppm. As the concentration of Ag-ZnO increases from 5 to 50 ppm in the nanofluid, the 
transmittance in the UV region of the spectrum decreases. The effect of the mass fraction of the nanofluid is 
found to be insignificant in the 400–1100 nm range. The majority of spectral energy between 400 nm and 1100 
nm can pass through the Ag-ZnO /water nanofluid, while the remaining energy is absorbed. As a result of this 
nanofluid's ability to absorb spectral energy that is not used by the solar cell, heat harvesting has improved. 
Therefore, it may be regarded as a suitable optical nanofluid for PV-T systems that use spectral splitting, as 
the working area of PV/T systems is reported to be between 400 nm and 1200 nm. 

ZnO has a wide bandgap of nearly 3.3 eV in bulk. In nanoscale morphologies this may increase slightly 
depending on the size, shape, etc. Because of this band gap, the absorption edge of ZnO is 3.3 eV which 
corresponds to about 375 nm [24]. Therefore, ZnO absorbs significantly in the UV region and the peak is 
observed near band edges that decreases gradually on either side. ZnO may be completely transparent in the 
wavelength below 400 nm if there exist no energy states within the gap [23]. These gap states usually arise 
because of donors for n-type (or acceptors for p-type) which lie just below the conduction band (or above 
valence band for p-type). ZnO shows intrinsically n-type character due to unintentionally doped oxygen 
vacancies and zinc interstitials [21, 25]. These crystal defects have low formation energies in the ZnO lattice 
and hence readily nucleate. Zinc interstitial (Zni) lies just below conduction band whereas oxygen vacancies 
depending on their charged state can lie shallow or deep within the gap. These states are referred to as gap 
states and they may lead to photo-absorption and emission of energies equivalent to the difference between 
the defect state and the valence band maximum. Therefore, they may increase the visible emission as their 
energies are 1-2 eV above valence band maxima. 

 



 
 

 

Figure 5. UV-visible transmittance spectra of the Ag-ZnO nanoparticles at different dilutions in water. 

On the other hand, the silver lattice may show significant absorption that is usually caused in noble metals due 
to presence of surface plasmon resonance (SPR). The SPR is called collective oscillations of the free electron 
in metals which is the result of excitation due to electromagnetic radiation of appropriate energy (frequency); 
For Silver, this absorption mostly occurs at about 400 nm. Therefore, the corresponding amount of energy is 
called the plasmon absorption energy. In this case, the work function of Ag (fermi level is only slightly smaller 
than that of ZnO). Thus, any electron excited to a virtual SPR level is higher in energy that conduction band of 
ZnO and hence the charge transfer from Ag to ZnO is highly likely. This configuration of Ag-ZnO not only allows 
the absorption of near UV regions but may also result in visible emission as the charges transferred to ZnO 
may undergo a radiative transition and emit photons of smaller energy which happens to be in the visible 
region. Thus, this offers a win-win situation where the Ag absorbs the near UV and ZnO emits the visible light. 
This Additional visible light emitted can be beneficial to the PV sell and enhance the efficiency.  

Conclusions 
In this paper, results were presented relating to the use of Ag-ZnO nanofluids (nanoparticles suspended in 
water as the base fluid) for spectral-splitting PV-T applications. Ag-ZnO nanoparticles were synthesised by the 
solvothermal method. Several characterization techniques were utilised, including electron microscopy, X-ray 
diffraction and Raman spectroscopy. The XRD patterns revealed that Ag may coexist with the ZnO 
nanoparticles and these may have poor crystalline nature. The presence of Ag has also been confirmed by 
energy dispersive spectroscopy. The optical properties of the proposed nanofluids were investigated over a 
range of concentrations. The nanofluids exhibited a high degree of spectral selectivity, in the UV and IR regions 
which were absorbed or reflected respectively. In the visible region, a good transmittance was observed, which 
promotes higher PV cell efficiencies. In future work, visual inspection and dynamic light scattering techniques 
will be applied to evaluate the long-term stability of these nanofluids. 

Acknowledgments 
This work was supported by the Marie Skłodowska-Curie Individual Fellowships under the European Union's 
Horizon 2020 research and innovation program, grant agreement no. 101028904 — NANOSPLIT — H2020-
MSCA-IF-2020. The authors are thankful to the central instrumentation facility of IISER Thiruvananthapuram for 
access to various characterization facilities. This work was also supported by the UK Engineering and Physical 
Sciences Research Council (EPSRC) [grant numbers EP/M025012/1, and EP/R045518/1] and by the Royal 
Society under an International Collaboration Award 2020 [grant number ICA\R1\201302]. The authors would like 
to thank UK company Solar Flow Ltd. (www.solar-flow.co.uk). Data supporting this publication can be obtained 
on request from cep-lab@imperial.ac.uk. For the purpose of Open Access, the authors have applied a CC BY 
public copyright licence to any Author Accepted Manuscript version arising from this submission. 

References 
[1]  Al-Shohani W.A.M., Al-Dadah R., Mahmoud S., Reducing the thermal load of a photovoltaic module 

through an optical water filter. Appl Therm Eng 2016;109:475–486. 

[2]  Chow T.T., A review on photovoltaic/thermal hybrid solar technology. Appl Energy 2010;87:365–379. 



 
 
[3]  Candadai A.A., Kumar V.P., Barshilia H.C., Performance evaluation of a natural convective-cooled 

concentration solar thermoelectric generator coupled with a spectrally selective high temperature 
absorber coating. Solar Energy Materials and Solar Cells 2016;P3:333–341. 

[4]  Huang G., Curt S.R., Wang K., et al., Challenges and opportunities for nanomaterials in spectral 
splitting for high-performance hybrid solar photovoltaic-thermal applications: A review. Nano Materials 
Science 2020;2:183–203. 

[5]  Hong W., Li B., Li H., et al., Recent progress in thermal energy recovery from the decoupled 
photovoltaic/thermal system equipped with spectral splitters. Renewable and Sustainable Energy 
Reviews 2022;167:112824. 

[6]  Zachariah R., Amalnath V.N., Feasibility Study of Liquid-Based Spectral Beam Splitting Technique for 
Solar Panel Cooling. 2020;3–18. 

[7]  Abdelrazik A.S., The potential of liquid-based spectrally-selective optical filtration and its use in hybrid 
photovoltaic/thermal solar systems. Solar Energy 2023;249:569–605. 

[8]  Stanley C., Mojiri A., Rosengarten G., Spectral light management for solar energy conversion systems. 
Nanophotonics 2016;5:161–179. 

[9]  Hjerrild N.E., Crisostomo F., Chin R.L., et al., Experimental Results for Tailored Spectrum Splitting 
Metallic Nanofluids for c-Si, GaAs, and Ge Solar Cells. IEEE J Photovolt 2019;9:385–390. 

[10]  Zhang C., Shen C., Zhang Y., et al., Optimization of the electricity/heat production of a PV/T system 
based on spectral splitting with Ag nanofluid. Renew Energy 2021;180:30–39. 

[11]  Han X., Chen X., Wang Q., et al., Investigation of CoSO4-based Ag nanofluids as spectral beam 
splitters for hybrid PV/T applications. Solar Energy 2019;177:387–394. 

[12]  Abdelrazik A.S., Tan K.H., Aslfattahi N., et al., Optical properties and stability of water-based nanofluids 
mixed with reduced graphene oxide decorated with silver and energy performance investigation in 
hybrid photovoltaic/thermal solar systems. Int J Energy Res 2020;44:11487–11508. 

[13]  Huaxu L., Fuqiang W., Dong L., et al., Optical properties and transmittances of ZnO-containing 
nanofluids in spectral splitting photovoltaic/thermal systems. Int J Heat Mass Transf 2019;128:668–
678. 

[14]  Huaxu L., Fuqiang W., Dong Z., et al., Experimental investigation of cost-effective ZnO nanofluid based 
spectral splitting CPV/T system. Energy 2020;194:116913. 

[15]  Khan M., Wei C., Chen M., et al., CTAB-mediated synthesis and characterization of ZnO/Ag core–shell 
nanocomposites. J Alloys Compd 2014;612:306–314. 

[16]  Barewar S.D., Chougule S.S., Heat transfer characteristics and boiling heat transfer performance of 
novel Ag/ZnO hybrid nanofluid using free surface jet impingement. Experimental Heat Transfer 
2021;34:531–546. 

[17]  Barewar S.D., Tawri S., Chougule S.S., Experimental investigation of thermal conductivity and its ANN 
modeling for glycol-based Ag/ZnO hybrid nanofluids with low concentration. J Therm Anal Calorim 
2020;139:1779–1790. 

[18]  Barewar S.D., Chougule S.S., Jadhav J., et al., Synthesis and thermo-physical properties of water-
based novel Ag/ZnO hybrid nanofluids. J Therm Anal Calorim 2018;134:1493–1504. 

[19]  Biswas S., Ram S., Morphology and stability in a half-metallic ferromagnetic CrO2 compound of 
nanoparticles synthesized via a polymer precursor. Chem Phys 2004;306:163–169. 

[20]  Biswas S., Ram S., Synthesis of shape-controlled ferromagnetic CrO2 nanoparticles by reaction in 
micelles of Cr6+–PVA polymer chelates. Mater Chem Phys 2006;100:6–9. 

[21]  Biswas S., Singh S., Singh S., et al., Selective Enhancement in Phonon Scattering Leads to a High 
Thermoelectric Figure-of-Merit in Graphene Oxide-Encapsulated ZnO Nanocomposites. ACS Appl 
Mater Interfaces 2021;13:23771–23786. 

[22]  Song Y., Zhang S., Zhang C., et al., Raman Spectra and Microstructure of Zinc Oxide irradiated with 
Swift Heavy Ion. Crystals 2019;9:395. 

[23]  Srinatha N., No Y.S., Kamble V.B., et al., Effect of RF power on the structural, optical and gas sensing 
properties of RF-sputtered Al doped ZnO thin films. RSC Adv 2016;6:9779–9788. 

[24]  Urs K.M.B., Kamble V., Surface photovoltage response of zinc oxide microrods on prismatic planes: 
effect of UV, temperature and oxygen ambience. Journal of Materials Science: Materials in Electronics 
2021;32:6414–6424. 

[25]  Xu PS, Sun YM, Shi CS, et al. The electronic structure and spectral properties of ZnO and its defects. 
Nucl Instrum Methods Phys Res B 2003; 199: 286–290. 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 

PV potential of the public building stock of the 
Basque Country 

Mikel Garro-Aguilara*, Ana Picallo-Pereza, Pablo Hernandez-Cruza, Juan Mª 
Hidalgo-Betanzosb, JM Sala-Lizarragaa and Imanol Ruiz de Vergara-Ruiz 

de Azuab 

a Research group ENEDI, Department of Energy Engineering, University of the Basque Country 
(UPV/EHU); Alameda Urquijo, S/N, 48013 Bilbao, Vizcaya, Spain; e-mail: mikel.garro@ehu.eus 

b Thermal Area of the Laboratory of Quality Control of Buildings of the Basque Government; 
Aguirrelanda 10, Vitoria-Gasteiz, Spain 

Abstract: 
The energy consumption of buildings is constantly increasing and not only impacts on resources, but also 
emits polluting gases into the atmosphere. For this reason, there is a great commitment to integrate renewable 
energies, as well as to renovate and hybridize the energy facilities of existing buildings. Spain has a large 
potential to exploit solar energy and this is reflected in the PV integration in buildings, as PV self-consumption 
has risen to 1,203MW installed. However, buildings still have a high potential for improving photovoltaic 
applications and can help to increase the exploitation of renewable resources. Following European 
recommendations and Spanish directives, the Basque Government is analysing how to conduct the renovation 
of the existing public housing stock to achieve more sustainable housing and take into account the quality of 
life of the users. To this end, the project Plan ZERO-Plana, led by ALOKABIDE “Public institution of the Basque 
Government”, was developed to, among others, increase renewable energy implementation for self-
consumption. This work takes a step forward and analyses the photovoltaic potential of the public building 
stock of the Basque Country based on a GIS application. The objective is to, on the one hand, account for the 
PV potential in each of the public housing units themselves and, on the other hand, to analyse the possibility 
of implementing energy communities in the Basque Country to supply the energy use of these buildings, as 
well as to compare the viability of both options. 

 

Keywords: 

ALOKABIDE; PV potential; energy community; Vitoria-Gasteiz; QGIS; renewable energy; rooftops. 

1. Introduction 
Spain, due to its climate and geographical location, has a significant number of sun-hours during the year, 
which allows the exploitation of clean energy with significant potential to meet energy needs. Given that a 
large part of the world's population is concentrated in cities, it is necessary to establish urban plans to ensure 
the sustainable development of urban environments, using available human resources and technology. In 
addition, Buildings are responsible for approximately 40% of the energy consumption of the European Union 
(EU) [1]. Residential buildings in particular accounted for the 27% of the final energy consumption of the EU 
in 2020 [2], so one of the options is to produce energy through solar technology, such as placing photovoltaic 
panels on building rooftops. Therefore, this work assesses the solar potential of the city of Vitoria-Gasteiz, as 
a geographical area with suitable characteristics for the installation of solar panels and the possibility to 
create different energy communities in this area. 

1.1. State of the art 

Accordingly, some studies have identified areas of high population density, such as urban centres, as places 
with high potential for solar production, such as Ávila and Zamora [3], Miraflores de la Sierra (Madrid, Spain), 
Gassar and Cha [4] in Geneva (Switzerland), Guevara [5] (Perú) and Haegermark and Dalenbäck [6] 
(Sweden). 

In terms of feasibility analysis, analysis is frequently restricted to figuring out solar radiation, although the 
environment is still crucial. In addition, the study can be further detailed, as it is done in the case of housing in 
Valencia (Spain), Aparisi [7], where the orientation of the roof and the adjacent buildings are taken into account, 
as well as the tilt of the roof. On the other hand, the polytechnic school of engineering in Gijón studied 
photovoltaic feasibility in Asturias (Spain), Guerrero [8]. 
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The PV potential can be estimated by using different models or methods. In this study, the method used is 
based on a Geographic Information System (GIS). This method or tool has been employed in numerous 
studies for various purposes, including the estimation of PV potential in rooftops. Examples include Quiros-
Tortos et al.'s [9] consideration of various factors when integrating GIS data sources in a PV analysis and Khan 
and Arsalan's [10] use of the GIS tool to determine the best rooftops for solar PV applications in Karachi. 
Baiocchi et al. [11] also uses this tool to study the effect of defining different PV criteria, and Davybida et al. 
[12] uses GIS to design a PV system for a built-up roof in Poland, which generates an electrical power of 
around 100 MWh/year. 

Moreover, this tool can be used to determine the influence of different elements on PV solar energy generation, 
and Silveire Júnior et al. [13] uses GIS to determine the influence of aerosol in the state of Goiás (Brazil). 

Apart from GIS there are different models that can be used to analyse the PV potential of an area. For instance, 
of Mohajeri et al. [14], used Machine Learning to classify urban characteristics for solar applications, including 
the impacts of different roof shapes on annual solar PV electricity production. 

The electricity obtained from the PV installation can be used in different ways. Current policies are promoting 
the combination of technologies such as heat pumps or solar thermal collectors, and these possibilities have 
been studied in articles such as Wang et al. [15]. This last work analyses three different configurations to 
supply the heating and DHW demands of a dwelling (ST, PV/T and PV with ASHP). Herrando et al. [16] 
analyses the possibilities of using solar thermal collectors to meet the heating and DHW demands of a dwelling 
(ST, PV/T and PV with ASHP), and Ayadi and Al-Dahidi [17] compares how to implement heating and cooling 
in a building with solar thermal and solar electric power. 

In addition, some countries are also promoting energy communities, which is a relatively new concept. Frieden 
et al. [18], Jeriha [19] and Gjorgievski et al. [20] reviewed the current regulatory framework and analyse the 
social arrangements, technical designs and impacts of an energy community. As it is known, with energy 
communities the heating, cooling and electrical demand can be assessed, so this could be a great opportunity 
for the public house stock of Vitoria-Gasteiz to introduce this kind of initiative into work, due to its geographical 
and distributional situation.  

1.2. Regulatory framework 

This section briefly explains the European, Spanish and regional regulatory framework. 

1.2.1. European framework 

In Europe, the recent directives are seeking to promote new roles for citizens who produce and use energy by 
promoting local energy markets and introducing the concept of energy communities. 

One of the most remarkable directives, is the Directive (EU) 2018/2001 of the European Parliament and of the 
Council of 11 December 2018 [21], on the promotion of the use of energy from renewable sources. This 
directive defines Renewable Energy Communities (REC) as "A legal entity; which, in accordance with the 
applicable national law, is based on open and voluntary participation, is autonomous, and is effectively 
controlled by shareholders or members that are located in the proximity of the renewable energy projects that 
are owned and developed by that legal entity;. The shareholders or members of which are natural persons, 
SMEs, or local authorities, including municipalities; the primary purpose of which is to provide environmental, 
economic, or social community benefits for its shareholders or members or for the local areas where it 
operates, rather than financial profits.". 

This directive establishes that the Renewable Energy Communities (RECs) have the right to produce, 
consume, store, or sell renewable energy, or to share what is generated by producing units owned by that 
community and to access all energy markets. It also mandates member states to provide a framework to 
encourage and facilitate the development of RECs, as well as to guarantee the right of consumers to participate 
in a REC. 

Another remarkable directive is the Directive (EU) 2019/944 of the European Parliament and of the Council of 
5 June 2019 [22], which defines the common rules for internal market for electricity in Citizen Energy 
Communities (CEC) as follows. “A legal entity that: is based on voluntary and open participation and is 
effectively controlled by members or shareholders that are natural persons, local authorities, including 
municipalities, or small enterprises; has for its primary purpose to provide environmental, economic or social 
community benefits to its members or shareholders or to the local areas where it operates rather than to 
generate financial profits; and may engage in generation, including from renewable sources, distribution, 
supply, consumption, aggregation, energy storage, energy efficiency services or charging services for electric 
vehicles or provide other energy services to its members or shareholders.” 
This directive establishes the obligation for member states to provide a favourable legal framework for CECs 
that ensures that: (1) participation in CECs is open and voluntary; (2) the distribution system operator 
cooperates, in return for fair compensation, to facilitate the transfer of electricity between different CECs; (3) 
CECs are subject to procedures and charges that ensure that they contribute adequately and in a balanced 
way to the overall sharing of system costs. 



These two directives are included in the “Clean Energy Package” [23], which proposes an adaptation of the 
European energy policy framework to facilitate the transition away from fossil fuels toward cleaner energy. 

1.2.2. Country framework 

In Spain, the most recent regulations related to electricity self-consumption are “Real Decreto-ley 15/2018” 
[24], which establishes urgent measures for energy transition and consumer protection, and “Real Decreto-ley 
244/2019” [25], which regulates the administrative, technical and economic conditions for electricity self-
consumption, promoting the consumption of km0 energy. 

In addition to these regulations, the Spanish state proposes the "Plan Nacional Integrado de Energía y Clima 
2021-2030" [26], which describes several measures for the penetration of renewable energies and energy 
efficiency, as well as introduces local energy communities and the importance of citizen participation in the 
energy field. For the latter, lines of action are set out to develop the appropriate regulatory framework to define 
these legal entities and encourage their development. 

In addition to this national plan, the Spanish government in 2020 proposed the document "Estrategia de 
Descarbonización a Largo Plazo 2050" [27] with the aim of becoming a climate neutral country by 2050 by 
transforming the energy and economic system in a stable and joint manner with the help of citizens. 

1.2.2. Regional framework 

In the Basque Country, there are different regulations and strategies that establish guidelines to favour the use 
of renewable energies and sustainable development. 

This is the case of Ley 4/2019, of 21 February [28], on energy sustainability in the Basque Autonomous 
Community and its development decree, “Decreto 254/2020”, of 10 November [29], whose objective is to 
promote energy saving and efficiency measures, and the promotion and implementation of renewable 
energies. The spatial planning guidelines, approved by “Decreto 128/2019” of 30 July [30], state that renewable 
energies must be increasingly incorporated into the construction of our territory. 

The Basque Energy Strategy 2030 [31] identifies, after a full analysis of the surrounding, elements that will be 
key to the transition towards a sustainable energy system in the Basque Country. This analysis includes: 
energy saving and efficiency; renewable energies; infrastructures and networks; distributed energy, self-
consumption and energy cooperatives; non-conventional gas; energy and environmental taxation; policy 
integration; governance; adaptation to climate change in the energy system; and the importance of health co-
benefits. 

2. Case study 
This work examines 157 sections of 31 public housing buildings, managed by ALOKABIDE, in the city of 
Vitoria-Gasteiz (Basque Country, Spain), with an average age of 16-year-old. In addition, 84% of the 31 
buildings have a D and E labels in primary energy consumption or CO2 emissions [32], which means they 
have relatively low values. 

This analysis focuses on electrical consumption and considers the available data obtained from previous 
works. Therefore, after averaging the number of households and consumption in Vitoria-Gasteiz, we obtain 
the average monthly consumption profile of a household, see Figure 1. It is also taken into account that 21 out 
of 31 buildings already have renewable energy solar thermal systems installed, but there is still space to 
expand the facility and increase the renewable production. 

 

Figure. 2.  Average monthly electrical consumption of the buildings studied in Vitoria-Gasteiz. 

 



 

 

 

 

 

 

 

Due to technical limitations, only a specific number of buildings will be analysed in this work, which are collected 
and depicted in Figure 2. The analysis of the rest of the public building stock can be done in an analogous 
way.  

 

Figure. 2.  Buildings studied in Vitoria-Gasteiz. 

3. Methodology 
QGIS Georeferencing Software (Open Access Geographic Information System) has been used for studying 
solar radiation from the rooftops of public buildings in Vitoria-Gasteiz. This tool organizes large volumes of 
data from a particular place in the world, allowing data to be stored, manipulated, analysed and modelled. 

3.1. Data 

Topographic data have been obtained from GeoEuskadi [33], which collects data from the entire Autonomous 
Community of the Basque Country. These are LIDAR (Laser Imaging, Detection, And Ranging) type and are 
obtained by optical remote sensing through a laser light. That is, with accurate x-y measurements, they define 
a compact sample of the Earth's surface as in cartographic applications of aerial laser images. These data 
contain cadastral information on all the localities of the Basque Country, such as buildings, urban centres, rural 
areas, railway lines, roads, etc., as well as data on the boundaries of each municipality. It also contains other 
data on the DSM sheets (Digital Surface Model) representing all the elements of the soil surface, such as 
vegetation, buildings, infrastructure, and soil itself. 

3.2. Methods and indicators 

Once the topographic data have been obtained and downloaded into the software, they are assigned a 
reference system of type ETRS89/UTM zone 30N, and are also assigned to the other layers of QGIS. 

Between these layers, radiation accumulates by means of a device called Potential Incoming Solar Radiation. 
This device simulates accumulated radiation over a time-period, taking into account the type of radiation 
selected. In the case of this study, a period of one year, 2018, has been set by months, with a 7-day and 1-
hour jump, and takes into account total or global radiation, i.e., the sum of direct, diffuse, incident, reflected 
and absorbed radiation. Therefore, monthly layers are obtained, for example, the total radiation of August and 
December is gathered in Figure 3 and Figure 4. 



 

Figure. 3.  Accumulated radiation during August. 

 

Figure. 4.  Radiation accumulated on December. 

As it can be seen, there is a huge difference between the maximum and minimum total radiation reaching the 
layers in both months of August and December. 

The layer of the same size as the DSM simulation sheet is then cut to collect only radiation data consistent 
with buildings (public houses); see figure 5. 



 

Figure. 5.  Radiation accumulated on building rooftops. 

Thus, once the radiation potential of residential rooftops has been achieved, three criteria are proposed to 
identify the suitable rooftops, as Delphine Khana mentions [34]: 

▪ C.1) The rooftops must contain at least 65 kWh/m2 of accumulated solar radiation in one month. 

▪ C.2) The slope of suitable roofs must be less than or equal to 45 degrees, as steep slopes tend to receive 
less sunlight. The 45 degree limit is defined according to the latitude of Vitoria-Gasteiz, which is 42.85 °, 
since the optimal inclination is ± 10 ° compared to the local latitude. 

▪ C.3) The rooftops, which are oriented north and receive less sunlight, are rejected. 

 

Once the appropriate rooftops are identified and their radiation potential is obtained, the next step deals with 
analysing the possibilities of establishing energy communities, taking into account the location of the buildings 
of the public houding stock, since the consumption points must be at a maximum distance of 500 metres from 
the production point. Following these instructions, seven energy communities are proposed in Figure 6. 

 

Figure. 5.  Energy communities proposed in Vitoria-Gasteiz. 

From now on, considering the seven energy communities, only 134 buildings out of the original 157 will be 
analysed (since the rest are outside of the circles), and for this analysis, several indicators have been 
determined to better understand the analysis: 

▪ Optimal surface of section rooftops [m2] 

Indicates the appropriate surface of the PV panel installation rooftop according to the predefined criteria. 



▪ Percentage of optimal surface [%] 

It is the ratio between the optimal surface of the building and the total. 𝑃𝑒𝑟𝑐𝑒𝑛. 𝑜𝑝𝑡. 𝑠𝑢𝑟𝑓. (%) = 𝑂𝑝𝑡.𝑠𝑢𝑟𝑓.  (𝑚2)𝑇𝑜𝑡𝑎𝑙 𝑠𝑢𝑟𝑓.  (𝑚2)         (1) 

▪ Photovoltaic efficiency [%] 

It relates the photovoltaic capacity of each section to the electrical consumption. This indicator allows a detailed 
analysis of the context of each building. 𝑃𝑉 𝑒𝑓𝑓. (%) = 𝑃𝑉 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦  (𝐾𝑊ℎ)𝐸𝑙𝑒𝑐.𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛  (𝐾𝑊ℎ)         (2) 

4. Results 
The most significant results are related to the following: 

▪ Histograms of radiation based on the first calculation. 

▪ Optimal surface of the buildings, after applying the three criteria to the rooftops. 

▪ Radiation percentage of each cover for the introduction of a PV facility. 

▪ Photovoltaic efficiency of the proposed energy community. 

 

4.1. Histograms 

Accordingly, Figure 6 shows the histograms of August and December associated with the buildings of Figure 
5, where the most repeated value of the accumulated radiation in August is around 240 kWh/m2 and in 
December around 65 kWh/m2. 

Figure. 6.  Histogram of the accumulated radiation: a) August, b) December. 

4.2. Optimal Surface 

As it has been said, each building is examined according to three criteria (C.1, C.2 and C.3) to identify suitable 
rooftops. A building-by-building analysis has been carried out and the global results are gathered in Table 1. 

Table 1. Summary based on three criteria 

Optimal surface (m2) Total surface (m2) Percentage (%) 

25,076.20 52,804.88 47.49 
 

Consequently, only 47.49% of the total roof capacity is considered adequate for installing PV panels.  

 

But what is more, some parts of this area are not suitable for installing a photovoltaic panel, since there are 
also areas with obstacles, such as chimneys, antennas, etc. Because of that, the results are afterwards filtered 
and analysed more precisely in order to identify the specific areas of the rooftop detecting the obstacles, 
according to the following three criteria: 

▪ C.4) Buildings with an adequate area of less than 25% are excluded. 

▪ C.5) Buildings with an optimal surface area of less than 30% and an optimal surface area of less than 100 
m2 are eliminated. 

▪ C.6) Suitable areas of less than 10 m2 are excluded. 

 

 
(a) 

 
(b) 



Based on these extra criteria (considering C.1-C.6), the number of the optimal percentage falls from 47.49% 
to 47.10%, as shown in Table 2. 

Table 2. Summary based on all six criteria 

Optimal surface (m2) Total surface (m2) Percentage (%) 

24,871.76 52,804.88 47.1 
 

4.3. Including PV facility 

In addition, on the one hand, only 25% of the optimal surface can be covered with photovoltaic panels (in order 
to avoid panel loss of shadow, inclination, structure, space for maintenance, etc.). On the other hand, 
photovoltaic panels are estimated to have 15% performance and 86% PR (Performance Ratio). Thus, the 
monthly electricity contribution on public residence decks has been calculated with this equation: 𝐸𝑙𝑒𝑐. 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 (𝐾𝑊ℎ) = 𝑆𝑢𝑟𝑓𝑜𝑝𝑡 · 0.25 · 𝑅𝑎𝑑𝑚𝑒𝑎𝑛 · 0.15 · 0.86        (3) 

 

Accordingly, the results of electricity PV production of the selected public buildings of Vitoria-Gasteiz are shown 
in Table 3. 

Table 3. Monthly electricity production 

Month Electricity produced (kWh) 

January 43,940.12 
February 66,805.28 
March 139,575.64 
April 191,039.39 
May 226,364.23 
June 242,116.29 
July 235,092.65 
August 206,475.89 
September 161,275.77 
October 110,118.26 
November 59,850.77 
December 27,482.56 

 

Once the PV electricity production of each of the roofs has been calculated, the electricity consumption of each 
dwelling and the number of dwellings in each of the buildings need to be considered in order to obtain the 
percentages of electricity that could be self-consumed. 

 

4.4. Energy Communities 

Apart from that and going further, seven energy communities are proposed, which take into account the 
proximity of the buildings and the criterion of 500 metres (mentioned in section “3.2 Methods and indicators”). 
As the same conclusions are obtained for all energy communities, and because of technical limitations, only 
the most representative one will be analysed in this paper, the one shown in Figure 7. 

 



Figure. 7.  Selected energy community.  

The chosen energy community has the characteristics shown in Table 4: 

Table 4. Energy community characteristics 

Description (name of the building) Number of households 

Lakua 30 30 

Lakua 110 110 

Lakua 90 90 

Ibaiondo 228 228 

 

Moreover, the monthly electricity produced in the corresponding rooftops (obtained from the previous analysis) 
and the consumptions of the households (calculated with the corresponding consumption data of 2018) of this 
energy community are shown in Table 5 and is graphically represented in Figure 8: 

 

Table 5. Production vs Consumption 

Month Total production (KWh) Total consumption (KWh) Photovoltaic efficiency (%) 

January 7,924.77 75,478.25 10.5 

February 15,676.17 66,751.97 23.48 

March 28,054.36 63,586.10 44.12 

April 38,414.26 63,597.44 60.4 

May 45,512.82 70,480.53 64.58 

June 48,704.16 62,964.97 77.35 

July 47,276.88 62,408.82 75.75 

August 41,509.91 58,794.55 70.6 

September 32,450.38 52,632.10 61.66 

October 21,996.25 68,973.49 31.89 

November 11,048.48 66,429.19 16.63 

December 5,462.89 68,684.48 7,95 

 

 

Figure. 8.  Production vs Consumption in the selected energy community.  

As it can be seen, the selected energy community, composed only by the public residential buildings, is not 
capable of supplying the total electricity demand in any of the months of the year, although it does supply part 
of the demand. 

Without making an economic analysis of the study, it is too early to conclude whether it is economically viable 
or not, but at least it can be seen that in the central months of the year the installation of PV panels and the 
concept of the energy community is an option to be taken into account. 



5. Conclusions and next steps 
In summary, the study determines that 47.1% of the total roof surface area of the social housing buildings in 
Vitoria-Gasteiz is suitable for a photovoltaic installation. Furthermore, by adding the criterion that only 25% of 
the optimum surface area can be used for photovoltaic installations, it is still possible that all these potential 
PV installations together could produce more than 1,700 MWh per year, see Table 6. 

Table 6. Summary table 

Percentage of optimal surface (%) Electricity production (MWh) 

47.1 1,710.14 

 

Furthermore, if an energy community is proposed, the electricity consumption cannot be completely 
compensated or supplied by the PV electricity production. However, PV production could be increased by 
adding more buildings’ roofs to these communities, following the 500 metres criterion, such as other public 
tertiary-use buildings. 

Therefore, the main conclusions of this study are, on the one hand, that introducing photovoltaic panels in 
social housing buildings is a viable option, and on the other hand, that implementing energy communities in 
Vitoria-Gasteiz could be an interesting option but requires further analysis, being the beginning of a community 
or municipality with a vision towards the future of sustainability. 

Considering all this, the next steps would be, at first, to make an economical study of the energy community 
proposed, and then, to evaluate the possibility of making a hybridization between PV panels and heat pumps, 
to benefit from their potential as energy storage. 
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Abstract: 

An alternative powerplant layout to the commonly applied flash technology is proposed for the geothermal 
location of Monte Amiata, Italy. The reservoir conditions correspond to a pressurized brine field, with relevant 
contents of CO2, acid gases/contaminants, and dissolved salts. The present solution avoids flashing the brine 
stream, proposing instead to install a borehole pump capable of maintaining pressurized conditions. By 
applying this solution, the amount of non-condensable gases released when reaching the ground level with 
reduced pressure can be conveniently limited; the gas stream is recovered, compressed and reduced in liquid 
conditions, suitable for complete reinjection into the reservoir. The necessity of a gas treatment section is thus 
completely avoided. The heat recovered from the hot brine, placed at ground level, is transferred to the 
supercritical CO2 cycle. Different CO2 cycle configurations were considered. Exergy and exergo-economic 
analyses of the whole system are carried out. The optimal calculated exergy efficiency of 45.5% was achieved 
for the recuperative cycle with intercooling and reheat configuration and the lowest obtained produced cost of 
electricity was 7.4 c€/kWh for the recuperative cycle configuration. Furthermore, the influence of the pressure 
losses to the heat exchanger has been assessed, allowing evaluating of the loss in efficiency for each cycle. 
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1. Introduction 
The energy demand has increased exponentially in recent years due to the strong increase in economic 
development and population growth. This led to an increased concern on sustainability issues and 
environmental deterioration [1]. The exploitation of renewable energy technologies has therefore bloomed, 
allowing an increase in the efficiency of the conversion systems. Among renewables, geothermal energy has 
the advantage of having the highest resource availability, not depending on the weather conditions. 
Geothermal energy systems exploit the heat content of the earth’s interior, as the earth is slowly cooling down. 
The total global output of the Earth’s heat flow is over 4x1013 W [2], which is four times higher than the actual 
energy consumption; however, only a small part of this heat flux can be exploited. Geothermal power plants 
can be categorized in shallow geothermal and deep geothermal. The first exploits low temperature heat 
sources at the surface, with a maximum of well drilling in the range of 250 m and are suitable for low 
temperature heat generation. On the other hand, deep geothermal is considered when wells are drilled deep, 
from 1 to 5 km within the Earth, or even deeper with the newest drilling technologies. Deep geothermal allows 
reaching higher temperature, which enables the conversion of the geothermal heat in electricity. Another way 
to categorize geothermal power plant is to classify it on the enthalpy content of the flow: low, medium or high 
enthalpy. Medium and high enthalpy resources are the most common exploited and have almost reached its 
maximum potential, while low or moderate enthalpy fields are still yet to be fully utilized. Typical power plant 
for the exploitation of medium high temperature fields are single, double and triple flash power plants (for a 
water dominant reservoirs) and direct steam power plants (for vapor dominant reservoirs). These power plants 
have several advantages, such as relatively high conversion efficiencies, several years of operation which led 
to a solid know-how, well-known safety measures which are not critical thanks to low pressure and 
temperatures involved, and economic feasibility. On the other hand, they present a significant disadvantage 
when considering the environmental sustainability; indeed, a relevant documented issue is the release of non-
condensable gases NCGs (mainly CO2 plus several kind of contaminants) to the environment [3, 4]. The 
current solution to reduce the environmental impact of geothermal power plant is the utilization of AMIS 
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technology in Italy, developed by ENEL GP [5]. This allows reducing the Hg and SO2 content from the NCGs 
stream, and thus the environmental impact of the power plants. Several studies have been developed on the 
environmental sustainability of geothermal energy conversion systems though the application of life cycle 
assessment [6]. In [8] a 20 MW single flash power plant is evaluated and compared with similar size power 
plants operating with wind and solar. It was found that the geothermal power plant, which includes the AMIS 
technology, performs well against other renewables, and has only a slightly higher environmental footprint, 
due to larger values of the global warming category (Recipe 2016 Midpoint). In [9] enhanced geothermal 
systems (EGS) were considered, estimating several design scenarios and compared to other renewable 
energies environmental impacts. The results indicated that EGS power plant environmental footprint is in the 
same range of other renewables and it was confirmed that the highest contribution to the environmental impact 
comes from the drilling of the wells, in particular by the diesel burned in the drilling process. In [10], the 
environmental impact of a combined heat and power double flash geothermal power plant was estimated. 
Their studies confirmed that the drilling process is the main responsible for most of the impact category results. 
However, it was also found that the global warming and acidification category are significantly affected by the 
operation phase. Indeed, during the operational lifetime of the power plant, continuous emissions of CO2 and 
H2S provide a significant environmental impact. In [11] the definition of harmonized LCA guidelines for the 
comparison of geothermal power plant have been drought. Particularly, the aim of their study was to increase 
the comparability of the results of LCA studies on geothermal system, by proposing a consistent methodology 
with several indications of the critical aspects of the analysis. 

From the above mentioned studies, it seems that only the use of binary cycles (like ORCs, Kalina or trans-
critical and super critical CO2) coupled to the complete reinjection of NCGs could give a valuable answer to 
the improvement of sustainability of geothermal power plants, particularly in the operational phase [12]. ORC 
and Kalina cycles work with novel and environmentally friendly fluids (low GWP), which are adapt for the 
exploitation of low temperature resources. Several studies on the coupling of ORC or Kalina cycles with low 
temperature or medium-high temperature [13-17] geothermal resources have been performed. These studies 
involved the optimal selection of the working fluid [18], including zeotropic mixtures [19], the optimal 
configuration of the power plant [20, 21], as well as thermo-economic analysis [22]. In [23] an energy and 
exergy analysis is carried out for a dual fluid ORC. Isobutane and Isopentane were selected as working fluids, 
allowing a production of almost 3.5 MW of electricity, almost equally shared between the high temperature 
isopentane cycle and the low temperature isobutane cycle. The most critical components for this power cycle 
configuration were found to be the low and high pressure vapor generators, due to the not optimal match of 
the heat curves. An interesting study on the profitability of geothermal electricity production from several ORC 
configurations have been carried out in [24]. In their study, an optimization of cycle configurations, working 
fluid selection and thermodynamic conditions was carried out in order to investigate the most performing 
configuration, based on levelized cost of electricity, return of investment and payback period. They performed 
the analysis taking into account for the economic calculation the corporate tax rates and the average electricity 
prices of 20 countries and found that is the country with the highest return of investment due to the high 
electricity price. A focus on the design and optimization of the evaporator for ORCs for low temperature 
geothermal application has been developed in [25]. In their study a Pareto front solution has been found in 
order to assess the proper compromise between costs and pressure drop in the heat exchanger; finally 
evaluating the performance of the ORC. 

While several studies on ORC and Kalina cycle for geothermal applications have been developed, on the other 
hand, few studies on the coupling of super critical CO2 cycles with geothermal energy resources have been 
carried out. In [26] a trans critical power cycle for low temperature geothermal power plants has been 
investigated, with a particular focus of the influence of the recuperator performance in both design and off-
design operation. It was found that the recuperator allows an improvement in the off-design performance of 
the system, particularly enhancing the performance of the CO2 pump. 

In [27], an innovative supercritical CO2 cycle configuration was evaluated, and its performance compared to a 
ORC working with R245fa or R1233zd(E). The cycle configuration exploits the thermosiphon concept, 
therefore utilizing the CO2 both as heat medium in the reservoir and as the working fluid in the power cycle. 
The results obtained indicated that the ORC cycle with R245fa as working fluid allowed the highest power 
production for one year of operation (8% more than the sCO2 thermosiphon cycle). In [28] a low temperature 
geothermal case study, the Sidirokastron field in Greece was studied with the objective of coupling a super 
critical CO2 power plant. Particularly, the maximum temperature achieved by the geothermal fluid is of 75°C, 
which is a very low value, hindering the thermodynamic efficiency. In these conditions, the sCO2 cycle achieved 
a maximum thermal efficiency of over 6%. Another interesting study by [29] deals with the thermodynamic 
analysis of a low temperature geothermal power plant utilizing a mixture of SF6 and CO2 as working fluid. The 
maximum achieved efficiency of the binary geothermal cycles was found to be 15% with a 20% SF6-80% CO2 
composition, with a resource temperature of 160°C. The results therefore indicated that the utilization of 
zeotropic CO2 mixtures could allow to increase the thermal efficiency of the sCO2 power plants for geothermal 
applications. 



While few studies were focused on the coupling of super critical CO2 cycles with low temperature geothermal 
application, on the other hand several studies are available in literature dealing with high temperature 
applications, like solar power generation [30], coal fired power plants [31] or waste heat recovery [32,33]. This 
is due to the very good behaviour of the CO2 for high temperature applications, nonetheless, it seems that 
further studies are needed to provide a clear assessment on the application of CO2 cycle to low temperature 
resource. Indeed, the selection of CO2 as working fluid is a due to its main characteristics, such as non-toxic, 
non-flammable, not suffering any thermal degradation at high temperature (unlike ORCs fluids) and optimal 
environmental traits, with a nil ODP and a GWP of 1. Furthermore, in the supercritical region, the high density 
of the CO2 allows a smaller and more compact design of the components, which could allow a “miniaturize” 
design of geothermal power plants. Finally, for variable temperature heat source, super critical CO2 allow a 
better match of the profiles, guaranteeing a higher efficiency of the heat exchange and thus reducing the 
exergy destructions in the heat exchanger. 

 

1.1. A Case study for a sustainable Geothermal Energy power plant (Mount Amiata, 
Italy) 

The properties of the geothermal resource are variable depending on the location in terms of pressure, 
temperature, state of the fluid, and amount and composition of NCGs as well as of dissolved mineral salts. 
The nature of contaminants released by GECS usually includes H2S, NH3, CH4, and in some cases Hg [34 – 
36]. Each potential location deserves careful study, possibly leading to different issues when selecting the best 
available technology.  

The area of Mount Amiata, Italy, represents a significant challenging application. This region of Southern 
Tuscany is historically one of the reference sites for the development of geothermal conversion systems; 
currently, about 120 MW of geothermal electricity are installed there. The Amiata reservoir is water-dominant 
type [37]; the current conversion technology applies single or double-flash power plant layouts, in one case 
also combined to an ORC to recover the energy content in brines. The composition of the geofluid includes 
relevant amounts of NCGs (CO2, H2S, NH3, CH4), mercury sulphide, HgS and dissolved salts (mainly stibnite 
and silica salts). The reservoir is located at 3000–3500 m depth, thereby determining supercritical pressure 
conditions (p >250 bar); however, the fluid is not in critical conditions, since the reservoir temperature is in the 
300–350 °C range. Consequently, flashing in the well takes place at a depth between 600 and 1500 m, with 
two-phase flow in the upper section. In the current technology, a throttling valve/separator assembly is located 
at the wellhead [38, 39]. Despite the attractiveness of the region in terms of energy generation potential, local 
opposition is present in the area against further development of geothermal energy. The main concerns of the 
opponents are long-term sanitary effects (mainly traceable to Hg and H2S emissions, even after the 
introduction of catalytic gas treatment [5]), as well as the water balance and the greenhouse gas emissions. 
Within this context, even if the resource can be classified as high-enthalpy and therefore traditionally converted 
using flash power plant solutions, it makes sense to explore different possible options, investigating the 
potential to mitigate these specific issues. 

 

1.2. Reference case 

As a specific reference case, the available data from the Bagnore 3 power plant were considered. A flow rate 
of 122 kg/s is assumed to be available at an enthalpy level of 1200 kJ/kg, corresponding to about 275 °C at 
250 bar, which are the estimated reservoir conditions for the deep reservoir in the Mt. Amiata region at a depth 
z>3000 m. The CO2 content of the brine is evaluated at 2% mass fraction [40]. The current power plant applies 
a wellhead separator set at 20 bar, determining a saturated steam flow rate of 36 kg/s (with 7% CO2 content), 
while a hot brine (enriched with salts causing considerable scaling problems) of about 86 kg/s is directed to 
reinjection. The power plant is a single-flash unit equipped with an ORC recovery section on a secondary (low-
pressure) flash of the brine, providing a total power output of about 23 MWe (actually, at present 3 MWe less 
because a smaller ORC unit is installed, with incomplete heat recovery from the reinjection brine). The 
separator setting determines the flash conditions inside the well, which take place at a depth of about 600 m. 
The considerable amount of CO2 in the flash steam is accompanied by minor contaminants (H2S, Hg and NH3 
with minor traces of CH4); while the steam is condensed in the steam cycle, the NCGs are discharged to the 
atmosphere; however, before the final release, the emissions treatment is applied, with extensive capture of 
H2S, Hg and NH3. The following emissions levels were calculated: eCO2 = 396 g/kWh; eH2S = 1.21 g/kWh; eHg 
= 1.3 g/kWh; these figures correspond to measurements taken by the pollution control authority. It should be 
underlined that the CO2 emissions are of natural origin; however, they are of similar level to those obtained by 
the most advanced fossil fuel power plants and could be avoided if the resource was not extracted from the 
reservoir. 

For the above reasons, a number of improved solutions were developed, leading finally to identifying guideline 
the complete reinjection of NCGs in the reservoir as a possible best practice to exploit this geothermal resource 
[40]. 



To summarize, the literature review and the analysis of the presented case study has indicated a significant 
gap in the study of supercritical CO2 cycle for the exploitation of geothermal resources. 

Specifically, in the present study a relatively simple solution is proposed, inspired by the guideline of completely 
avoiding the practice of flashing the geothermal stream by the means of a borehole pump located at suitable 
depth, coupled to an advanced (supercritical) binary cycle.  

The aim of this study is therefore to evaluate the energy, exergy and economic performance of the 
proposed advanced CO2 power plant, which guarantee a relevant step ahead in the environmental behaviour 
of the geothermal powerplants, but they could result into a not economically viable options if compared to the 
current single and double flash technologies.  

The main goal of this study is, therefore, the investigation and comparison of optimized solutions adopting 
supercritical CO2 cycles configurations to the selected case study, in order to assess the most suitable ones 
to compete with the current single flash +ORC power plant, either from thermodynamic and exergo-economic 
points of view. Figure 1 presents the schematic of the current power plant and table 1 summarizes its main 
performance parameters. 

 

Table 1. Bagnore 3 single flash + ORC 
power plant performance parameters 

 

Figure 1. Schematic of Bagnore 3 power plant [40] 

Parameter Value 

First Law efficiency η 0.19 

Second Law efficiency ηII 0.46 

Net power output Wnet 20 

Cost of energy €/kWh 0.04 

  

2. Methodology 
The Amiata geothermal field was selected as a case study because of the difficulties encountered in using the 
local resource with flash power plant technology. The brine is particularly rich in antimony sulphide (Stibnite), 
which precipitates in the flash drain at temperature below 140°C and is responsible for the scaling of the ducts, 
causing drastic reductions of the passage sections. In order to prevent the scaling of Stibnite, the introduction 
of a borehole pump upstream the flash point located inside the well at 800 m depth from the ground level was 
proposed, thereby maintaining the geothermal fluid under pressurized liquid conditions, from the extraction to 
the re-injection reservoir. The required pump head and power were calculated modelling the friction and heat 
losses in the geothermal fluid extraction duct. The pressurized fluid, after having delivered its sensible heat to 
the working fluid, is re-injected at a fixed 150°C temperature, in order to avoid any sedimentation of stibnite 
while ensuring, at the same time, a correct management of the geothermal field. A guideline applied in this 
research is to maintain the geothermal fluid under pressurized liquid conditions: this includes the modelling of 
the well thermo-fluid dynamics and of the borehole pump. A model was thus developed in EES [41] in order to 
calculate the heat transfer and pressure losses, while the fluid (geothermal brine in liquid conditions) is 
ascending the well duct. A steel cladding is included only in the first 500 m from the surface. Once the geometry 
is fixed, the head losses, which must be overcome by the borehole pump in order to maintain the geothermal 
fluid in liquid phase were calculated; the same was done for the heat losses. The Colebrook formula for the 



calculation of the friction factor was utilized. The temperature of the ground is assumed to vary linearly with a 
gradient of 50°C per km of depth, from the starting value of the ambient temperature of 285 K. 

Table 2 and Figure 2 show the main thermodynamic and performance parameters and the configuration of the 
borehole pump respectively.  

 

Table 2. Main borehole pump parameters 

Parameter Value 

η 0.8 

Wbp 0.87 [MW] 

TinBH 273 [C] 
PinBH 5758 [kPa] 

ToutBH 274.6 [C] 

PoutBH 10258 [kPa] 

    
        
 
 

Figure 2 Borehole Pump schematic 

 

2.1. Power plants schematic 

In these work several power plant configurations were considered in order to evaluate the optimal power plant 
layout to be applied to the investigated medium temperature geothermal resource. Clearly, it is general for 
many different aspects, so that it may be representative of many other cases of exploitation of medium – high 
temperature geothermal resource with trans and supercritical CO2 binary cycles. Figure 3 shows the analysed 
configurations and figure 4 represents the corresponding temperature-entropy diagrams. Particularly, the 
assessed configurations comprehend a recuperative cycle, a recuperative cycle with reheating, a recuperative 
cycle with reheating and intercooling, a precompression cycle, a recompression cycle with two recuperation 
and a recompression cycle with one recuperator. 

For each developed power plant, it was assumed that: (i) the cycles work in steady state conditions; (ii) the 
geothermal fluid is modelled as pure water; (iii) the difference in kinetic and potential energy between the input 
and output of turbomachines and heat exchangers is ne-glected; (iv) the isentropic efficiency of turbomachines 
is fixed.  

The real fluids thermodynamic properties were evaluated from EES internal libraries [41]. 

For each component, mass end energy balance equations were applied, as displayed in Eqns. (1)-(2). ∑ �̇�𝑖𝑛 = ∑ �̇�𝑜𝑢𝑡    (1)              �̇� + �̇� = ∑ �̇�𝑜𝑢𝑡ℎ𝑜𝑢𝑡 − ∑ �̇�𝑖𝑛ℎ𝑖𝑛   (2) 

The first law efficiency was then defined, as shown Eq. (3). 𝜂𝐼 = �̇�𝑛𝑒𝑡�̇�𝑖𝑛    (3) 

 

2.2. Exergy and exergo-economic analysis 

Exergy is the ability of a system, a flow of matter or an energy interaction (such as heat, work or potential 
energy) to produce work as a result of interaction with the environment. For a completely reversible system, 
the maximum obtainable work is equal to the total exergy of the initial thermodynamic state.  

Exergy is, therefore, the combination of the First and Second Laws of Thermodynamic, which allow to properly 
assess the energy efficiency of a system and to correctly identified the associated irreversibilities [42].  

Exergy analysis is considered as one of the most robust method for the design and assessment of energy 
systems [43]. Indeed, the concept of exergy allows to estimate the effective thermodynamic values of energy 
flows. In the present work, the exergy is calculated at each point of the system by Eq (4). Eẋj =  ṁj[(hj − ho) − To(sj − so)]   (4)  



 

 
Figure 3 Schematic of super critical cycles Figure 4 T-s diagram of super critical cycles 

 

Combining the economic and exergy analysis (e.g. exergo-economic methodology)  allows providing an 
efficient evaluation of the power plant and components cost-effectiveness, by introducing the costs per exergy 
unit [44]. The exergo-economic approach outlined in [45] was applied in this work by defining, for each 
component k, a cost balance equation, expressed in the following equations (5). ĊP,k =  ĊF,k + Żk    𝑐P,k EẋP,k =  𝑐F,k EẋF,k + Żk    (5) 

Where: ĊP,k and ĊF,k are the cost rates associated with exergy products and fuels respectively cP,k and cF,k are the costs per unit of exergy of product or fuel respectively.  Żkis the sum of cost rates associated with investments and O&M for the k-th component. 

In order to determine the investment and O&M costs (ŻtotCI + ŻtotOM) of the two proposed power plants, an 
economic analysis was carried out. The cost functions applicable to the system components were obtained 
from [46, 16]. Costs were actualized to 2019 values, by using the CEPCI indexes [47]. The Operation and 
Maintenance costs (O&M) of each component were determined following the best practises in literature [48, 
16]. 

Finally, Table 2 summarizes the exergo-economic balances and the auxiliary equations [44], which are logic 
statements that allow defining the missing number of conditions to solve the cost equations applied to each 
component for the recuperative cycle.  

 

Table 2. Exergo-economic balance equations of power plant components for the recuperative configuration 

 Recuperative 

Borehole pump c21 ∙ Eẋ21 = c20 ∙ Eẋ20 + cWpkJ  ∙ ẆBHpump + 𝑍1̇          cWpkJ = cWtkJ     c20 = cfuelkJ 
Condenser c6 ∙ Eẋ6 + c10 ∙ Eẋ10 = c5 ∙ Eẋ5 + c9 ∙ Eẋ9 + Z2̇      c9 = 0     c10 = c9 

Recuperator c8 ∙ Eẋ8 + c5 ∙ Eẋ5 = c7 ∙ Eẋ7 + c4 ∙ Eẋ4 + Z3̇      c4 = c5 

Heatergeo c2 ∗ Eẋ2 + c3 ∗ Eẋ3 = c1 ∗ Eẋ1 + c8 ∗ Eẋ8 + Z4̇      c1 = c21 ∗ Eẋ21Eẋ1      c1 = c2 

Turbine cWtkJ ∙ ẆT +  c4 ∙ Eẋ4 = c3 ∙ Eẋ3 + Z5̇      c4 = c3 

Compressor c7 ∙ Eẋ7 = c6 ∙ Eẋ6 + cWpkJ ∙ Ẇpump + Z6̇ 

c)Rec+Reh+Int.cool d) Precomp. 

e)Precompr. + 2 Rec. f)Precompr. + 1 Rec. 

a) Recuperative b) Rec. + Reh. 

a)Recuperative b) Rec.+Reh. c) Rec.+Reh.+Int.cool. 

d) Precompr. e)Precompr. + 2 Rec. f)Precompr. + 1 Rec. 



3. Results 

3.1. Power Cycles Optimization 

The main parameters influencing the cycles efficiency are the maximum pressure and temperature. 
Specifically, a very wide range of maximum cycle pressures was investigated, with a wider range for the 
recuperative cycle with reheating and intercooling, in order to assess the optimal configuration of the power 
plants. On the other hand, the maximum temperature of the cycle was defined by the geothermal source at 
249 °C, therefore the ΔT approach was varied in order to investigate its influence on both efficiency and cost. 
Figure 5 shows the behaviour of the first law efficiency and unit electricity exergo-economic cost at variable 
maximum pressure (a and b) and ΔT approach (c and d) of the investigated power cycles configurations 
reported in figures 3 and 4. The figures clearly show that the recuperative configuration with reheating and 
intercooling is the highest efficiency one, followed by the recuperative and reheating configuration. For all the 
proposed cycles, an optimizing efficiency range of maximum pressure exists. It is essentially due to the variable 
shape of the cycles at different pmax, which is rather remarkable in the range of 15000 to 30000 kPa. On the 
other hand, the First Law efficiency and unit energy cost are less sensitive to ΔT approach, with the costs 
monotonically decreasing with increasing ΔT, due to the dominant effect of heat exchanger cost on the slightly 
improved performance at low ΔT. The efficiency of the cycles also shows a slight optimization at ΔT in the 3 
to 8 degrees, because of the increase of the compressors work for very low ΔT approach due to the increase 
of the exchange area (and therefore of the pressure losses) of the heat exchanger.  

Conversely to the efficiency behavior, the lowest exergo-economic cost is achieved from the less efficient 
configuration which, however, is also the simplest one, namely the recuperative layout. This was expectable, 
as the other configurations allow indeed improved performance, but not so high to counterbalance the 
increased costs due to the additional required equipment. This is more remarkable for the recompression 
configurations, allowing a modest increase of efficiency at the price of much larger exergo-economic costs. 
Another interesting feature of the recompression configurations, is their optimal efficiency at lower maximum 
pressures, while the recuperative and the precompression layouts require higher maximum pressure in order 
to achieve high cycle efficiencies and low exergo-economic costs. 

The performance data of the optimized power cycles are summarized in table 4. The considered configuration 
allows a 249°C geothermal fluid temperature at the inlet of the main HE, also considering the temperature 
increase given by the pumping process. The geothermal fluid is re-injected at 150°C in order to avoid the 
precipitation of stibnite while guaranteeing, at the same time, a correct management of the geothermal field. 
The best performing thermodynamic cycle is the recuperative with reheating and intercooling, which achieves 
an efficiency, even including the pumping power from the borehole pump and the heat losses of the ascending 
geothermal fluid in the well close to that of the currently installed single flash unit (19%). However, the 
maximum achievable power is much lower than the reference case, with a dramatic 40% reduction in power 
output. Indeed, all the configurations loose an amount of power output between 40 and 50% when compared 
to the traditional flash solutions. 

 

  

 

 

  

 

Figure 5 Efficiency and produced energy unit cost as a function of max pressure and ∆Tapproach with 
geothermal fluid 

 

The largest gross power production was achieved with the recompression cycles. However, these layouts have 
the main drawback of requiring the highest compressor power, exceeding 12 MW, which is almost double than 



all the other configurations. These ones, however, guarantee the lowest maximum pressure of the cycle at 
18.9 and 18.6 [MPa] respectively, for the configurations 1 and 2 with recuperation. 

Finally, the recuperative cycle is the one generating the lowest amount of power, and therefore it is also the 
less efficient one. It should be remarked that the considered overall power plant efficiency takes into account 
the heat losses in the ascending well pipe. If the analysis was carried out from the well-head input, the overall 
efficiency would be closer to the cycle efficiency, and therefore higher than the reference case with flash. 

 

Table 4 Performance comparison of each supercritical CO2 cycle configuration 

Performance 
Parameter 

Recuperati
ve 

Recuperati
ve with 
reheating 

Recuperative with 
reheating and 
intercooling 

Precompress
ion 

Recompression 
with 2 
recuperations 

Recompression 
with 1 
recuperation 

Turbines [kW] 17605 20053 20151 18138 23339 23926 

Compressors 
[kW] 

6401 7545 6887.9 6784.7 12048 12371 

Borehole pump 
[kW] 

873.2 873.2 873.2 873.2 873.2 873.2 

Net Power [kW] 10331 11635 12390 10480 10418 10682 

Maximum 
Pressure [kPa] 

24931 30661 35171 23670 18976 18611 

CO2 Cycle 
Efficiency [-] 0.2162 0.2414 0.2559 0.2191 0.2179 0.223 

Global Power 
Plant 
Efficiency [-] 

0.1539 0.1733 0.1845 0.1561 0.1552 0.1591 

 
3.2. Exergy analysis: results 

Figure 6 shows the non-dimensional exergy destruction and losses of each components of the power cycles. 
The exergy input from the geothermal resource, was fixed at the same value for each thermodynamic cycle. 
As it is evident from figure 6a, the highest exergy loss comes from the production well (29%). Indeed, this loss 
is common to all the considered cycles and cannot be avoided. On the other hand, the exergy losses at the 
condenser to the environment, are not the main contributors to the inefficiency of the cycles, as they are in the 
range of 2%. These levels of losses are clearly related to the largely different exergy value of the two heat 
losses. 

The source of highest exergy destruction is differently located for the considered cycles: for example, in the 
recuperative and precompression cycles the highest values belong to the main heater (HE). Furthermore, the 
exergy destructions in the condenser represent the second main contributor to the inefficiency of the cycles, 
with values higher than 7.5% for all the configurations except the recuperative one with reheat and intercooling, 
as it allows a further heat recuperation from the exhaust stream of the turbine. 

From the sum of the exergy destructions, it is possible to address the best and worst performing power cycles 
configurations. The highest exergy efficiency (45.4%) belongs to the recuperative cycle with reheat and 
intercooling, as clearly shown on figure 6b. As clear from the comparison of the exergy destruction sources in 
the different cycles, this is mainly due to the lower values found in the heaters and the condenser. Moreover, 
the good coupling of the fluids heat capacities (water and CO2) allows achieving a satisfactory value of exergy 
efficiency in the main HE for this power plant layout. On the contrary, for the same reason (e.g. the weak 
coupling of heat capacities in the main HE) the recuperative cycle configuration shows the lowest overall value 
of exergy efficiency. 

 

3.3. Exergo-economic analysis: results 

The cost of electricity generation for the proposed power plant configuration can be obtained from an exergo-
economic assessment. The levelized cost of electricity for geothermal power plants project installed (or in 
progress) between 2007 and 2021 varies depending on technology and size. Particularly, for binary cycle 
configuration the cost of electricity varies between 4 c€/kWh for very big power plants (>300 MW), to values 
close to 14 c€/kWh for power plants with a nominal capacity of 1 MW. The mean range value of electricity 
production from geothermal power plants is between 6 and 10 c€/kWh [49]. 



In the here presented power plant case studies, the range of installed power is between 10 and 15 MW. These 
lead to a relatively high cost of electricity for some of the investigated configurations (recompression), but still 
very close or in line with the expected electricity production values. Particularly, the lowest electricity cost (7.42 
c€/kWh) was achieved with the recuperative configuration. On the contrary, the highest electricity cost (9.98 
c€/kWh) was obtained for the recompression cycle layout with one recuperation level. The configuration 
achieving the highest efficiency (recuperative with reheating and intercooling) achieves electricity production 
at 8.6 €/kWh, which is a proper value for this power range. However, if we compare the obtained electricity 
costs with the reference power plant (Bagnore 3, single flash + ORC), the costs are doubled and the power 
produced is lower. This kind of power plants can be nonetheless attractive, as they can achieve an almost 
zero environmental impact configuration during the operation phase. Figure 7 summarizes the calculated 
electricity cost for all the analysed power cycles. 

 

a)

 

b)

 

Figure 6 a) comparison of components exergy destruction of the different configurations overall; b) comparison 
of overall Second Law efficiency of the different configurations 

 

3.4. Influence of heat exchangers pressure losses on cycles performance and 
electricity cost 

Finally, given the primary importance of the heat exchangers performance, size and cost on the cycle efficiency 
and electricity cost, the influence of the pressure losses of the heat exchangers was carried out. In fact, when 
dealing with heat exchangers network in power cycles, the counteracting effects of their efficiency, generally 
enhanced with high specific area per unit volume with the induced enhanced pressure losses, negatively affect 
the cycle performance. Indeed, here the recent very efficient and compact Printed Circuit Heat Exchangers 
(PCHE, [50 – 52]) were considered, so deserving an accurate addressing of the pressure losses against their 
high heat transfer performance. The results presented so far included the evaluation of the pressure losses 
within the circuit, calculated through the developed model of the heat exchangers. The influence of the heat 
exchangers pressure losses is, on the whole, not negligible, as they reduce the efficiency in a relevant amount, 
especially for the recompression cycles where the efficiency drops by almost 5 percentage points, as clear 
from Figure 8.  

The drop in efficiency is directly related to the increase of the produced electricity cost. Indeed, as can be 
grasped from Figure 9, the associated increase of the produced electricity cost is more remarkable for the 
recompression cycles, because of the relevant decrease in efficiency due to friction pressure losses, leading 
to an increase of costs higher than 1 c€/kWh. On the other hand, the lowest increase in electricity cost due to 
HX pressure losses belongs to the recuperative cycle configuration, as it is the simplest one from this point of 
view.  

 

Conclusions  
In this study an exergo-economic assessment of different supercritical CO2 power cycles configurations for the 
exploitation of water dominant geothermal resources in place of traditional flash based technologies was 
carried out by the means of energy, exergy and exergo-economic analysis. The proposed power cycle 
configurations adopted the efficient PCHE which, on the other hand, may negatively affect the cycle 



performance due to their possible relevant pressure losses. The results confirmed that the supercritical CO2 
cycles may be valuable binary cycles solutions for the exploitation of low temperature geothermal resources, 
as the produced cost of electricity is in line with the existing binary cycle costs [49]. 

 

 
 

 

Figure 7 Comparison of electricity 
costs for the analysed power plants 

 

Figure 8 Sensitivity of first and 
second low efficiencies of the 

proposed cycles to the pressure 
losses in the heat exchangers (bars 
with and without considering them). 

Figure 9 Sensitivity of electricity 
cost of the proposed cycles to 
the pressure losses in the heat 

exchangers (bars with and 
without considering them) 

 

The most remarkable outcomes from the present research are the costs of electricity related to the adoption 
of supercritical power cycles under six different configurations, exploiting the same fixed geothermal resource: 

• The lowest cost of electricity was achieved for the simplest recuperative cycle configurations, at 7.4 
c€/kWh, which is in line with the level of current geothermal binary cycles. 

• The configuration allowing the highest thermodynamic efficiency was the recuperative with intercooling 
and reheating, which gave First and Second Law efficiencies of 18.5% and 45.4% respectively. However, 
due to the increase in complexity of the power plant configurations, especially related to the “heavier” heat 
exchangers network, the cost of electricity becomes slightly higher (8.092 c€/kWh), even though still 
competitive with that of current binary cycles. 

• The recompression configurations are hindered by the high required compressors work, having therefore 
the highest produced electricity costs and the lowest efficiencies. Nonetheless, it should be remarked that 
these configurations guarantee the lowest maximum cycles pressures (around 190 bar). 

• All the binary configurations show lower performance when compared to the currently adopted single 
flash +ORC power cycle, with a reduction of the power output in the range of 40-50% and an almost 
doubled cost of the electricity. On the other hand, these CO2 power plants could guarantee an almost 
zero environmental impact during the operation phase. 

As a concluding remark, this analysis well addresses the importance of including the effect of pressure losses 
in the heat exchangers, also considering the fact that the high efficiency and compact PCHE were adopted, 
where this issue may be typically relevant. It is shown, here, that this aspect might lead to a significant increase 
of the produced electricity costs, related to the entailed drop of power cycles efficiency, especially in the most 
complex configurations.  

The results of this research introduce, in the context of known configurations of CO2 based binary cycles to 
exploit geothermal resources, the novelties related to two main aspects which are missing in literature: 

1) The accurate evaluation and comparison of electricity production costs by the means of exergo-
economic methodology; 

2) This methodology was applied to cycles equipped with PCHEs, which is a novel proposal in these 
applications, particularly for the aspects addressing the influence of the related pressure losses on the 
cycle's performance. 
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Abstract: 

Hydropower (HP) has played an important role in Europe in recent decades, offering a unique combination of 
safe, low-cost and clean power generation. Today, it is still one of the largest renewable energy sources 
(RES), accounting for about 35% of RES electricity generation and its share is estimated to reach 50% by 
2025. However, grid stability is threatened by the increasing amount of unregulated energy (wind and solar). 
Flexibility and dynamics such as energy storage and rapid response are urgently needed to achieve EU 
policy goals. In such a context, HP can play a key role, not only as a provider of regulated renewable energy, 
but also due to its ability to balance a renewable energy system in the short term (seconds to minutes) and in 
the medium/long term (months or even years) through the use of pumped storage technology. All these 
aspects underline the new role of hydropower, which aims to strengthen grid stability and power supply 
resilience, and to enable higher penetration of volatile RES. 

The study provides an overview of the preliminary results obtained by the working groups of the COST 
Pen@hydropower action. In particular, it presents a first assessment of the flexibility offered by hydropower 
today at the European level, focusing on different geographical areas, and confirms the key role of 
hydropower in future scenarios (30% of the flexibility demand at all time scales met by hydropower). An 
overview of the digitalization solutions and innovative technologies that support the growth of a new 
generation of sustainable hydropower and the modernization of existing hydropower plants is also provided. 

Keywords: 

Hydropower; Energy; Sustainability; Flexibility; Digitalization. 

1. Introduction 
Many countries in the world have introduced specific installation targets and financial incentives for further 
wind and solar power development, but few have policies to support the sustainability of existing and 
facilitate the addition of new hydropower plants (HPPs). However, hydropower is the most appropriate 
technology to provide the future power systems at RES with the emission-free flexibility they need. This new, 
crucial role that hydropower is expected to play in future power systems should be recognized by 
governments, energy stakeholders, and society, and reflected in long-term expansion targets and investment 
plans. 
The sustainable use of water resources for hydropower to support this new role is the goal of some initiatives 
and international associations, such as the Technology Cooperation Program on Hydropower of the 
International Energy Association [1], which is a working group of some member countries and organizations 
from Europe, the Americas, and Asia; the International Hydropower Association [2], whose members are 
hydropower developers, operators, and manufacturers from many countries around the world, and the Joint 
Research Program on Hydropower of the European Energy Research Alliance [3], which consists mainly of 
universities and research organizations in Europe. 

In this sense, the main objective of the Pen@hydropower Cost Action [4] is to build and establish a Pan-
European network for sustainable, digitalized and flexible hydropower in order to contribute to the Clean 
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Energy Transition (CET) and climate change mitigation, and to promote the development of a sustainable 
society. Pen@hydropower engages members on a more personal level and aims to create an 
interdisciplinary consortium that brings together researchers, scientists, and other stakeholders from 
engineering, social, economic, legal, and environmental sciences who will work towards the above goal 
through various activities. A key objective of the Action is to engage and build the capacity of many young 
researchers to bridge generations and prepare the hydropower experts of tomorrow. 
To achieve this goal, there are some recognized challenges and identified barriers that need to be 
addressed and overcome. First, EU support for the scientific environment of HP is low. Over the past 15 
years, only about 15 HP projects have been funded [5], and today only about 0.7% of EU funding for RES 
development goes to HP to improve the performance, efficiency, and flexible operation of hydropower plants, 
to support the use of other RES and electricity storage, and to address important environmental issues 
related to river hydraulics and ecology. As a result, there are few technological innovations to promote 
sustainability and resilient operation of old and new power plants to meet the increasing demands of power 
systems and environmental and social requirements.: 

− Research coordination objectives that include a scientific support framework for HP producers and 
investors, a platform for collaboration among scientists and stakeholders from different disciplines, mapping 
of current EU legislation, market and CET scenarios, and identification of policy gaps and barriers to create a 
unique knowledge base currently lacking in the scientific community, and to develop a novel holistic scientific 
HP community strategy with new approaches to support sustainable development. 

− Capacity building objectives to expand the existing technical network by incorporating additional disciplines 
(engineering, ICT, environment and climate, hydrology, social, finance, etc.), promote career development of 
young scientists through joint PhD programs, knowledge transfer, and training schools, and increase 
awareness among policy makers and industry of the importance of HP in the energy mix. 

The Pen@Hydropower management committee consists of members from 33 European countries, including 
20 COST Inclusiveness Target Countries (ITC), and there are more than 160 members in the 5 working 
groups, ranging from young researchers and early career investigators (ECI) to experienced researchers. 
During the 4-year duration of the project, several funded activities are planned for researchers or innovators 
from all fields HP. Each year, a training school for PhD students and ECI will be organized in different 
European regions to broaden their knowledge and deepen their teamwork in the field of hydropower. This 
year, the training school will be organized in Timisoara, Romania (May 9-12, 2023), on the topic of 
"Sustainable Hydropower" [6]. 

Researchers can also apply for short-term scientific missions to visit and work at a host institution in another 
country to gain new knowledge or access equipment or techniques not available at their home institution. In 
addition, the Action offers conference grants that enable young researchers to attend international 
conferences, as well as grants to attend high-level conferences to present their activities and results under 
this Action and to establish new contacts and potential future collaborations [7]. 

This article presents some initial results of the Pen@Hydropower working groups since the launch in 
September 2022. These results provide for the first time a pan-European overview of the hydropower 
technology status from an holistic perspective, exploiting information and data collected among stakeholders 
spread in several different Countries.  Section 2 discusses the future flexibility requirements for power 
systems in different European countries with a time horizon from 2030 to 2050 and the contribution of 
hydropower to meet these needs. Section 3 then presents some technical innovations and digitization 
technology that can be used to modernize the existing HP power plant fleet and to design new plants so that 
they can more effectively support the power systems of the future.     

2. The flexibility of hydropower in the European context 
It is well known that transitioning our energy system to one dominated by renewable energy sources is an 
increasing challenge. This includes volatile renewable energy sources (VRE), which increase the demands 
on the system to balance supply and demand. For example, the increasing use of power converters to 
generate solar and wind energy is reducing grid inertia and challenging traditional approaches to limiting and 
restoring frequency. The Australian Energy Market Operator (AEMO) has found that a lack of frequency 
limiting by conventional power plants leads to difficulties in managing frequency and scheduling system 
reserves [8]. Similarly, the California Independent System Operator (CAISO) experienced a progressive 
degradation of its frequency containment and restoration performance: the frequency response measure 
(FRM) decreased by 122 MW /0.1 Hz in 4 years [9]. 

In Europe, forecast scenarios for the 2030 horizon show that effective management of large-scale VRE, 
flexibility on multiple time scales from short-term to seasonal, as shown in Figure 1. 
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Figure. 1. Time-horizon of the flexibility services that hydropower can provide. Adapted from IEA [10]. 

In particular, the simulations projected the residual load curve in 2030 in the European Union (EU), which 
serves as a parameter for assessing flexibility requirements [11]. As can be seen in Figure 2, the residual 
load curve has a peak in the morning and evening, which coincides with hours of increasing demand, and a 
significant drop in the midday when solar production increases. By measuring and predicting this parameter, 
the flexibility demand can be quantified in terms of energy per day, week, and month. Figure 3 shows the 
daily flexibility demand per country in Europe in 2021, 2030, and 2050. The daily flexibility demand will be 
288 TWh in 2030 and will increase by an average of 133% between 2021 and 2030 in all countries. Weekly 
and monthly flexibility needs are lower (258 TWh on a weekly basis and 173 TWh on a monthly basis), but 
they increase faster over the next decade: weekly flexibility is projected to increase by 166% and monthly 
flexibility by 300%. From these results, it is clear that flexibility must be used in all areas of the power system, 
from power generation to stronger transmission and distribution systems to storage and more flexible 
demand.  

 

Figure. 2. Flexibility requirements based on hourly-averaged daily EU residual load curve in 2030 (Source: 
Joint Research Centre [11]) 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 

 

Figure. 3. Daily flexibility requirements in 2021, 2030 and 2050, ordered by 2030 flexibility requirements 
share to total demand (Source: Joint Research Centre [11]) 

With dispatchable power generation and high potential for storage capacity, hydropower is already providing 
these essential services to the grid. Even though the simulations predict a decrease in the share of 
hydropower in these services by 2050 (about -7% for hydropower including pumped storage), this 
technology will be needed to meet the increasing demand for these services, which will require higher 
flexibility of hydropower plant (HPP) operation, higher availability, and higher electricity capacity and storage 
capacity of the hydropower fleet. In the 2030 scenario for the European Union, more than 30% of the 
flexibility demand at all time scales is met by hydropower. Another study on the optimization of storage 
needs and market profitability has shown that, considering the previous scenario for 2030 and excluding gas-
fired power plants from the options, the optimal additional capacity of pumped storage is 1.3 GW (and + 14.5 
GW batteries), with an additional storage capacity of 62.2 GWh, of which 7% comes from hydropower. 

A study conducted by the IEA [12] presents several case studies around the world in which hydropower 
contributes to power system flexibility by demonstrating its ability to support almost all the systems studied at 
the different time horizons, from short-term grid services to long-term storage. In the selected countries in 
Europe (Germany, Norway, Switzerland and Finland), the share of hydropower depends on the country, as it 
is a geographically limited resource. This also reflects a different market structure, which seems to be 
particularly pronounced in the countries where the share of hydropower is highest, such as Norway and 
Switzerland, even for short-term sub-hourly services. 

According to these studies, it is clear that hydropower is a key resource to enable the energy transition and 
achieve the 2030 and 2050 sustainability targets. Therefore, there are new opportunities for this technology 
in terms of market participation and further increasing its production. This requires, for example, an 
increasing share in the auxiliary services under the hour, by increasing the availability of balancing energy of 
the hydropower plant with multiple units, if available, both in generation and pumping mode.  

3. Technological Evolution through Innovation & Digitalization  
As explained above, flexible operation is one of the challenges facing hydropower, and technological 
development to achieve this goal and others (e.g., related to increasing sustainability in terms of river 
hydraulics and ecology) must come through advances in digitalization and innovation. The PEN 
@Hydropower action has a working group dedicated to these aspects, with the aim of raising awareness of 
digitalization and other innovative technologies, sharing experiences between operators, manufacturers and 
universities, and imagining the new generation of hydropower plants. 

In the first grant period, one of the objectives of Pen@Hydropower is to identify trend technologies and the 
needs of the hydropower sector in terms of digitalization, flexibility and efficiency. To this end, a survey will 
be conducted to identify the current situation of members in their countries in terms of technological 
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developments and common practices. This survey, described in detail below, can be considered 
representative of the European context and the different disciplines, as the PEN @Hydropower working 
group has 97 members from 27 different countries (70% of the members are under 40 years old and 12% of 
the members are female), whose expertise spans a wide spectrum that includes electrical, mechanical, 
environmental, computer science and civil disciplines. 

3.1 Methodology 

Surveys are used to gather information from respondents to answer research questions. Conducting surveys 
is a very convenient way to gather information from a large number of people in a given period of time. Due 
to the locations of the respondents, an Internet survey is chosen as the survey type. A conceptual framework 
consisting of innovative technologies and digitalization in hydropower is constructed.  Many of the questions 
are prepared as closed-ended. Some of the questions in the survey are asked as open-ended questions. 
The choices in closed-ended questions are determined based on the experience of the preparers. The 
questionnaire is validated through sharing the questionnaire with the experts in the COST Action before 
publishing the questionnaire.  The questions in the survey were created to understand the technological level 
of hydropower plants in the different European countries and to identify what technological advances the 
new investments in hydropower plants should include. 

The structure of the questionnaire was optimized to facilitate completion by members from different 
disciplines. The final form of the questionnaire is shown in Figure 4, and its explanation with the survey 
results is given in the following section. There are some open-ended questions as well as most of the closed-
ended questions. 

Participant’s Information 

• Name 
• Surname 
• Country 

  

Unmanned Operation of Hydropower Plants 

• 0% 
• Below 10% 
• 10% to 25% 
• 25% to 50% 
• Above 50% 

  

Presence of Modern SCADA Systems 

• 0% 
• Below 10% 
• 10% to 25% 
• 25% to 50% 
• Above 50% 

  

Number of pumped storage hydropower plants 

• 0 
• 1-5 
• 6-10 
• 11-20 
• Above 20 

  

Fish friendliness of hydropower plants 

• There exist fish passages 
• The turbine design is fish friendly 
• Not fish friendly 

  

Presence of variable speed operated hydropower 

Presence of any hydropower plants in drinking 
water supply system for pressure energy 
recovery or any projects related to hydropower 
plant in drinking water supply system 

• Yes/No 

  

If yes, typical output of recovery units? 

• Below 10 kW 
• 11-100 kW 
• 101 – 500 kW 
• more than 500 kW 

  

The average age of hydropower plants 

• 0-10 
• 11-20 
• 21-35 
• 36-50 
• Older than 50 

  

The percentage of the hydropower plants have 
technical documents in digital media 

• 0% 
• Below 10% 
• 10% to 25% 
• 25% to 50% 
• Above 50% 

  

Presence of any recent hydropower installations 
or major hydropower refurbishments, any 
installation of significant technological 
innovations or adopting up-to-date digitalization 
approaches. 
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plant or any project on variable speed operation 

• Yes/No 

  

Any (realistic) plans for building new hydropower 
in near future, any plans to adopt digitalization 
approaches or any major technological 
innovations. 

Figure 4. Questionnaire Structure 

3.2 Results and Discussions 

During one of the regular meetings of the Working Group, the questionnaire is explained to members of the 
group and the questionnaire link is shared with the members through the data sharing platform.  The 
questionnaire is open before the submission of the manuscript. So far, ten respondents from nine different 
countries fill the questionnaire.  

It is well known that unmanned operation increases operational efficiency in hydropower plants and protects 
plant operations from human error, but it also requires an advanced control system that collects all sensor 
data on site. It also requires a communication infrastructure with a reliable communication protocol. The 
control algorithms of the hydropower plant should be sophisticated enough to allow the control system to 
operate the plant satisfactorily even when there is no operator on site. 

The first question aims to analyze the prevalence of unmanned operation of hydropower plants in Europe. 
The respondents are experts and academicians who give consultancy to plant owners and operators in their 
countries such that they are aware of the general situation in their countries. The results are shown in Figure 
5. 60% of the respondents indicate that at least 50% of the power plants in their country are operated 
unmanned. On the other hand, 30% of the respondents indicate that at most 10% of the power plants in their 
country are operated unmanned. This question shows that the unmanned operation of the hydropower plants 
is quite high among the participants. 

 

Figure 5. Distribution of Unmanned Operated Hydropower Plants 

Unmanned operation requires that the facility's communications infrastructure and other control algorithms 
are set up accordingly. Supervisory Control and Data Acquisition (SCADA) systems are used to collect 
information from sensors in the plant, log that information, visualize it based on trends, and list it as alarms 
and events. The operator monitors and controls the plant remotely or on-site via man-machine interfaces. 
Regarding this aspect, it appears that the majority of hydropower plants have modern SCADA systems, as 
shown by the results in Figure 6, which perfectly reflect the results of the first question (Figure 5): 60% of the 
respondents say that at least half of the power plants in their country have modern SCADA systems, while 
10% of the respondents say that up to 25% of the hydropower plants in their country have modern SCADA 
systems. These results show that most hydropower plants are unmanned and have modern control systems. 
This situation will allow the hydropower industry and developers to access historical data in a structural way 
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Figure 6. Presence of Modern SCADA Systems in Hydropower Plants 

A pumped storage power plant is an efficient way to store electrical energy by pumping it to a higher 
reservoir when demand is low and by generating power to a lower reservoir during peak periods when 
demand is high. The next question asks about the presence of pumped storage power plants and the results 
are shown in Figure 7. 20% of the respondents have more than 20 pumped storage power plants in their 
country. On the other hand, 40% of the respondents have 1 to 5 pumped storage power plants in their 
country and 20% of the respondents have none. This question shows that the number of pumped storage 
power plants is variable and there is no common installation in the different countries when looking at the 
numbers. 

 

Figure 7. Number of pumped storage hydropower plants 

Regarding the interaction between hydropower plants and the environment, new approaches have been 
developed in recent years to ensure accurate and rapid monitoring of fish. The use of digital tools combined 
with machine learning and artificial intelligence algorithms (e.g. convolutional neural networks) for automatic 
image-based detection and classification of species in different environments has been a breakthrough. 
Deep neural networks have already been successfully applied in various fields for fish monitoring [13]. In 
addition to image-based detection systems, molecular techniques such as environmental DNA have 
emerged as a tool for monitoring various aquatic species, particularly fish [14]. For example, a single eDNA 
study at the Spjutmo hydropower plant (Sweden) detected twice as many fish species as several 
electrofishing studies [15]. 

Fish-friendliness is a must for sustainable hydropower. To this end, there are many ways to provide fish 
safety, including fish passages, turbine designs, and fish tracking. When asked about the fish-friendliness of 
hydropower plants in their country, most of the respondents confirmed the presence of a fish passage in their 
country's hydropower plants. Few of them also indicated that the turbine design is fish friendly, and only a 
small proportion of respondents indicated that the hydropower in their country is not fish friendly. It can be 
concluded that most of the hydropower plants care about fish passage. 
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Regarding the presence of variable speed operation, which is extremely efficient in pumping mode, it was 
found that this is common throughout Europe. 60% of the respondents confirmed the introduction of variable 
speed operation in their country. The use of variable speed turbines is not very common in the hydropower 
industry in Europe. 

Hydropower in the drinking water system is an untapped potential for green and sustainable cities. In the 
questionnaire, respondents are asked about the existence of hydropower plants in the drinking water supply 
for the recovery of pressurised energy or about the existence of projects related to hydropower plants in the 
drinking water supply. 90% of respondents indicate that there is a hydropower plant in the drinking water 
system in their country. As can be seen in Figure 8, the typical capacity of recovery plants ranges from 11-
100 kW. This suggests that while the majority of countries have hydropower facilities in their drinking water 
systems, the potential of hydropower in the drinking water system needs to be explored more thoroughly. 

 

Figure 8. Typical Outputs of Recovery Units 

The average age of the hydropower plant fleet can give an indication of the future potential for refurbishment 
in a country. When power plants are modernized, new technologies can be easily adapted and integrated 
into the newly modernized system. The results summarized in Figure 9 show that for 50% of the 
respondents, the power plants in their country are on average between 21 and 35 years old, while for 20% 
they are over 50 years old. 30% of the respondents indicate that the average age of the hydropower plants in 
their country is between 36 and 50 years. These results show that the hydropower fleet in Europe is quite old 
and the hydropower industry should develop new solutions based on innovation and digitalization for 
refurbishment. 

 

Figure 9. Average age of Hydropower plants 

In the context of digitization, technical documents are stored and organised on digital media in order to 
digitise them. The last question asks respondents how much of the technical documents in their countries' 
hydropower plants are stored in digital media. As shown in Figure 10, 40% indicate that more than 50% of 
the technical documents of the hydropower plants in their countries are stored on digital media. On the other 
hand, 30% of the respondents indicate that this rate is less than 10%. This confirms that the hydropower 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 
industry and developers need to spend more time to digitise the technical documents for technological 
progress, such as the digital twin. 

 

Figure 10. Technical documents in digital media 

In the open-ended questions, respondents refer to major modernization works, including hydropower plants 
with an installed capacity of more than 500 MW. There are some power plants that are being renovated to 
make them compatible for variable speed control. 

4. Conclusions 
The PEN @Hydropower action laid the foundation for a pan-European collaborative platform of scientists 
and stakeholders from different disciplines, whose initial goal was to map the current state of the hydropower 
sector in Europe. 

This study summarizes the results of the first activities carried out in the framework of PEN @Hydropower. In 
particular, we focused on the European energy framework and on the challenges of the Clean Energy 
Transition. Several studies have confirmed that one of the key requirements for the successful 
implementation of this zero emissions scenario is flexibility in all areas of the energy system, from power 
generation to stronger transmission and distribution systems, storage and more flexible demand. 
In this context, the key role of hydropower has been highlighted by several authors, along with the 
technological advances that are still needed for hydropower to play this role successfully. One of the most 
important is certainly to increase sustainability to make these advances technically feasible and economically 
viable, minimize environmental impacts, and increase society's awareness of the importance of hydropower 
technology to the CET. 

This technological development must occur through advances in digitization and innovation, the mapping of 
which was the second short-term goal of PEN @Hydropower. Using its multidisciplinary network 
(engineering, ICT, environment and climate, hydrology, social, financing, etc.), the state of hydropower 
technology was studied, with some interesting results. The European hydropower sector confirms a good 
level of digitalization, but this is not fully exploited for technological advances. The latest technological 
solutions do not seem to have been uniformly adopted across European countries, confirming the need for 
knowledge transfer between stakeholders. For instance, the unmanned operation of hydropower plants has 
to be improved in Turkiye, Crotia, Albania and Bosnia Herzegova. Another figure to improve is the number of 
pumped storage type hydropower plants, e.g. there is no pumped storage type hydropower plant in Turkiye 
and Albania. Moreover, the fleet is quite old, which offers a great opportunity for promoting innovative 
refurbishment strategies to increase the sustainability of hydropower worldwide.  
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Abstract 

The main objective of this study was to develop a prediction model using artificial neural networks (ANNs) and analyze the 
performance indicators of a green electric energy generation process based on the gasification of Brazilian biomass 
residues. The recovery of energy from renewable resources is a promising avenue for efficiently delivering valuable 
products. To achieve this, sugarcane and orange bagasse, residues from the sugarcane harvest, sewage sludge, residues 
from the corn harvest, coffee residues, eucalyptus residues, and municipal urban waste were used in the proposed 
process. The Aspen Plus software was used to generate simulation data to predict the energy conversion for each biomass, 
and a three-layer feed-forward neural network algorithm was employed to build the model. The developed model showed 
good training and test data accuracy, with an R² greater than 0.993. Regarding the performance of the generation plant, 
the gasification unit provided a maximum of 18.12 MJ/kg of HHV for sewage sludge. Urban and orange waste had the 
highest cold gas efficiency at 82.21% and 80.66%, respectively. Meanwhile, in the gasification process, sugarcane 
bagasse and orange residue showed the highest carbon conversion efficiency at 92.88% and 91.17%, respectively. The 
results indicated that eucalyptus waste gasification could generate more electricity at 12.86 MW. In overall, the study 
highlights the potential of using ANNs to predict energy conversion and analyze the performance of gasification-based 
green electric energy generation processes using Brazilian biomass residues. 

Keywords: 

Biomass gasification, Artificial neural network, Power generation, Exergy analysis. 

1. Introduction 
Biomass is a significant source of renewable energy that has the potential to reduce fossil fuel dependence and CO2 
emissions. Biofuels have accounted for almost 70% of renewable energy production globally, and biomass was responsible 
for 25.5% of Brazil's domestic energy supply [1]. Brazil has enormous biomass potential, and biomass wastes could be 
converted into valuable energy products like hydrogen, ammonia, and electrical energy. This way, energy consumption 
and greenhouse gas emissions could be reduced, along with waste disposal costs and environmental impact. Brazil has a 
vast biomass potential, including sugarcane bagasse, orange bagasse, corn, and coffee residues that could be used to 
produce bioenergy. 

Waste-to-energy systems produce electrical and thermal energy using a variety of processes, including combustion, 
gasification, and power cycles [2]. Sapali and Raibhole [3] examined the combination of air separation and biomass 
gasification techniques. Because it uses less energy, the low-pressure column’s pressure is close to the surrounding 
atmosphere’s pressure of around 1.2 bar, while the high-pressure column operates at about 4 bar. To use less energy than 
the standard procedure, Wu et al. [4] also modeled a multi-column cryogenic air separation (i.e., high-pressure, low-
pressure, and mixed fluid cascade columns) in combination with LNG regasification. 

Banerjee et al. [5] also demonstrated a biomass gasification system under various oxygen and vapor ratio circumstances. 
Five biomass types, including pine, corn, coffee, maple, and straw, were used as fuel for the gasification unit. The fluid 
bed’s gasification temperature was 800°C. Dhanavath et al. [6] have conducted various tests on corn straw, sawdust, and 
sunflower shells in a fixed bed reactor to study the gasification with stea. The outcomes were contrasted with the process 
modeling in Aspen Plus. They concluded by reporting that increasing the gasification temperature to 1000ºC produced 
cold gas with an efficiency of 95% for all inputs. A combined floatation gasification unit and power generation system were 
described by Lan et al. [7]. They discovered that gradually raising the gasifier’s temperature boosted the hydrogen and 
methane output. In any case, the synthesis gas stream’s carbon dioxide content decreased, but the amount of carbon 
monoxide produced grew considerably. 

Artificial neural networks (ANNs) are one of the alternative modeling techniques most utilized at the moment; when 
compared to other techniques, they may be used to forecast and optimize system outputs in a shorter amount of CPU 
(Central Processing Unit) time [8]. Although ANN may learn and predict non-linear correlations between the output and 
input parameters, memorizing the data for training should be avoided [64]. A well-developed ANN model requires careful 
consideration of the transfer function, training algorithm, and model structure. A powerful and popular analytical technique 
for the non-linear model is the multi-layer network structure and feed-forward ANN with the backpropagation method [9]. 
Many studies have adopted ANN models because of their superior effectiveness in predicting the parameters associated 



 

 
with the gasification process. An ANN model was created by Mikulandric et al. [10] to forecast gasification process 
parameters, and the findings demonstrated a good correlation with experimental research. The study realized of Serrano 
et al [11], used an artificial neural network model to predict gas composition and gas yield in a biomass gasification process 
in a bubbling fluidized bed. The effect of different bed materials was included as a new input, and different network 
topologies were simulated to determine the best configuration. The developed models were able to predict gas composition 
and gas yield accurately, indicating that this approach is a powerful tool for efficient design, operation, and control of 
bubbling fluidized bed gasifiers with different operating conditions, including the effect of bed material.. An ANN model for 
a combined biomass gasifier-power system was utilized by Safarian et al. [12] to evaluate power output utilizing the features 
of the biomass and gasifier operation. An ANN model was used by Sozen et al. [13] to look into the energy losses of the 
heat transformer. 

Integrating neural networks and Aspen Plus models present a promising approach to improving the accuracy of power 
generation predictions. Neural networks can learn complex patterns from operational variables and historical data, making 
them helpful in predicting generated power. With that in mind, the primary goal of this research was to convert Brazilian 
waste biomass into renewable energy using waste-to-energy systems, including gasification plants and combined cycles. 
An Aspen Plus simulation program was used to simulate the bubbling fluidized bed gasifier and combined cycle to achieve 
this goal. This simulation generated data on the gasification and power generation process, which were used to create a 
general artificial neural network (ANN) pattern. Some of the significant contributions of this study include proposing a new 
method for evaluating cycle power generation, implementing machine learning methods on simulation data, and calculating 
performance indicators as crucial parameters. Finally, the study achieved a new method for generating renewable 
electricity from waste biomass by integrating these concepts. 

2. Methods 

2.1. Hypotheses for simulation  
In this study, the combustion of volatile and biomass materials is assumed to occur with complete mixing. The Gibbs 
reactor is used to simplify the simulation, assuming that the gasification reactor is in equilibrium. These assumptions and 
the software's capabilities allow for accurate predictions of chemical process behaviour, including the physical and 
chemical properties of mixtures under various operating conditions. 

It is important to note that utilizing Aspen Plus for process simulation has limitations. For example, the software cannot 
account for every factor, such as pressure drops in pipelines or other equipment, and all process-related calculations. 
However, despite these limitations, Aspen Plus is a powerful and valuable tool for predicting the behaviour of chemical 
processes, and its use is widespread in the industry.  

Also, the following assumptions are considered in the simulation: 

1. The system is in a steady state operating condition. 
2. Kinetic energy and potential energy changes are neglected. 
3. All heat exchangers are assumed to have counter-current flow. 
4. Biomass only contains carbon and ash. 
5. The volatile materials in the final product of the gasification process are mainly composed of carbon dioxide, 

carbon monoxide, hydrogen, methane, and water. 
6. The pressure drop in the pipelines and other simulation equipment and process-related calculations are ignored. 

2.2. Drying and milling process 

The flow rate data used in this study were collected through a bibliographic review and data provided by the Basic 
Sanitation Company of the State of São Paulo [14]. The simulations assumed a constant biomass mass flow rate of 26,400 
kg/h, which was kept the same across all simulations, including those performed using neural network analysis. 

Figure 1 illustrates the production route that was proposed and analyzed in this study. The process begins with a rotary 
dryer that removes moisture from the biomass, consuming approximately 15 kWh per wet ton of biomass [15]. The dryer 
reduces the water content of the biomass to 7% [16]. Following the drying process, the biomass is chipped, and the specific 
electricity consumption required for the grinding process to obtain 0.5 mm particle diameters [17] was estimated to be 
approximately 3% of the thermal input of the biomass, based on its lower heating value. 

2.3. Waste gasification process 

Moving on to the next stage, shown in Fig 1, the gasification unit model was employed using the ultimate and proximate 
biomass analyses, as illustrated in Table 1. The gasifier model proposed by Battelle Columbus Laboratory (BCL) [18]–[20] 
was utilized, which is based on an indirect gasification process carried out at atmospheric pressure. This process prevents 
dilution between the nitrogen present in the produced syngas and the combustion gases. The combustion and gasification 
processes are carried out separately in a double-column system, with steam serving as the gasification medium.  

During the combustion process, a portion of the char produced in the biomass pyrolysis step provides the heat necessary 
for endothermic drying, pyrolysis, and gasification reactions. Once these reactions are complete, the syngas exits the 
gasifier, and the produced tar undergoes thermal catalytic cracking. The syngas is then cooled to 400°C and scrubbed 
with water to remove any impurities that could affect downstream equipment. Finally, the syngas is compressed to 30 bar. 

 

 



 

 
Table 1: Proximate and Ultimate analysis used for different biomass (dry basis) % 

Biomass Mdb FCdb VMdb Ashdb C H N S Cl O REF. 

Sugar cane bagasse 50.00 14.32 83.54 2.14 46.70 6.02 0.17 0.02 0 44.95 [21] 

Sewage sludge 18.40 7.60 64.90 27.50 33.90 6.30 5.88 0.67 0.21 25.50 [22] 

Sugar cane straw waste 31.30 12.80 20.60 13.00 49.00 5.60 0.80 0.30 0 44.00 [23] 

Coffee waste 8.88 14.48 75.85 0.79 49.33 5.86 0.66 0.04 0 43.24 [24] 

Eucalyptus waste 7.73 16.38 74.91 0.98 48.65 6.16 0.28 0 0 44.91 [25] 

MSW 49.16 13.94 71.83 14.23 42.04 5.90 0.66 0.10 0 29.87 [26] 

Orange bagasse 9.23 13.20 30.60 6.20 46.40 5.54 1.70 0 0 40.15 [27] 
Corn waste 60.29 12.62 84.22 0 47.54 6.33 1.32 0.08 0 42.22 [28] 

M, moisture content; VM, volatile matter content; FC, fixed carbon content; db, dry basis. 

The base of gasification is composed of sequential process pre-treatment (dryer and chipping), pyrolysis, reduction, and 
combustion processes. Besides, the moisture removal simulation uses a FORTRAN subroutine [18]. To estimate the yield 
rates of H2, CO, CO2, methane, tar, char, and water in the pyrolysis reaction, step one uses empirical correlations reported 
in the literature as a function of temperature [29]. For this, it is employed an Aspen-embedded Excel spreadsheet. 

 

Fig. 1. Superstructure used in the process power conversion of the biomass-based. 

2.4. Combined cycle 

Figure 1 presents a comprehensive diagram of the combined cycle, depicting the various stages involved. The gas turbine 
utilized in this system is designed to simulate a Brayton Cycle and is based on the Alstom GT11N2 engine. The 
specifications for this turbine include mass flow, temperature, and pressure ratio. The steam turbine, on the other hand, 
operates using a conventional Rankine Cycle, with the simulation parameters being outlined in Table 2. It's worth noting 
that the same set of assumptions utilized by Silva Ortiz [30] and Medeiros et al [31] have been employed in this study. 

To achieve a desired total exit flow rate of 400 kg/s, it is necessary to determine the mass flow rate of air based on the 
design specifications. The syngas produced during the gasification process serves as the inlet stream in the combustion 
chamber, where the air and syngas streams are directed to a RStoic reactor for combustion at a prescribed pressure ratio 
and constant pressure, as presented in Table 2. The gas turbine is designed to maintain the outlet temperature at 526°C. 
Once the steam temperature is attained, the output gases from the turbine undergo heat exchange with a compressed 
liquid water stream. Posteriorly, the steam follows to the steam turbine, that operates at an 83% isentropic efficiency and 
an outlet pressure of 0.1 bar, follows the previously stated pressure and isentropic efficiency assumptions [48, 49]. 
Ultimately, the water will be cooled in a heat exchanger and pumped back to start a new cycle.  



 

 
Table 2: Combined cycle variables 

Variable Unit Value 

Compressor pressure ratio  -  15.9:1 

Temperature after the gas turbine  °C  526 

Pressure after the gas turbine  bar 1 

Flue gas temperature °C ~130 

Temperature entering the turbine °C 510 

Pressure entering the turbine bar 81 

Isentropic efficiency of steam turbine   -  83 

Pressure after steam turbine bar  0.1 

 

2.5. Validation 
In this study, gasification represents a critical unit operation, given its significant impact on the quality of the final product. 
To validate the results obtained from the gasification system, It was utilized parameters from Almond shell biomass. 
Specifically, It was compared our findings with those from a previous study conducted by Marcantonio et al. [32]. and the 
comparative results are presented in Table 3. The most notable deviation was observed for CO2, with a discrepancy of 
approximately 2.13%. However, the deviations for the other substances were relatively minor, with CH4 showing a deviation 
of only 0.52%.  

Table 3:  Gasification results validation. 

Parameter 
Experimental 
results [32] 

Simulation 
results 

Standard 
deviation 

Proximate analysis (%)    

FC 18.2 18.2 0.00 

VM 80.6 80.6 0.00 

Moisture 12 12 0.00 

Ultimate Analysis (%)    

C 47.9 47.9 0.00 

H 6.3 6.3 0.00 

O 44.27 44.27 0.00 

N 0.32 0.32 0.00 

Ash 1.2 1.2 0.00 

Volume Fraction (% vol)    

CO 28 29.35 0.95 

CO2 18 14.99 2.13 

H2 44 46.44 1.69 

CH4 10 9.27 0.52 

2.6. Artificial neural network 

A three-layer feed-forward neural network was employed to model the process of connecting each layer to the one below 
it. Unlike feedback neural networks, the information in this architecture flows only in one direction, from the input to the 
output layer. It was  assumed that the data gathered accurately represented the system under investigation, a common 
assumption when working with neural networks. The neural network follows the same structure as described in the work 
of Cavalcanti et al. [33], with modifications to the inputs and outputs. 

To represent the category or categorical-quantitative input variables, one-dimensional zero-arrays were used with a 
composition value of the component other than zero. This means that nine input neurons were used to represent a 
proximate and ultimate analysis of biomass, as well as temperature and steam biomass ratio. The ANN design was then 
expanded to include four neurons in the hidden layer, resulting in 11 input neurons and one output neuron. 

To adjust the data, it was used the NeuralNet package available in the R software environment [34]. The package trains 
an ANN by estimating the weights between two neurons in successive layers, which simulate synapses. During training, 
information is transferred from one neuron to another. The ANN is trained using a sufficiently large dataset to compare its 
predictions. The training procedure stops when all partial derivatives of the error function E/w concerning the weights are 
smaller than a specified tolerance, such as 0.01. To compute the error function, it was summed the quadratic errors 
between observed and predicted values by the ANN. 

To mitigate the impact of variable magnitudes on the model predictions, we pre-processed the data using min-max 
normalization, scaling their values between 0 and 1. The dataset was then randomly split into two subsets: 20% for the 



 

 
test set, which was solely used to evaluate the ANN's performance, and 80% for the training set, which was used to 
estimate the ANN weights. 

It is important to note that the test data used to evaluate the performance of the ANN must be representative of the same 
data domain used for training to avoid extrapolations that may result in uncertain predictions. In our case, the ANN included 
a bias neuron that served as an intercept with sigmoid activation characteristics. 

The Resilient Backpropagation with Weight Backtracking (RPROP+) algorithm was used to train the network. Unlike the 
conventional Backpropagation algorithm, RPROP+ uses a different learning rate for each weight and can be modified 
during training. This allows for setting a global learning rate suitable for the entire network. RPROP+ only uses the sign of 
the gradient to update the weights instead of their magnitude, ensuring that the learning rate has an equal impact on the 
entire network. Weight backtracking refers to erasing the previous weight iteration and adding a smaller value to it in the 
subsequent step, preventing repeatedly jumping over the minimum. It is important to note that this algorithm is designed 
to avoid overfitting and improve the model's generalisation ability. 

The number of neurons in the hidden layer (NH) was determined to prevent overfitting using the k-fold cross-validation 
procedure. This technique aims to run the ANN calculations multiple times with different training and test dataset 
combinations to identify the NH value that results in the lowest mean squared error (MSE) for the test set. This approach 
helps to ensure that the data used in the analysis are suitable for the ANN model, considering that all data from the articles 
were employed for training the ANN  [35]. The MSE is calculated using Eq. 1. 

MSE = ∑ (𝑃𝑖 − 𝑅𝑖)2𝑎𝑖=1 𝑎  (1) 

where for the calculation of MSE; a is the number of data, 𝑃𝑖 and 𝑅𝑖 are the predicted and real values of the model, 
respectively.  

The topology of the ANN used in this study is shown in Figure 2. The ANN comprises one input layer, one hidden layer 
with four neurons (NH=4), and one output layer. The inputs to the ANN are gasification temperature (labeled as 
"temperature" in °C), steam biomass ratio (labeled as "s/b ratio" in %), ultimate analysis of biomass (labeled as "moisture," 
"volatile material," "fixed carbon," and "ash"), and proximate analysis of biomasses in wt% (labeled as "carbon," "hydrogen," 
"nitrogen," "sulfur," and "oxygen"). In total, there are 11 input neurons and one output neuron. The ANN topology was 
generated using the neuralnet package available in the R software environment [34] 

 

Figure 2. Three-Layer Feedforward Neural Network employed in this work 

It is worth noting that none of the covariates directly affect the bias neurons (whose initial value is equal to one) existent to 
the intercept. The estimated weights calculated during the training phase are also presented in Table 4, where the "From" 
column indicates the source neuron and the "To" column indicates the destination neuron, as shown in Figure 2. 

 

 

 

 

 



 

 
Table 4:  Weights values for each neuron of naeural network 

from to weight from to weight 

Baias n1 -0.753261712 s/b ratio n3 0.284048 

Temp n1 0.961899079 Moisture n3 1.55496 

s/b ratio n1 0.21014481 Fixed Carbon n3 -0.50962 

Moisture n1 -1.711559624 Volatile Material n3 -2.5561 

Fixed Carbon n1 -1.538194587 Ash n3 0.318489 

Volatile Material n1 -0.940108411 Carbon n3 0.09278 

Ash n1 0.918331711 Hydrogen n3 0.228348 

Carbon n1 0.207191253 Nitrogen n3 -0.78659 

Hydrogen n1 -1.386894776 Sulfur n3 -2.62901 

Nitrogen n1 -0.941899465 Oxygen n3 -0.8421 

Sulfur n1 -2.042446266 Baias n4 0.195908 

Oxygen n1 -1.305202095 Temp n4 -0.2577 

Baias n2 -0.029572741 s/b ratio n4 0.00124 

Temp n2 0.036312963 Moisture n4 -1.76798 

s/b ratio n2 -0.483953217 Fixed Carbon n4 -0.24548 

Moisture n2 3.970044275 Volatile Material n4 0.110772 

Fixed Carbon n2 0.661251307 Ash n4 0.157837 

Volatile Material n2 0.106854669 Carbon n4 -1.10524 

Ash n2 -0.008101265 Hydrogen n4 -0.6584 

Carbon n2 -0.447942202 Nitrogen n4 1.105558 

Hydrogen n2 -0.108357221 Sulfur n4 -0.06553 

Nitrogen n2 1.225302782 Oxygen n4 0.005014 

Sulfur n2 0.095169143 Baias n5 1.162488 

Oxygen n2 -0.009455786 n1 n5 1.139094 

Baias n3 -0.602606332 n2 n5 -1.18583 

Temp n3 -0.28335936 n3 n5 0.826087 

      n4 n5 0.642381 

2.7. Performance indicators 

To assess the overall performance of production plants [20], [36], two performance indicators are proposed by Florez-
Orrego et al [37] to allow systematic comparisons among the different designed setups: rational and relative exergy 
efficiencies. The rational efficiency is defined according to Eq. (2), and the relative efficiency by Eq. (3).  

𝜂𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 = 𝐵𝑢𝑠𝑒𝑓𝑢𝑙 ,𝑜𝑢𝑡𝑝𝑢𝑡𝐵 𝑖𝑛𝑝𝑢𝑡 = 1 − 𝐵𝐷𝑒𝑠𝑡𝐵 𝑖𝑛𝑝𝑢𝑡 = 1 − 𝐵𝐷𝑒𝑠𝑡 𝐵𝑏𝑖𝑜𝑚𝑎𝑠𝑠 + 𝑊𝑖𝑛𝑝𝑢𝑡 (2) 

𝜂𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 = 𝐵𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 ,𝑖𝑑𝑒𝑎𝑙𝐵 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑,𝑎𝑐𝑡𝑢𝑎𝑙 = 𝐵𝑝𝑜𝑤𝑒𝑟 𝐵𝑏𝑖𝑜𝑚𝑎𝑠𝑠 + 𝑊𝑖𝑛𝑝𝑢𝑡 (3) 

where, B is the exergy flow rate (kW) and 𝐵𝐷𝑒𝑠𝑡 represents the exergy destroyed rate, while W is the electrical power input 
to the plant.  

The efficiency of a gasifier is typically investigated in terms of two types of efficiency: carbon conversion efficiency and 
cold gas efficiency. The carbon conversion efficiency (𝜂𝑐𝑐) (Eq. (4)) is defined as the ratio of the reaction carbon (𝑴𝑐𝑟𝑒) to 
the feed carbon in the gasifier (𝑴𝑐𝑖𝑛).  

𝜂𝑐𝑐(%) = 𝑴𝑐𝑟𝑒𝑴𝑐𝑖𝑛  (4) 



 

 
The higher heating value (HHV) of fuels, including coal, coke, biomass, and municipal wastes, emanates from the heat 
released from the complete combustion of a unit of mass of fuel at a specific temperature and pressure [38]. Based on 
HHVs, the cold gas efficiency (𝜂𝑐𝑔) (Eq. (5)) is also expressed as the ratio of the chemical energy of the gas products 
released from the gasifier to the chemical energy of the input biomass. 

𝜂𝑐𝑔(%) = 𝐻𝐻𝑉𝑠𝑦𝑛𝑔𝑎𝑠 × 𝑀𝑠𝑦𝑛𝑔𝑎𝑠𝐻𝐻𝑉𝑏𝑖𝑜𝑚𝑎𝑠𝑠 × 𝑀𝑏𝑖𝑜𝑚𝑎𝑠𝑠 × 100 (5) 

The evaluation of each flow’s thermodynamic properties and the mass, energy, and exergy balances of each operating 
unit are evaluated using the Aspen Plus® V8.8 software [39] . Compressors and pumps are modeled using 60% and 80% 
isentropic efficiencies, respectively. Furthermore, pressure and heat losses are not considered in any process. The ratio 
of specific chemical exergy ( b ch) to the lower heating value is calculated employing the correlation proposed by [40] for 
solid fuels with specified mass ratios, Eq. (6) 

𝛽 = 𝑏𝑐ℎ𝐿𝐻𝑉 =  1.0438 + 0.1882 𝑦𝐻𝑦𝐶 − 0.2509(1 + 0.7256 𝑦𝐻𝑦𝐶 )1 − 0.30350.1882 𝑦𝑂𝑦𝐶  (6) 

where the biomass lower heating value (LHV, MJ/kg) is estimated based on the correlations reported by [41] in Eq. (7) 𝐿𝐻𝑉 = 349.1𝑦𝐶 + 1178.3𝑦𝐻 + 100.5𝑦𝑠 − 103.4 𝑦𝑂 − 15.1𝑦𝑁 − 21.5𝑦𝑎𝑠ℎ𝑒𝑠 − 0.0894ℎ𝑙𝑣𝑦𝐻 (7) 

and yi are the mass fractions of carbon (C), hydrogen (H), sulfur (S), oxygen (O), nitrogen (N), and ashes (A) in the dry 
biomass and hlv is the enthalpy of evaporation of water at standard conditions (2442.3 kJ/kg).  

Finally, the biomass higher heating value (HHV, MJ/kg) is estimated based on the correlations reported by Parikh et al. 
[42] in Eq. 8 𝐻𝐻𝑉 = 0.3536FC + 0.1559VM − 0.0078ASH (8) 

where FC (%dry basis) is the fixed carbon, and VM is the volatile matter (%dry basis) ASH (%dry basis). The lower heating, 
high heating, and chemical exergy of biomasses are shown in Table 5.  

Table 5: Calculated lower heating value (LHV) and specific chemical exergy value (bCH) for selected materials and fuels  streams. 

Biomass HHV (MJ/kg) LHV (MJ/kg) bCH (MJ/kg) 

Sugar cane bagasse 16.89 15.25 19.50 

Sewage sludge 20.28 18.12 16.13 

sugar cane waste 16.43 14.89 19.28 

Coffee waste 17.06 15.45 19.84 

eucalyptus waste 17.19 15.54 21.75 

MSW 18.92 17.08 18.32 

Orange bagasse 16.79 15.20 20.26 

Corn waste 17.87 16.13 19.93 

3. Results and discussion 

To determine the number of neurons in the hidden layer of the ANN, the data were divided into ten sets using the k-fold 
cross-validation technique. Each set was then used for training and testing purposes. The mean squared error (MSE) for 
the testing set was plotted against the number of neurons in the hidden layer (NH), as shown in Fig. 3a. The graph indicates 
that the MSE value drops to its lowest point at NH = 4 before rising and oscillating, which could be due to overfitting. 

Based on the prediction graphs, it was decided that four neurons were sufficient for the ANN hidden layer without 
compromising the system representation performance. It should be noted that the MSE value for the training set (Fig. 3b) 
tends to decrease as more neurons and parameters are added to the model, resulting in model overestimation. 



 

 

  

(a) (b) 

Figure 3. Mean squared error versus the number of neurons in the hidden layer (a) for the testing set and (b) for the training set. 

The training procedure converged after 3309 steps, resulting in an error of 0.04368 for the ANN weights. The accuracy of 
the ANN model for the training set can be seen in Fig. 4a, which shows an excellent match to the data, as indicated by the 
high R2 value of 0.996. The mean square error (MSE) between the observed and projected values was 0.000366. The 
training set consisted of 80% of the overall dataset, and these data were used to estimate the ANN weights, explaining the 
good values for R2 and MSE. Moreover, the residues histogram (Fig. 4b) displayed typical behaviour with an average of 
roughly zero, further confirming the high agreement between the observed and predicted values. 

  
(a) (b) 

Figure 4. (a) Comparison between prediction and observed power conversion values for the training set (b) Histogram of 

residues for the training set. 

Fig. 5a demonstrates that the ANN model was validated using the test set. The results indicate that the network can 
accurately predict data not used in weight estimation, with an R2 value of 0.994 and an MSE of 0.00909. While these 
metrics are slightly worse than those obtained from the training set, they still reflect a highly credible performance. The 
corresponding histogram of residuals for this validation, as shown in Fig. 5b, reveals a more significant normal distribution 
with a less frequent zero-centred average compared to the training set, further corroborating the accuracy of these results. 

  
(a) (b) 

Figure 5. (a) Comparison between prediction and observed power conversion values for the testing set (b) Histogram of residues 

for the testing set. 

The results presented in Fig. 6 are based on the entire dataset. A residuals histogram displaying a standard shape and an 
R2 value of 0.993 and MSE of 0.00172, indicating a good match between predicted and observed values without any 
noticeable bias in the fit. These performance metrics lie between those obtained from the training and testing sets but are 
closer to the former, given that the training set contained 80% of the total data and was used to estimate the ANN 
parameters. Overall, the ANN model exhibits good predictive ability across the entire dataset. 



 

 

  
(a) (b) 

Figure 6. (a) Comparison between prediction and observed power conversion values for all datasets (b) Histogram of residues for 

all datasets 

To investigate the gasification unit's performance with different fuels, the reactor's initial biomass mass flow rate 
(26,640kg/h), temperature (850°C), s/b ratio (0.5), and operating pressure were kept constant. The quality of the produced 
synthesis gas for each fuel was then compared by examining the quantity of its main constituents: H2, H2O, CO, and CH4. 
Fig. 7 displays the mole fraction of hydrogen and carbon monoxide, the two primary syngas components, in the gasifier's 
output stream for each fuel. The results reveal that corn waste and sewage sludge produce a high amount of hydrogen but 
a low mole fraction of carbon monoxide compared to the other biomass fuels. 

 

 
Figure 7 Comparison of syngas quality by the mole fraction of hydrogen and carbon monoxide. 

Fig. 8 provides valuable insight into the net power production of different waste materials after the gasification process. 
The graphic shows that eucalyptus waste, sewage sludge, and sugar cane bagasse have the highest power production 
potential in the gas turbine section, with 15.86 MW, 15.06 MW, and 14.73 MW, respectively.  

 
Figure 8. Net power of Brazilian biomass wastes in combined cycle and HHV and LHV of produced syngas 

This highlights the importance of utilizing these waste materials as potential energy sources, which can generate significant 
amounts of power. Additionally, Fig. 8 suggests that the higher the HHV (Higher Heating Value) and LHV (Lower Heating 
Value) of the produced syngas, the greater the power output from the gas turbine. This underscores the importance of 
selecting appropriate waste materials for gasification, as those with higher HHV and HLV values can provide greater energy 
yield and efficiency. Moreover, it is crucial to note that using waste materials for energy production can positively impact 
the environment by reducing greenhouse gas emissions and mitigating the negative impacts of waste disposal. 

Based on the information provided in Fig. 9, It can observe that urban municipal waste has the highest cold gas efficiency 
(82.21%) among all waste materials studied. This indicates that a significant proportion of the energy content of the waste 



 

 
material is converted into syngas during the gasification process. On the other hand, sugar cane bagasse exhibits the 
highest carbon conversion efficiency (92.88%), indicating that most of the carbon content in the waste material is converted 
into syngas during gasification.  

It is important to note that cold gas efficiency (CGE) is affected by various factors, such as the HHV and mass flow rate of 
waste and syngas. As depicted in Fig. 9, there is a positive correlation between the HHV of syngas and CGE, implying that 
waste materials with higher HHV values can result in more efficient gasification processes. However, it is also worth 
mentioning that coffee waste has the lowest cold gas (61.88%) and carbon conversion (72.35%) efficiencies among the 
waste materials studied. This highlights the need to carefully consider the waste material selection for gasification to ensure 
optimal efficiency and energy yield. 

 
Figure 9: LHV and HHV of syngas, cold gas efficiency (CGE), and carbon conversion efficiency (CCE) of Brazilian 

biomass wastes in the gasification process. 

Figure 10 presents a more detailed view of the destroyed exergy, considering each residual biomasses’ leading equipment 
and processes. Thus, when analyzing these data, it can be noted that the gasifier and the combustor of the combined cycle 
contribute the largest share of the destruction compared to all biomasses. In addition, it is worth remembering that the 
syngas’ grinding, drying, scrubbing, and compression are also processed internally by the gasification unit. However, 
compared to the gasification process, they present a small share in the contribution of the exergy destruction of the unit. 
In addition, it is worth citing the works of Florez-Orrego et al. [18], where the gasification of sugarcane bagasse was studied, 
and Domingos et al. [19], studying black liquor, obtained similar results. 

Observing only the gasifier for the different waste biomasses, the process representing the highest exergy destruction was 
via RMU, with 68.79%, followed by coffee waste and orange bagasse, with 67.53% and 65.78%, respectively. On the other 
hand, gasification via sugarcane bagasse had the lowest exergy destruction rate, approximately 58.61%. Also, the 
combustion process of the combined cycle corresponds to a variation of 22.95% to 30.63% of the exergy destroyed by the 
entire power conversion process. In other words, exergy destruction in the gasifier is caused by the reactions that 
decompose the large biomolecules into smaller gas molecules presenting the most considerable exergy destruction 
compared with combustor burning only syngas.Another essential point to be highlighted is the compression systems, which 
present intermediate values of exergy destruction. These systems are divided into 3 parts: compression of syngas typical 
to all conversion plants, air compression of the gas cycle, and pump for the Rankine cycle. The highest proportion of exergy 
destruction was located in the sewage sludge (2.78%). This happened because the flow rate of syngas after the gasifier is 
the biggest one compared with other biomasses. 

A way to help reduce the amount of exergy destroyed in biomass-based production plants is to employ better technologies 
to remove the bagasse moisture, hot catalytic cleaning of the syngas, and increase gasifier pressure [43]. 

 

 
Figure 10: Exergy destroyed by equipment or conversion processes for different biomass waste selected types. 

Fig. 11 presents the calculated plantwide efficiencies for different waste materials, revealing that the relative exergy 
efficiencies ranged from 24.42% for sugar cane straw waste to 42.57% for sugar cane bagasse. Similarly, the rational 
exergy efficiencies ranged from 23.71% for coffee waste to 39.09% for sugar cane bagasse. These results highlight the 
significant variability in the energy efficiency of different waste materials. However, it is worth noting that the performance 
of different biomasses was impaired, likely due to differences in the proximate and ultimate analysis of the waste materials. 



 

 
Factors such as moisture content and volatile materials can significantly affect the gasification process, leading to variations 
in energy efficiency. Therefore, it is essential to thoroughly analyse the waste materials before selecting them for 
gasification to ensure optimal performance and energy yield. By understanding the composition of the waste materials 
strategies can be developed  to optimize the gasification process and improve the energy efficiency of the overall plant. 

 
Figure 11. Comparison between the exergy efficiencies of conversion processes for different types of selected biomass. 

4. Conclusions 

The current research aimed to develop a predictive model using artificial neural networks (ANNs) to analyze the 
performance indicators of a green electric energy generation process based on the gasification of Brazilian biomass 
residues. The results indicated that the highest cold gas and carbon conversion efficiencies were achieved using urban 
municipal waste and sugar cane bagasse with 82.1% and 92.89%, respectively. On the other hand, coffee waste had a 
relatively low carbon conversion efficiency of about 72.35%, with cold gas efficiency of 61.88%. Eucalyptus waste was 
found to have the highest renewable power capacity, with 12.86 MW. The relative and rational exergy efficiencies were 
determined for different waste types, ranging from 24.42% to 42.57% for sugar cane straw waste and sugar cane bagasse, 
respectively, and from 23.71% to 39.09% for coffee waste and sugar cane bagasse. Furthermore, the study demonstrated 
the effective use of environmental resources by mapping the exergy destruction reaction to produce a clean and valuable 
energy source. The study's findings provide important insights into the sustainable utilization of environmental resources 
by mapping exergy destruction reactions for producing a clean and valuable energy source.  These outcomes can be used 
to guide future research and improve the performance of similar models. However, further studies are necessary to 
enhance the robustness of ANN models in predicting power generation. More research should be reported in the literature 
to develop more reliable models. It is worth noting that the ANN model developed in this study exhibited high accuracy in 
predicting power generation, with R² values greater than 0.993 for both training and test datasets. Finally, using neural 
networks and Aspen Plus models provides a viable solution to improve power generation predictions and reduce 
computational costs. Applying these methods in this study demonstrates the potential of waste-to-energy systems to 
generate renewable electricity from waste biomass, promoting a more sustainable energy future. 
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Abstract: 

 
A Radiative Collector and Emitter (RCE) is a device which combines solar collection and radiative cooling 
functionalities to provide both heat and cold from renewable sources. In solar collection mode, fluids are heated 
up using the incoming solar radiation. In radiative cooling mode, it takes advantage of the atmospheric window 
transparency to dissipate infrared radiation towards the outer space at nights, allowing to cool down fluids 
circulating through it. However, the heat production of the RCE is about 10 times higher than the cold 
production, and the cold water can only be produced a few degrees below ambient temperature (4-8 ºC). An 
evolution of the RCE, the adaptive RCE (ad-RCE) is capable to adapt its behaviour to the energy requirements, 
producing either heat or cold during daytime, as well as cold during night-time. To further enhance the cooling 
potential, we suggest coupling the ad-RCE with a compression heat pump (HP) that utilizes the cold produced 
by the ad-RCE as a heat sink for the condenser. In this study, we numerically estimate the performance of a 
water-to-water compression heat pump coupled with an ad-RCE. Our results indicate a yearly average 
improvement of the coefficient of performance (COP) of 3.89%, which translates to an annual electricity 
savings of 3.70%. 

 

Keywords: 

radiative cooling, solar thermal collection, adaptive energy production, renewable energy, heat-pump, COP. 
 

1. Introduction 
The building sector is considered to have a significant impact on energy consumption, with estimates indicating 
that it accounts for 40% of final energy consumption in Europe and generates 36% of CO2 emissions [1]. Space 
conditioning, including DHW, cooling, and heating, constitutes the largest share of 80% of the total energy 
consumption in buildings. This trend is expected to continue, with rising global temperatures and heat waves 
leading to increase the energy consumption for refrigeration in households. Unfortunately, this will contribute 
to a vicious cycle of CO2 emissions, further exacerbating the problem. 

While renewable energies have become more important in recent years, cooling comfort is still achieved 
through electricity consumption [1]. However, new technologies based on radiative cooling have emerged in 
recent years, enabling the production of cold in a renewable way [2–4]. Radiative cooling (RC) is the process 
by which terrestrial bodies reduce their surface temperature by emitting infrared radiation towards outer space, 
taking advantage of the transparency of the infrared atmospheric window at certain wavelengths (7-14 µm). 
The low effective temperature of the space makes it possible to cool down below ambient temperature [5]. At 
the beginning, it was only possible to achieve RC during the night, in absence of solar radiation. New materials, 
called Daytime Radiative Cooling (DRC) materials, have been developed in the last decade, which enable the 
achievement of RC during daytime hours [6–11]. These materials reflect most of the incident solar radiation 
[10–12], thus the surface is able to cool down. This phenomenon, which is known as all-day radiative cooling, 
has been achieved using low-cost materials in recent years [13, 14]. 

Radiative coolers present low cooling rates, between 20 and 80 W/m2 with peak values of 120 W/m2 [15], 
which represent an order of magnitude lower than those that can be achieved in solar heating, representing a 
limitation of this type of technology. In order to make the technology attractive to markets, Vall et al. [15] 
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introduced the Radiative Collector and Emitter (RCE) as a novel technology that integrates, in a single device, 
solar collection and radiative cooling to produce both heat and cold through renewable means. The RCE 
operates by circulating a heat transfer fluid through pipes that are in contact with a radiative surface. During 
the day, the radiative surface heats up and transfers heat to the fluid. At night, the heat from the fluid is 
transmitted back to the radiative surface and radiated away. By using this technology, the dependence on 
fossil fuels can be greatly reduced, leading to a smaller carbon footprint. 

The integration of radiative cooling systems with the built environment is still a field under study. One of the 
proposal is that the low power rates of cold generated in the RCE can be used to  improve the performance of 
a water-water heat pump by increasing its coefficient of performance (COP), thereby decreasing electricity 
consumption. Goldstein et al [16] showed electricity savings up to 21% in an office building when a heat pump 
was combined with radiative cooling. In 2023, Vilà et al. [17] presented a study that simulated different 
configurations of RCE coupled with heat pumps, where the RCE produced cold during the night in combination 
with the heat pump, while during the day the RCE was decoupled and used to produce DHW independently 
by means of solar heating. The study examined various cities and climates and found an improvement in the 
system performance. However, the hot water production during solar heating mode far exceeded the domestic 
hot water (DHW) demand.  

To minimize the underutilization of the solar collection mode while increasing the production of cold water, we 
propose an evolution of the RCE, the adaptive RCE (ad-RCE). The RCE takes advantage of the above-
mentioned DRC materials to modify its behaviour to produce hot or cold water during the day and cold water 
during the night, as required. By reducing the solar heating mode to 1 or 2 hours, the ad-RCE can optimize 
cold production during the day. 

This study builds upon the previous research conducted by Vilà et al. by implementing the advanced version 
ad-RCE. The aim of this study is to present a preliminary evaluation of the improvement of the COP of a water-
water heat pump coupled with an ad-RCE in the condenser’s side. In this study, we evaluate the performance 
of the combined system ad-RCE+HP integrated in a hotel in Brisbane (Australia) to cover the cold and DHW 
requirements of the building. The results are compared with a reference case of a conventional heat pump, 
and the potential energy savings are discussed. 

 

2. Methodology 
 

2.1. Description of the configurations 

2.1.1. Studied case: ad-RCE+HP 

An ad-RCE was coupled to the condenser of a water-to-water compression heat pump (Figure 1). The 
proposed configuration consisted of two modes of operation. In the first mode, the radiative cooling mode, the 
heat transfer fluid was initially pre-cooled through an air-water heat exchanger where its temperature 
decreases close to ambient temperature. The fluid was then circulated through the ad-RCE circuit, where it 
was further cooled, and finally, it was used as the condenser heat sink. In the second mode of operation, the 
heating mode, the ad-RCE field was disconnected from the heat pump. During the day, the heat transfer fluid 
was circulated through the ad-RCE field, heating up the fluid, and directly supplying the DHW demand. 



 

Figure 1. Conceptual scheme of the proposed configuration of an ad-RCE field with a water-to-water heat 
pump. 

 

2.1.2. Reference case: water-to-water heat pump 

The conventional cooling circuit, which employs a water-to-water heat pump, was used as the reference case 
to assess the improvement provided by the ad-RCE (Figure 2). The condenser side comprised a closed circuit 
with a single speed pump and an air-water heat exchanger. The heat transfer fluid was cooled down to 
temperatures close to ambient in the heat exchanger (5 ºC above the ambient), releasing the heat of 
condensation in the heat pump to the surrounding air. 

 

 

Figure 2. Conceptual scheme of the reference case of conventional water-to-water heat pump. 

 

2.2. Building Load Demands and simulation condition 

The studied facilities were designed to meet the load demand for cooling and DHW of a small hotel located in 
Brisbane (Australia). To determine the energy demands, numerical simulations were conducted using 
EnergyPlus software [33]. The building models used in the simulation were adapted from those published by 
the US Department of Energy (DOE). The small hotel consisted of a rectangular floor plant spanning 4 floors, 
with a net conditioning area of 4,013.6 m2 and a roof area equivalent to 1,003.4 m2 (Figure 3). The hotel's 
facades were oriented towards each of the four cardinal points, and the set point temperature was set at 25 
ºC. Brisbane's climate is classified as Cfa in the Koppen-Geigger classification, which is characterized by 
relatively high temperatures and evenly distributed precipitation throughout the year.  

 



 

Figure 3. Small hotel simulated in EnergyPlus. 

Prior to evaluate the integration of the heat pump system, an extensive energy analysis was conducted through 
a year-long numerical simulation to assess the building's energy requirements. Results were organized on a 
monthly basis. As shown in Figure 4, the cooling demand greatly surpasses the DHW demand in almost all 
the months, except for the months of June, July, and August in Brisbane, which is worth noting that are the 
winter months in Australia. January, December, and February have peak values of cooling demand, exceeding 
30,000 kWh. In contrast, the DHW demand remained barely constant throughout the year, with an average of 
around 10,000 kWh per month. This finding emphasizes the importance of focusing on cooling demand in the 
design and implementation of the system. 

 

Figure 4. Yearly energy loads (cooling and DHW) in a small hotel in Brisbane. 

 

2.3. Sizing 

In the present study, an ad-RCE was considered which could switch its optical properties perfectly between 
each of the two modes. During the solar heating mode, the devices absorbed the totality of the incoming solar 
radiation while blocking the long-infrared radiation. During the radiative cooling mode, the device was able to 
reflect the totality of the incoming solar radiation, while perfectly emitting in the 7-14 μm range (atmospheric 
window). For the calculations, the following assumptions were also made: 

 A steady-state model was used. 
 The efficiency of the ad-RCE accounted for the conductive and convective losses. 
 The tilt angle for the ad-RCE was assumed horizontal, maximizing the cold production. 

The number of ad-RCE installed on the horizontal roof was determined by the required water flowrate for the 
case when the maximum cooling was demanded. 349 ad-RCE were used which corresponded to a total 
surface (A) of 698 m2, representing 69.5% of the total roof area. All the months produced the required DHW 
from 11 a.m. to 12 a.m., except from April to September, when an additional hour was added (from 11 a.m. to 
13 a.m.); the remaining hours were dedicated to radiative cooling mode.  



The heat pump was sized so that its evaporator could match the peak value of the year demand, which 
corresponded to 93.9 kW. The flowrate for the RC mode was set to 5.84 kg⋅s-1, while a lower flowrate of 4.17 
kg/s was set for the solar heating mode. As both modes had different design parameters, the different flowrates 
were represented by a variable speed pump in the diagram. 

 

2.4. Heating Mode  

To determine the DHW production, the hourly Global Horizontal Irradiance (GHI) data was used along with the 
efficiency of the ad-RCE in solar collection mode, which is calculated using Eq. 1. This method of calculating 
solar collector efficiency is widely accepted and it takes into account various inefficiencies of the system, 
including optical and thermal losses. In line with previous research [15], an annual average efficiency 𝜂𝜂𝑠𝑠𝑠𝑠  of 
0.6 was used in the calculations. 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑛𝑛𝑛𝑛𝑛𝑛 �𝑊𝑊𝑚𝑚2� = 𝐺𝐺𝐺𝐺𝐺𝐺 · 𝜂𝜂𝑠𝑠𝑠𝑠 (1) 

Once the average thermal power for each hour of the year was calculated, the next step was to determine the 
amount of energy produced. This was done by multiplying the average thermal power by the time step of 1 
hour. To calculate the daily DHW production, the values obtained for each hour of the day were integrated 
over the course of a day. This allowed for a more accurate determination of the DHW production on a daily 
basis. The monthly production was then calculated by integrating the daily production values for a month. The 
formula used to calculate monthly production is presented in Eq. 2.  

 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑚𝑚𝑠𝑠𝑛𝑛𝑛𝑛ℎ � 𝑊𝑊ℎ𝑚𝑚𝑠𝑠𝑛𝑛𝑛𝑛ℎ� = 𝐴𝐴 · ∑ 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑛𝑛𝑛𝑛𝑛𝑛 · ∆𝑡𝑡𝑚𝑚𝑠𝑠𝑛𝑛𝑛𝑛ℎ   (2) 

 

2.5. Cooling Mode 

The maximum achievable RC power was determined using Eq. 3, which takes into account the infrared 
atmospheric radiation (𝑄𝑄𝑠𝑠𝑛𝑛𝑚𝑚) and the absorbed radiation from the Sun (𝑄𝑄𝑠𝑠𝑠𝑠𝑛𝑛) - both available in the weather 
data file- the radiation emitted on the surface of the ad-RCE (𝑄𝑄𝑠𝑠) – expressed in Eq.4., and the conductive and 
convective heat transfer. The approximation was made that the conductive and convective transfer were 
included in the efficiency parameter of the ad-RCE and therefore were assumed to be zero in Eq. 3. To 
determine the useful cooling power (Eq. 5), an efficiency of 60% was used. 𝑄𝑄𝑛𝑛𝑛𝑛𝑛𝑛[𝑊𝑊] = [𝑄𝑄𝑠𝑠(𝑇𝑇𝑠𝑠)−𝑄𝑄𝑠𝑠𝑛𝑛𝑚𝑚(𝑇𝑇𝑠𝑠𝑛𝑛𝑚𝑚)− 𝑄𝑄𝑠𝑠𝑠𝑠𝑛𝑛(𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛)−𝑄𝑄𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐 −𝑄𝑄𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐] · 𝐴𝐴 (3) 𝑄𝑄𝑠𝑠 �𝑊𝑊𝑚𝑚2� = 𝜀𝜀𝑠𝑠𝜎𝜎𝑇𝑇4 (4) 𝑃𝑃𝑅𝑅𝑅𝑅 ,𝑛𝑛𝑛𝑛𝑛𝑛[𝑊𝑊] = 𝑄𝑄𝑛𝑛𝑛𝑛𝑛𝑛 · 𝜂𝜂𝑅𝑅𝑅𝑅 (5) 

The temperature at the outlet of the ad-RCE (𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛) was calculated with the Eq. 6, where 𝑇𝑇𝑖𝑖𝑛𝑛 represents the 
inlet temperature, �̇�𝑚𝑖𝑖𝑛𝑛 is the inlet flowrate and 𝐶𝐶𝑝𝑝 is the water specific heat. The temperature at the inlet (𝑇𝑇𝑖𝑖𝑛𝑛) 

was assumed to be equal to the pre-cooled temperature in the heat exchanger, which was set 5 ºC above the 
ambient temperature. 
 𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛[°𝐶𝐶] = 𝑇𝑇𝑖𝑖𝑛𝑛 − 𝑃𝑃𝑅𝑅𝑅𝑅,𝑛𝑛𝑛𝑛𝑛𝑛�̇�𝑚𝑖𝑖𝑖𝑖·𝐶𝐶𝑝𝑝 (6) 

A correlation was developed to model the performance of a water-to-water heat pump in TRNSYS. The 
correlation, expressed in Eq. 7, calculates the coefficient of performance (COP) of the heat pump as a function 
of the inlet temperature of the condenser (𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐), assuming a constant evaporator temperature of 12 ºC. 
 𝐶𝐶𝐶𝐶𝑃𝑃 = 7.45− 0.116 · 𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐 − 0.00234 · 𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐2 + 0.0000852 · 𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐3 − 6.67 · 10−7 · 𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐4  (7) 

The COP was calculated, for each time-step, both for the reference configuration and the ad-RCE+HP 
configuration. In the ad-RCE+HP configuration  𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐 was set to be the same temperature as the outlet of the 
RCE (𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛). In the reference case, 𝑇𝑇𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐 was assumed to be equal to the temperature at the outlet of the heat 
exchanger (5 ºC above the ambient temperature). The electrical energy of the compressor (𝐸𝐸𝑠𝑠𝑠𝑠𝑚𝑚𝑝𝑝 ) was 

determined using the energy supplied by the evaporator (𝐸𝐸𝑛𝑛𝑐𝑐𝑠𝑠𝑝𝑝, cooling demand) and the COP (Eq. 8). 

 



𝐸𝐸𝑠𝑠𝑠𝑠𝑚𝑚𝑝𝑝[𝑊𝑊ℎ] =
𝐸𝐸𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝑅𝑅𝐶𝐶𝑃𝑃  (8) 

 

3. Results and discussion 
 

3.1. Heating Analysis 
In Figure 5, the DHW production from the ad-RCE and the DHW demand of a small hotel are presented. As 
mentioned earlier, the DHW production is limited to two hours per day from April to September and one hour 
per day during the remaining months. On average, the system can produce 12,233 kWh of DHW per month. 
From April to September, the DHW production from the ad-RCE is higher than the hotel's demand. During the 
rest of the year, although the demand exceeds the potential production, the system has been sized to ensure 
a coverage of at least 80% of the demand, with actual coverage ranging from 85.25% to 95.52%. 

 

Figure 5. DHW energy loads in a small hotel in Brisbane and DHW produced in the ad-RCE. 

 

3.2. Cooling Analysis 
Through the implementation of radiative cooling, the average reduction in the temperature at the condenser 
inlet of the heat pump is found to be 1.4 ºC. The highest decrease is recorded in June with a value of 1.49 ºC, 
while the lowest reduction is observed in May, with a value of 1.31 ºC. A graphical representation of the monthly 
average temperature decrease at the condenser inlet is presented in Figure 6.  

Additionally, the integration of the ad-RCE system with the heat pump leads to an increase in the yearly 
average coefficient of performance (COP) from 4.15 to 4.42 (Figure 7). The greatest improvements are 
observed during the winter months in Brisbane (Figure 6. Temperature difference between inlet and outlet 
temperature in the ad-RCE over a year (orange) and improvement of the COP in the new configuration (blue). 
Cooling of water by more than 1.3 ºC is achieved in all the months.). The average increase in performance is 
3.89%, with relatively constant values throughout the year ranging from 3.64% to 4.10%, as demonstrated in 
Figure 6. 

 



 

Figure 6. Temperature difference between inlet and outlet temperature in the ad-RCE over a year (orange) 
and improvement of the COP in the new configuration (blue). Cooling of water by more than 1.3 ºC is 
achieved in all the months. 

 

 

Figure 7. Evolution of the COP of the reference configuration and the studied configuration.  

The integration of the ad-RCE with the heat pump system resulted in estimated total electricity savings of 
2,533.3 kWh per year, which represents a reduction of 3.7%, the greatest savings are found during the summer 
months in Brisbane (Figure 8). This finding is consistent with literature reports which suggest that electricity 
consumption of a heat pump is reduced by approximately 3.5% for every degree Celsius reduction in the 
condenser’s temperature [18]. In our study, the average reduction in the inlet temperature achieved with the 
ad-RCE is 1.4 ºC, resulting in a slightly lower condenser temperature. The monthly energy savings remained 
relatively constant throughout the year, ranging between 3.34% and 3.92%, which could contribute to a 
decrease in fossil fuel dependency of the system. 

 



 

 

Figure 8. Electricity savings in the ad-RCE+HP configuration. 

 

These results are preliminary estimates, and future work involves developing a validated ad-RCE model, 
similar to the RCE model previously developed [19] – and implementing effective control strategies to maximize 
energy savings. Additionally, a promising approach to improve energy savings would be to develop an efficient 
control system that anticipates the energy demand and operates the ad-RCE during optimal radiative cooling 
conditions. Another potential strategy is to integrate storage tanks, such as sensible heat water tanks and 
latent heat phase change materials tanks, to store the cold produced by the ad-RCE during favourable radiative 
cooling periods for later use during less favourable weather conditions. These strategies will be investigated 
in detail in the following stages of our research. 

 

4. Conclusions 
In this paper, we present a numerical analysis of the performance improvement of a water-to-water 
compression heat pump when combined with an adaptive Radiative Collector and Emitter (ad-RCE). The ad-
RCE is an advancement of the Radiative Collector and Emitter (RCE), a device capable of producing hot water 
by solar thermal collection during the day and cold water by radiative cooling at night. The ad-RCE is a 
redesigned version of the RCE that offers users the option of selecting either daytime radiative cooling mode 
or solar collection mode, depending on the daily energy demands. By coupling the heat pump with the ad-
RCE, higher COPs can be achieved compared to conventional heat pump reference systems. Our results 
demonstrate an average yearly COP improvement of 3.89% in a small hotel in Brisbane (Australia), leading to 
annual electricity savings of 3.70%. 
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Nomenclature 𝑨𝑨 Radiator/Absorber surface  (m2) 𝑬𝑬𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔,𝒎𝒎𝒔𝒔𝒎𝒎𝒎𝒎𝒎𝒎 Net monthly heating energy thanks to solar collection (Wh/m2/month) 𝑬𝑬𝒄𝒄𝒔𝒔𝒔𝒔𝒔𝒔,𝒎𝒎𝒔𝒔𝒎𝒎𝒎𝒎𝒎𝒎 Net monthly cooling energy thanks to RC (Wh/m2/month) 𝑸𝑸𝒔𝒔𝒎𝒎𝒎𝒎 Absorbed infrared radiation from atmosphere  (W) 𝑸𝑸𝒄𝒄𝒔𝒔𝒎𝒎𝒄𝒄 Conduction heat power (W) 𝑸𝑸𝒄𝒄𝒔𝒔𝒎𝒎𝒄𝒄 Convective heat power (W) 𝑸𝑸𝒎𝒎𝒏𝒏𝒎𝒎 Net balance radiation power (W) 𝑸𝑸𝒔𝒔 Infrared radiation power emitted by a radiative surface  (W) 𝑸𝑸𝒔𝒔𝒔𝒔𝒎𝒎 Incident solar radiation power (W) 𝑻𝑻𝒔𝒔𝒎𝒎𝒎𝒎 Ambient and atmosphere temperature  (K) 𝑻𝑻𝒔𝒔 Surface temperature  (K) 𝝈𝝈 Stefan-Boltzmann’s constant: 5.6704·10−8  (W/m2·K4) 𝜺𝜺𝒔𝒔 Surface emissivity (-) 
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Abstract: 

The building sector is one of the main consumers of energy, being the heating and cooling, as well as the 
Domestic Hot Water (DHW), the highest demands. The Radiative Collector and Emitter (RCE) is a renewable 
technology capable of providing both heating and cooling in a single device. This innovative technology 
reduces the dependency on fossil fuels, as well as diminishes the carbon footprint. An evolution of the RCE, 
the adaptive RCE (ad-RCE), which allows night-time radiative cooling and either daytime solar collection or 
daytime radiative cooling is presented for a single-family house in Johannesburg, South Africa. This new 
concept is capable to adapt its behaviour to the energy requirements, producing either heat or cold during 
daytime, as well as cold during night-time. Thus, the production of heat and cold adapts to the demands of the 
building. By means of numerical simulation, the relation between cooling and Domestic Hot Water (DHW) 
demands are compared with the renewable energy produced by the ad-RCE to determine the suitability of 
such technology to cover the energy demands of buildings by means of renewable energy. Results show that 
with a proper decision on the number of hours in solar collection mode and the rest for daytime or night-time 
radiative cooling, the ad-RCE field could yield to annual coverages of the cooling demand of 83% and of 100% 
for the DHW. 

Keywords: 

Radiative cooling, solar thermal collection, adaptive energy production, renewable energy, energy demand, 
single-family house. 

 

1. Introduction 
In the European Union, 40% of the final energy consumption and 36% of the CO2 emissions are associated to 
the building sector [1]. The Eurostat [2] concludes that space heating represents 64.1% of the total 
consumption in buildings, Domestic Hot Water (DHW) 14.8%, and space cooling 0.4%. Although space cooling 
is a small fraction in the total energy consumption of households, [3] predicts that refrigeration demands will 
triple worldwide by 2050 if no action is taken. Today, the operating refrigeration systems account for 18.5% of 
the world's electricity consumption [4]. Most current cooling systems run on compression cooling cycles, 
consuming a lot of electricity, especially in the summer heat peaks. Typically, space heating and domestic hot 
water is produced by natural gas in households, whereas space cooling is all achieved by electricity 
consumption [5]. Both natural gas and non-renewable electricity production, contributes negatively to climate 
change and an alternative renewable production of these energy needs should be fostered. 

The Radiative Collector and Emitter (RCE) is a renewable technology capable of providing both heating and 
cooling in a single device [6]–[8]. This innovative technology reduces the dependency on fossil fuels, as well 
as diminishes the carbon footprint. It combines in a single device the ability of solar collection during the day 
and radiative cooling (RC) during the night. Solar thermal collectors are a mature and commercially 
implemented technology to produce hot water from renewable energy. They rely on exposing an absorber to 
solar radiation to heat up a fluid circulating through different internal pipes [9]. On the other hand, radiative 
coolers are not mature yet. RC is the process by which a surface reduces its temperature by emitting thermal 
radiation (long wave) into the deep space, taking advantage of the transparency of the infrared atmospheric 
window at certain wavelengths (7-14 µm). The low effective temperature of the space makes it possible to cool 
down below ambient temperature [10]. Initially, RC was only possible at night, since the energy balance during 
the day resulted in gains due to solar radiation, but with the appearance of new materials it is also possible to 
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cool a surface during the day by RC [11], [12]. Several papers have been published recently proposing different 
types of materials for daytime radiative cooling (DRC), such as nanoparticles, metamaterials, bio-inspired 
materials, photonic structures, and hierarchically porous polymers [15]. However, these new materials do not 
allow to take advantage of solar energy during the day. 

Vall et. al [6] showed how the RCE device could be integrated in several residential and commercial building 
types and in various cities located in different Köppen-Geiger climate classification regions over the world, 
covering most of the DHW usage. However, with the RCE surface sized for this DHW coverage, the covered 
fraction of the cooling demands was modest, being below 25% in 10 of the 15 climates studied. Besides, a not 
realistic 100 % efficiency for the radiative cooling mode was applied in this maximum cooling potential study, 
so even less cooling production and less coverage is expected for a real RCE prototype. The production of 
cooling could be increased mainly with two different strategies. On the one hand, the RCE efficiency should 
be substantially enhanced, as the achieved experimental values in a RCE prototype are only in the order of 
25%, with peaks of 32%. This means that most of the cooling power generated in the RCE emitter is not used 
to cool down the circulating water but cools down the surrounding air and surfaces. On the other hand, the 
above mentioned daytime radiative cooling materials could be exploited, generating cold water also during the 
day. In summertime, when cooling is more necessary, DRC could reach a three-fold increase of the number 
of cooling hours. 

An evolution of the RCE, the adaptive RCE (ad-RCE), which allows night-time radiative cooling and either 
daytime solar collection or daytime radiative cooling is presented in this study for one of the cities and one of 
the buildings used in [6]: a single-family house in Johannesburg (Africa). This new concept is capable to adapt 
its behaviour to the energy requirements, producing either heat or cold during daytime, as well as cold during 
night-time. Hence, this new equipment, which is still under development, avoids over-sizing the installation 
while maintaining high levels of energy coverage. 

In this study, both the feasibility of the ad-RCE and the improvement it offers, compared to its predecessor, 
(RCE) is analysed. With this objective, this work presents a simple methodology to estimate the minimum 
operating hours of solar heating mode needed to cover DHW demands and for determining the hourly, daily 
and monthly production of heat and cold with the ad-RCE. As expected, the increase of cooling hours within a 
day thanks to daytime RC predicts a significant raise in annual cooling coverage, reducing the dependency on 
traditional CO2 emitting cooling and heating systems. 

 

2. Evolving the concept of RCE to ad-RCE 
Figure 1 shows the conceptual differences between the original Radiative Collector and Emitter (RCE), which 
produces cold water during the night by radiative cooling and hot water during the day by solar thermal 
collection (Figure 1, a), and the evolution to the adaptive RCE (Figure 1, b) with a new design capable of 
producing both solar heating and radiative cooling at daytime, together with night-time radiative cooling. Thus, 
during the day the user can decide to apply it to heat up water or cool it down, adapting to variable energy 
demands of the building. The RCE concept has already been demonstrated experimentally with a prototype 
[7] and a model has been validated [8], whereas the ad-RCE is still under development. We aim to develop 
and validate a new ad-RCE model and to design, build and test a new ad-RCE prototype in the following 2 
years. 

 

  

(a) (b) 

Figure. 1.  Conceptual differences between the RCE (a) and the ad-RCE (b), which includes DRC. 
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3. Methodology 
A simple steady state method was used to estimate the DHW and cooling production of the ad-RCE for a 
whole year in Johannesburg. The house energy demands were obtained from a whole-building energy 
simulation. Daily productions and demands were used to calculate the daily and monthly coverages of the ad-
RCE.  

 

3.1. Calculation of DHW and cooling building demands 

Meteorological information for Johannesburg was obtained from the Meteonorm database [16], which 
corresponds with the radiation period 1991-2010 and the temperature period 2000-2009. The DHW and 
cooling demands for the simulated single-family house were obtained from the EnergyPlus building energy 
simulation software. The single-family house (Figure 2) is a template taken from the USA Department of 
Energy, DOE [17]. It consists of a two-floor, pitched gabled roof, detached house with a net conditioned area 
of 223.1 m2. The original house model was modified to include additional active and passive strategies such 
as set point temperature schedules at 25ºC, summer night ventilation and overhangs. The same procedure as 
the presented in [6] was followed.  

 

Figure. 2.  Simulated single-family house in Johannesburg. 

 

3.2. ad-RCE production 

A very similar procedure to the one explained in [6] has been applied in this paper. A summary of the 
assumptions for the production of DHW and cooling, used both in [6] and in this work, is presented as follows: 

• Steady state model. 
• Conductive and convective losses are included in the ad-RCE efficiencies. 
• Tilt angle for the ad-RCE is assumed horizontal, for maximum production of cooling. 
• Wind-shield cover for solar collection mode with 100% transmittance in solar spectrum and 0% 

transmittance in the thermal spectrum is considered. 

Contrary to the previous work, the daytime RC capability of the ad-RCE forces the wind-shield cover in DRC 
mode to have 100% reflectivity in solar spectrum and 100% transmittance in the thermal spectrum.  

 

The DHW production thanks to solar collection was determined considering the hourly Global Horizontal 
Irradiance (GHI) given in the data file and the RCE efficiency in solar collection mode (Eq. 1). The solar 
collector efficiency is a common methodology and considers in a single parameter all the inefficiencies of the 
system (solar collector efficiency, losses due to inclination and shadows, etc.). The same annual average 
efficiency 𝜂𝑠𝑐 of 0.6 used in [6] was applied in this work for the solar collection calculations. 

 𝑃𝑠𝑜𝑙𝑎𝑟,𝑛𝑒𝑡 [ 𝑊𝑚2] = 𝐺𝐻𝐼 · 𝜂𝑠𝑐 (1) 
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The average thermal power calculated for each hour of the year is then converted into energy produced simply 
multiplying by the time step (1 hour). The integration of these values along a day will determine the daily DHW 
production and along a month, the monthly production. Eq. 2 presents the calculation of this monthly 
production:  

 𝐸𝑠𝑜𝑙𝑎𝑟,𝑚𝑜𝑛𝑡ℎ [ 𝑊ℎ𝑚2·𝑚𝑜𝑛𝑡ℎ] = ∑ 𝑃𝑠𝑜𝑙𝑎𝑟,𝑛𝑒𝑡 · ∆𝑡𝑚𝑜𝑛𝑡ℎ   (2) 

 

The assumed efficiency for cooling production by daytime and night-time RC in the ad-RCE is also 60%. The 
justification for this value is that it is expected that the achieved 32% efficiency in the first prototype could be 
improved with better design that reduces the heat gains by conduction and convection to the emitter. This RC 
efficiency 𝜂𝑅𝐶 is defined as the cooling power achieved by the circulating water and the maximum cooling 
power achieved on the surface of the radiative cooler. This maximum cooling power can be calculated as an 
energy balance on the radiative surface, as presented in Eq. 3 and in Figure 3: 

 𝑄𝑛𝑒𝑡 =  𝑄𝑠(𝑇𝑠) − 𝑄𝑎𝑡𝑚(𝑇𝑎𝑡𝑚) − 𝑄𝑠𝑢𝑛(𝑇𝑠𝑢𝑛) − 𝑄𝑐𝑜𝑛𝑑 − 𝑄𝑐𝑜𝑛𝑣 (3) 

 

Figure. 3.  Scheme of the thermal exchanges between the radiative surface (black) and its surroundings. 

For this calculation, heat gains/losses by conduction 𝑄𝑐𝑜𝑛𝑑 and convection 𝑄𝑐𝑜𝑛𝑣, are taken as 0. The infrared 
radiation coming down from the atmosphere 𝑄𝑎𝑡𝑚 and the absorbed radiation from the Sun 𝑄𝑠𝑢𝑛 are direct 
readings from the weather file, as the absorptivity of the surface is assumed equal to 1 in this study.  

The amount of energy emitted from a surface with an average emissivity 𝜀𝑠 (in this study equal to 1) is given 
by Eq. 4.  

 𝑄𝑠 = 𝜀𝑠𝜎𝑇4 (4) 

 

Eq. 5 gives the useful cooling power given to the water, as the product of 𝑄𝑛𝑒𝑡 and the RC efficiency 𝜂𝑅𝐶: 

 𝑃𝑅𝐶,𝑛𝑒𝑡 [ 𝑊𝑚2] = 𝑄𝑛𝑒𝑡 · 𝜂𝑅𝐶 (5) 

The integration of the 𝑃𝑅𝐶,𝑛𝑒𝑡 values along a day will give us the daily cooling production and along a month, 
the monthly production. Eq. 6 presents the calculation of this monthly production: 

 𝐸𝑐𝑜𝑜𝑙,𝑚𝑜𝑛𝑡ℎ [ 𝑊ℎ𝑚2·𝑚𝑜𝑛𝑡ℎ] = ∑ 𝑃𝑅𝐶,𝑛𝑒𝑡 · ∆𝑡𝑚𝑜𝑛𝑡ℎ   (6) 



PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON 

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS 

25-30 JUNE, 2023, LAS PALMAS DE GRAN CANARIA, SPAIN 

 
The energy coverage is calculated as the ratio between the cooling or heating energy produced in a day divided 
by the daily demand. If this ratio is over 1 (or 100% in percentage), we take a coverage percentage of 100% 
for that day. When there is an excess of daily energy production, this excess is lost; it is not used in the 
following days. The monthly coverage is the average of the daily coverage. Note that this simplified approach, 
without considering energy storage tanks, is underestimating the potential maximum coverage. So, we are on 
the safe side of the coverage predictions. A correctly designed thermal energy storage system would slightly 
raise the coverage figures presented next in the results section. 

All the meteorological data processing, all the above hourly calculations and the daily and monthly integrations 
are carried out with the Rstudio, version 1.3R. 

 

3.2. ad-RCE sizing 

A similar approach as the one proposed in [6] is followed in this work. Indivisible units of 2 m2 are assumed for 
the ad-RCE and the number of ad-RCE installed on the roof should cover at least 75% of the DHW demands. 
In the case of Johannesburg, the RCE sizing resulted in 4 m2 of surface area and 2 units of RCE, with 2 m2 
each [6]. Thus, in this study, 2 ad-RCEs of the same area used. However, an additional degree of freedom is 
available with the ad-RCE that was not present in the traditional RCE [6]. The number of solar collection hours 
during the day can be reduced while increasing the RC hours. Starting at 11.00 h, we have increased the 
number of hours of solar collection (and decreased the RC hours) until all the months had at least 80% DHW 
coverage with the ad-RCE. In this case study, running in solar heating mode from 11.00 h to 17.00 h is enough 
for the target DHW coverage for all the months, but May, June and July (winter months in Johannesburg), 
which need 12 h of solar heating instead of 6 h, from 7.00 to 19.00 h. The remaining 18 h (12 h for the latter 
three months) of the day are dedicated to RC, both in daytime and nighttime, increasing the cooling production 
with respect to pure night RC.  

 

3. Results and discussion 
Figure 4 shows the comparison of the DHW monthly demand with the ad-RCE monthly hot water energy 
production over one year in the selected single-family house in Johannesburg. As explained in the previous 
section, the DHW production is realized only during 6 hours with high insolation, in the middle of the day, from 
11.00 h to 17.00 h (12 hours for May, June and July). The rest of the time the ad-RCE works in RC mode, 
producing cold water both at daytime and night-time thanks to the use of advanced daytime radiative cooling 
materials. The fine-tuned optical properties of these materials make them capable of reflecting barely all 
sunlight and emitting, almost as a black body, to the deep space. In most of the months, the monthly supplied 
DHW production surpasses the monthly demands, with the only exception of April, July and August, where the 
fraction of demand not supplied by the ad-RCE is small (in the range 1-10%). DHW demands are relatively 
constant in the house, ranging from 250 and 315 kWh/month. The expected increase in DHW demand in winter 
months due to the lower water grid temperatures is compensated by the above-mentioned increase in the 
number of hours in solar mode. Adding up the monthly demands and productions of DHW and making the 
ratio, the annual coverage reaches 108%. However, this coverage is an upper limit for the actual coverage as 
a non-realistic, large DHW tank, would be necessary to store all the excess heat that is not used in a particular 
day. 

Regarding the cooling demand and supply, Figure 5 presents the cooling covered by the ad-RCE each month 
of the year. For months with modest, or almost inexistent cooling needs, the ad-RCE cooling generation clearly 
exceeds the demands. On the other hand, in the months with the highest cooling demands (January, February, 
March, November and December), the ad-RCEs cooling productions are well below the house cooling needs, 
being the monthly productions between 26 and 60% of the monthly demands. Adding up the monthly demands 
and productions of cooling and making the ratio, the annual coverage reaches 83%. The 37% yearly cooling 
coverage obtained in [6] for the same single-family house in Johannesburg with normal RCEs is clearly 
surpassed with the same surface of ad-RCEs. This is achieved due to the extra hours of DRC offered by the 
ad-RCE. However, more surface of ad-RCEs should be necessary if a higher percentage of RC fraction is 
targeted for the hot summer months. 
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Figure. 4.  Comparison of monthly DHW demand versus RCE DHW production. 

 

Figure. 5.  Comparison of monthly cooling demand versus RCE cooling production. 

It is important to note that these comparisons of Figure 4 and Figure 5 of annual demands over annual 
productions are overestimating the real coverage because we are assuming that any excess production of one 
day can be used in the following days of the month. Next, we will compare the monthly coverages as the 
average of the daily coverages, which is the lower end of the estimation, as the excess production of one day 
is not used in the following days of the month. In a real situation, with DHW and cooling storage tanks, the 
actual monthly coverage should be between these two extreme values. 

The monthly energy coverage for both DHW and cooling is shown in Figure 6. These coverages are calculated 
as the average of the daily coverages. DHW coverages lie in the range 83-94%, meaning that, even in the 
sunny summer months, there may be some cloudy days when the DHW demand is not reached. As for the 
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cooling, the coverages are above 90% in the central cold months (May, June, July and August) and it goes 
down to 32 % for February, the month with the lowest cooling coverage. Note that an easy strategy to increase 
the cooling coverage in summer months, without increasing the ad-RCE total surface, may be the reduction of 
the number of hours in solar collection mode, sacrificing in that way the DHW coverage. Nevertheless, it is out 
of the scope of this study the optimization of the number of operating hours per day to minimize the house 
operating costs and/or the environmental impacts of the consumed energy.  

 
Figure. 6.  DHW and cooling coverage of demands achieved by the ad-RCE. 

Figure 7 illustrates the substantial increase in cooling coverage thanks to the substitution of normal RCEs by 
new ad-RCEs. In the hottest months of the year in Johannesburg, where the cooling is more needed, the 
growth in cooling production is in the range of 65-70%. This implies an increase in cooling coverage between 
36 and 56%. These increases could even be higher for locations in the world where the difference of daily and 
night hours in summer are more pronounced than in Johannesburg. 

 
Figure. 7.  Cooling coverage of ad-RCE with DRC and NRC, and normal RCE with only NRC. 
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4. Conclusions 
In this study a new renewable energy device, the ad-RCE, is presented. The ad-RCE is an evolution of the 
Radiative Collector and Emitter (RCE), which is a single device able to produce cold water by radiative cooling 
at night and hot water by solar thermal collection at daytime. The ad-RCE is a new redesign of the RCE that 
enables the user to choose between daytime radiative cooling mode and solar collection mode, depending on 
the daily demands. The new ad-RCE is integrated in a house in Johannesburg, South Africa, to analyse the 
level of DHW and cooling monthly coverages for the house. Energy plus is used to calculate the DHW and 
cooling demands of the house and R studio is applied for the dynamic hourly simulation of the ad-RCE. The 
increased hours of radiative cooling in daytime enables a better match between the demand and production 
of cooling, increasing the annual production by 66%, while keeping the DHW coverage above 80%. 
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Abstract: 

Since the recognition of self-consumption in Spain in 2019, self-consumption photovoltaic installations have 
experienced significant growth. This fact, together with a rise in energy prices, has allowed the development 
of both individual and collective distributed photovoltaic generation. Collective installations allow several 
consumers to benefit from a single photovoltaic installation. The use of dynamic distribution coefficients of the 
photovoltaic energy among the different consumers for each hour of the period is allowed and can be 
determined according to the criteria considered most appropriate by the participants. This article makes a 
technical and economic study of a photovoltaic installation for collective self-consumption of a group of houses 
located in Tafira - Gran Canaria, with different possibilities of photovoltaic energy distribution coefficients, both 
fixed and dynamic, to study the profitability of the different energy distribution and optimize the energy 
distribution, taking into account the different consumption curves and electricity contracts of each of the 
consumers. Eight cases of energy sharing are studied, the most characteristic and with which the best results 
are the cases with coefficients based on previous consumptions and current consumptions (in situ).  

Keywords: 

Shared Self-Consumption, Photovoltaic Energy, Renewable Energy. 

1. Introduction 
The Canary Islands are rich in natural resources, especially the wind and sun. The Canary Islands has 
abundant hours of light that allow the production of a photovoltaic panel installation to be much higher than in 
other areas, photovoltaic energy in the Canary Islands is an opportunity for the economy since, the installations 
of photovoltaic panels in hotels or other establishments provide savings and companies can offer more 
competitive prices. 

Anthony Roy [1], Jean-Christophe Olivier, François Auger [1], Bruno Auvity [1], Salvy Bourguet [1], and 
Emmanuel Schaeffer [1] mention that collective self-consumption is especially useful in places that lack lands 
such as the Canary Islands, the Balearic Islands, large cities such as Madrid and Barcelona, or industrial 
estates. Thanks to this mode of self-consumption, consumers can benefit from a shared investment, which 
means that many consumers can have clean electricity at an affordable price. On the other hand, with collective 
self-consumption, you can obtain savings of up to 70% in the electricity bill, and reduce greenhouse gas 
emissions, and emissions of polluting gases,  therefore, the carbon footprint of consumers. In addition, this 
type of facility will allow us to move towards a market of real flexibility,  cleaner, decentralized, and less 
dependent on fossil fuels.  

The collective self-consumption of photovoltaic solar energy has great advantages for the consumer, however, 
there are many unknowns when executing a project of this type.  For example, the calculation and allocation 
of the distribution coefficient β among final consumers, which represents the proportion of the net energy 
generated that corresponds to each consumer.  

On April 5, 2019, Royal Decree 244/2019 was approved, which regulates electricity self-consumption in Spain. 
This Royal Decree recognized collective self-consumption for the first time [2]. This change in the regulations 
allows several people to join and consume from the same generation plant. Royal Decree 244/2019 provides 
for the existence of coefficients to distribute energy in collective self-consumption. The value of these partition 
coefficients depends on the agreement between the participants, with the only requirement that they be 
constant values. These criteria and coefficients must be included in the agreement between the participants 



and each consumer must send to the distributor or through its marketing company. The annex I of Royal 
Decree 244/2019, of April 5, establishes that: [2] 

"The value of these coefficients may be determined according to the power to be billed by each of the 
participating associated consumers, the economic contribution of each of the consumers for the generation 
facility, or any other criterion provided that there is an agreement signed by all the participants and provided 
that the sum of these coefficients β i of all consumers who participate in collective self-consumption is the unit. 
In any case, the value of these coefficients must be constant" In addition,  on November 15, 2021, Annex I 
was modified, which allows each participant to have a dynamic energy distribution coefficient under any 
criterion, as long as all consumers agree. 

Villalonga [3], Serrano [3], Riquellme [3], Alvarez [3] and Roldan [3] mention that despite the fact that this 
normative represents ¨an advance over the previous regulatory framework, this new regulation introduces a 
series of inefficiencies with respect to the criteria for sharing the energy produced by the collective generation 
system.  These inefficiencies are associated with an economic cost for the members of the collective self-
consumption community, which to a certain extent may discourage its deployment, with the consequent 
negative impact on the development of renewable energies and the achievement of climate objectives´´. 

That said, taking into account Royal Decree 244/2019 and order TED/1247/2021 [4] , an analysis is carried 
out to determine the different benefits that can be obtained with permanent and dynamic energy distribution 
coefficients for the case of collective self-consumption of 15 homes located on the Island of Gran Canaria 
(Spain).  Using these homes, the economic viability and benefits of each of the dwellings obtained from 
different methods of distributing the PV energy generated will be analysed.  

2. Methodology:  
In this work, a technical economic study of a photovoltaic installation for collective self-consumption in a 
housing development with 15 houses located in Tafira - Las Palmas De Gran Canaria (Spain) is carried out.  

For this study, 2 main scenarios have been considered. The first scenario assumes that the neighbours decide 
to invest in a self-consumption installation individually. Each one contracts the same installation company. In 
turn, as it is individual self-consumption, each house will have its own single-phase inverter and photovoltaic 
panels.  

The second scenario is collective self-consumption, in which all the neighbours make a joint investment in 
photovoltaic solar panels and a connection inverter for all the installed power. Making a joint investment could 
reduce costs since the purchase and installation is cheaper the larger the investment.  

In order to carry out this work, a series of steps were followed. First, we obtained the actual consumption of 
the fifteen houses, hour by hour during the period of one year. After this, we studied the consumption profiles, 
from which we obtained the percentage of consumption in hours of sunshine, the houses with the highest 
percentage will take more advantage of the energy produced by the photovoltaic panels. 

In each of the houses, we chose to study their annual energy consumption and the availability of the roofs to 
estimate the peak power installed in the individual case. In the case of collective installation, an identical 
installation was simulated for each house. In order to study the electricity generation obtained in each 
installation, the photovoltaic production is estimated based on the solar radiation of the area. Table 1 shows 
the peak power that would correspond to each house according to the annual energy consumption, both for 
the individual case and the cases of collective self-consumption. 

 

  



Table 1.   Summary peak power to be installed in each home in the case of individual and collective 
self-consumption. 

House N.º 

Consumption  

Hsp 

P. Peak  P. Peak  

Annual (kWh/year) individual (kW) Collective (kW) 

House 1 9948 2025 5.46 3.51 

House 2 6000,6 2025 3.51 3.51 

House 3 5397 2025 3.12 3.51 

House 4 4599 2025 2.8 3.51 

House 5 5610 2025 3.12 3.51 

House 6 3361 2025 2.34 3.51 

House 7 7970 2025 4.68 3.51 

House 8 5610 2025 3.12 3.51 

House 9 5610 2025 3.12 3.51 

House 10 3361 2025 2.34 3.51 

House 11 9948 2025 5.46 3.51 

House 12 4599 2025 2.8 3.51 

House 13 5610 2025 3.12 3.51 

House 14 5610 2025 3.12 3.51 

House 15 5610 2025 3.12 3.51 

Total consumption 88844   51.23 52.65 

 

Once the peak photovoltaic power for each case study has been estimated, we use the data obtained in the 
weather stations installed by the University of Las Palmas de Gran Canaria in the city of Las Palmas. From 
these data, the electrical energy produced using the described model is calculated. [5] [6] [7] 

On the other hand, the different types of electricity billing that the owners had, according to the electricity 
market, which can be free market or regulated market (PVPC) were studied.   The difference between these 
two markets is that the free market allows having a constant energy price during the contracting period, while 
in the regulated market the price of electricity changes hour by hour and day by day according to the supply 
and demand between the producers and marketers. In addition, the compensation price of surpluses also 
depends on the type of contract of the owner, in the same way as the purchase price of energy.    

For the calculations, the data for the purchase and sale of electricity in the regulated market were obtained 
from the Sistema De Información Del Operador Del Sistema (eSios) website [7], while for the free market, a 
fixed purchase price of 0.16 €/kWh and a fixed sale price of 0.06 €/kWh were established. Once all these data 
were obtained for each of the homes, different cases of coefficients of distribution of energy generated by 
collective self-consumption were studied. From these coefficients, the calculations of the net energy balance 
were made in each hour, surplus (€) and network consumption (€) with which we will study the profitability of 
the installation in each case. In addition, other terms of the electricity bill such as power or electricity tax were 
studied, in order to make an approximate calculation of the price of this for each home in order to determine 
the savings in the electricity bill. In order to decide the best installation in each case, budgets were made, the 
economic feasibility study (NPV) and the results obtained were analyzed. 

3. Cases of study 
According to [2] "the net hourly energy generated individualized of those subjects  'i' that carry out collective 
or consumer self-consumption associated with a nearby installation through the network, ENG h, ‘i’ it Will be: 𝑬𝑵𝑮𝒉, 𝒊 = 𝜷𝒊. 𝑬𝑵𝑮𝒉  𝐸𝑁𝐺ℎ: total net hourly energy produced by the generator(s). 𝛽𝑖: Coefficient of distribution of the energy generated among consumers who participate in collective self-
consumption. 

For each consumer 'i' participant of collective self-consumption, this coefficient will take the value that appears 
in an agreement signed by all consumers participating in collective self-consumption and notified to the 
distribution company as responsible for reading consumption.  The value of these coefficients can be 
determined with any criterion, provided that  there is a signed agreement for all participants and provided that 
the sum of the beta coefficient of all consumers participating in collective self-consumption is unity." 



 

The generic formula established by the royal decree to find the coefficient of energy distribution is as follows:   𝜷𝒊 = 𝑷𝒄𝒊∑ 𝑷𝒄𝒋 
Pci: Maximum power contracted to the associated consumer i.  

∑PCJ: Sum of the maximum powers contracted by all consumers who participate in collective self-
consumption. 

Based on the above, the following cases of energy distribution coefficient are proposed: 
  

1. Individual Self-consumption with surplus and Compensation (ISC): Each owner of a home 
invests in a photovoltaic self-consumption installation individually, that is, each home will have its own 
single-phase inverter and photovoltaic panels. 

2. Collective self-consumption with distribution coefficient according to the number of houses 
(CFC-NH): In this case, it has been decided that the beta energy distribution coefficient will be the 
same for all houses at all times of the year and the criterion is the total number of houses that will 
participate in self-consumption (15 dwellings), the way to calculate it is as follows: 𝜷𝒊 = 𝟏𝟏𝟓 = 𝟎. 𝟎𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟕 

3. Collective self-consumption with a distribution coefficient based on the contracted power in 
the electricity bill (CFC-PEB): In this case, the criterion for choosing the beta coefficient of energy 
distribution will be according to the contracted power that each of the 15 dwellings has in the electricity 
contract, in this way each dwelling will have its own beta coefficient that will be the same for each hour 
of the year. The formula for calculating the beta coefficient is as follows: 𝜷𝒊 =  𝒄𝒐𝒏𝒕𝒓𝒂𝒄𝒕𝒆𝒅 𝒑𝒐𝒘𝒆𝒓 𝒊 ∑ 𝒄𝒐𝒏𝒕𝒓𝒂𝒄𝒕𝒆𝒅 𝒑𝒐𝒘𝒆𝒓 𝒐𝒇 𝒕𝒉𝒆 𝒅𝒘𝒆𝒍𝒍𝒊𝒏𝒈 𝒋 

4. Collective self-consumption with distribution coefficient according to peak installed (CFC-IPP): 
For this case study it has been decided that the criterion for calculating the beta coefficient will be the 
peak installed power of each of the dwellings, this power will be the same as that used for the case of 
individual self-consumption. In this case, the formula used for calculating the beta coefficient for energy 
distribution is the following: 𝜷𝒊 =  𝑷𝑽 𝒑𝒐𝒘𝒆𝒓 𝒊𝒏𝒔𝒕𝒂𝒍𝒍𝒆𝒅 𝒊∑  𝐏𝐕 𝐩𝒐𝒘𝒆𝒓 𝒊𝒏𝒔𝒕𝒂𝒍𝒍𝒆𝒅 𝒐𝒇 𝒕𝒉𝒆 𝒅𝒘𝒆𝒍𝒍𝒊𝒏𝒈 𝒋 

5. Collective self-consumption with dynamic distribution coefficient according to monthly 
consumption ex ante (CFC-MCE): As mentioned in section No. 5, on November 15, 2021, Annex I 
of RD 244/2019 [3] was modified. Said modification allows the use of dynamic distribution coefficients, 
these coefficients may be different for each hour of the billing period as long as the coefficient βi is 
unity.  The ex-ante monthly consumption is the criteria selected to determine the dynamic allocation 
coefficient. 

The term ex-ante means "before the event", in the case of collective self-consumption it will be a 
coefficient of distribution prior to the energy consumption. For calculating this coefficient we have 
decided to take the monthly consumption ex-ante for two months. The coefficient will be constant for 
all the hours of the same month but will adopt a different value for each month.  

It is taken as ex-ante data for two previous months because normally the billing comes every two 
months. In this way, the process for the new allocation of the betas coefficients would not be delayed 
every month. The formula to find the ex-ante dynamic allocation coefficient is: 𝜷𝒊(𝒎𝒂𝒓𝒛𝒐) =   𝑱𝒂𝒏𝒖𝒂𝒓𝒚 𝒅𝒘𝒆𝒍𝒍𝒊𝒏𝒈 𝒄𝒐𝒏𝒔𝒖𝒑𝒕𝒊𝒐𝒏 𝒊 ∑  𝑱𝒂𝒏𝒖𝒂𝒓𝒚 𝒅𝒘𝒆𝒍𝒍𝒊𝒏𝒈 𝒄𝒐𝒏𝒔𝒖𝒑𝒕𝒊𝒐𝒏 𝒋 
The previous formula indicates that if we want to know what the coefficient βi is for the month of March 
I will have to use the consumption for the month of January. 

6. Collective self-consumption with distribution coefficient according to hourly consumption ex-
ante (CFC-HCEA): This coefficient is similar to the dynamic monthly ex-ante with the difference that 
there will be a different distribution coefficient for each hour. For the calculation of this coefficient we 
have decided to take the ex-ante hourly consumption two months prior to the month for which we want 
to calculate the coefficient, i.e., if we want to find the distribution coefficient in January, we will use the 
hourly consumption for the month of November. The formula to find the dynamic ex-ante allocation 
coefficient is: 



𝜷𝒊 =   𝒉𝒐𝒖𝒓𝒍𝒚 𝒆𝒙 𝒂𝒏𝒕𝒆 𝒄𝒐𝒏𝒔𝒖𝒑𝒕𝒊𝒐𝒏 𝒐𝒇 𝒅𝒘𝒆𝒍𝒍𝒊𝒏𝒈 𝒊 ∑ 𝒉𝒐𝒖𝒓𝒍𝒚 𝒆𝒙 𝒂𝒏𝒕𝒆 𝒄𝒐𝒏𝒔𝒖𝒑𝒕𝒊𝒐𝒏 𝒐𝒇 𝒅𝒘𝒍𝒍𝒊𝒏𝒈 𝒋 
7. Collective self-consumption with distribution coefficient according to hourly consumption ex-

post (CFC-HCEP): Despite the current regulation does not allow using these distribution coefficients, 
as a study, this work will calculate the ex-post dynamic coefficient in order to compare them in the 
future with the other cases of energy distribution coefficients and see which of them is more convenient 
for collective self-consumption. The term ex post refers to consumptions based on real and on-site 
readings. The calculation will be the same as the one used to find the dynamic distribution coefficient 
ex with the only difference that we take the hourly consumptions of the same hour from which we want 
to calculate the coefficient, i.e., if we want to find the distribution coefficient at 13 o'clock we will use 
the consumptions of that same hour 13. The formula to find the dynamic distribution coefficient ex-
post is:  𝜷𝒊 =  𝒉𝒐𝒖𝒓𝒍𝒚 𝒉𝒐𝒎𝒆 𝒄𝒐𝒏𝒔𝒖𝒑𝒕𝒊𝒐𝒏 𝒑𝒆𝒓 𝒉𝒐𝒖𝒓 𝒊∑ 𝒉𝒐𝒖𝒓𝒍𝒚 𝒉𝒐𝒎𝒆 𝒄𝒐𝒏𝒔𝒖𝒑𝒕𝒊𝒐𝒏 𝒑𝒆𝒓 𝒉𝒐𝒖𝒓 𝒋 

8. Collective self-consumption with distribution coefficient according to hourly consumption ex-
post with consumption improvement in a dwelling (CFC-IMP): Solar energy generation occurs 
during daylight hours, so it is crucial to self-consume as much of the energy produced as possible 
since surplus energy is not paid for at the same price as the energy purchased. Therefore, the best 
option is to use as much of the energy produced by solar panels as possible.  

In order to demonstrate that consumers adapt their consumption to sunny hours the results will 
improve. For the demonstration, we have chosen house No. 1 for the ex-post sharing coefficient case. 

.  

 
Figure. 1.  Consumption before (red) and after (grey) the improvement of the consumption of dwelling 

No. 1 for 02/28/2021. 

In the case of the ex-post dynamic distribution coefficient, as house 1 will adapt its consumption to the hours 
of sunshine, its beta coefficient will be higher compared to the rest of the houses. This will result in a higher 
energy distribution, a decrease in grid consumption, an increase in surpluses and an increase in the 
percentage of self-consumption over total consumption. 

4. Economic study    

4.1. Electricity bill 

The changes suffered by electricity bills if the photovoltaic installation is carried out will be analyzed in order 
to visualize the economic savings that it would mean for the owners in each of the cases studied. As mentioned 
above, the electric bill has fixed terms that will be present even with no electricity consumption. The variable 
term is where the economic savings for self-consumption are visualized. Greater self-consumption translates 
into a decrease in the energy purchased from the grid, and therefore lower cost. In addition, to the variable 
term is added the fact that if there are surpluses of the photovoltaic generation they can be compensated in 
the monthly bill.  

The term variable shall adopt the following formula:  

▪ No photovoltaic installation:  

Variable term= Network consumption (kWh) x Price (€/kWh) 
▪ With photovoltaic installation: 

Variable term= Network consumption (kWh) x Price (€/kWh)- Compensable surplus (€/kWh) 
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For the estimation of the annual bills of the houses, the following price assumptions have been used:  

Table 2.  Data used for electricity bills on the regulated market 
 

 

 

 

 

 

 

The regulated market prices correspond to the year 2021 and, as mentioned above, were obtained from the 
website of Red Eléctrica [8] de España eSios [9]. While the data used for the free market electricity bill are 
shown in Table 3. 

Table 3.  Data used for the free market electricity bill. 

 
 
 
 
 
 
 
 
4.2. Investment  

An estimated budget is made for the case of individual installation and collective self-consumption. In addition, 
ways to distribute investment in cases of collective self-consumption are proposed. 

The economic distribution is made as follows: 

 𝑰𝒏𝒅𝒊𝒗𝒊𝒅𝒖𝒂𝒍 𝒊𝒏𝒗𝒆𝒔𝒕𝒎𝒆𝒏𝒕 𝒇𝒐𝒓 𝒇𝒊𝒙𝒆𝒅 𝒄𝒐𝒆𝒇𝒇𝒊𝒄𝒆𝒏𝒕𝒔 𝜷𝒊 = 𝐭𝐨𝐭𝐚𝐥 𝒊𝒏𝒗𝒆𝒔𝒕𝒎𝒆𝒏𝒕 𝒙 𝜷 𝒇𝒊𝒙𝒆𝒅 𝒊 
 𝑰𝒏𝒅𝒊𝒗𝒊𝒅𝒖𝒂𝒍 𝒊𝒏𝒗𝒆𝒔𝒕𝒎𝒆𝒏𝒕 𝒇𝒐𝒓 𝒅𝒚𝒏𝒂𝒎𝒊𝒄 𝒄𝒐𝒆𝒇𝒇𝒊𝒄𝒆𝒏𝒕𝒔 𝜷𝒊 = 𝒕𝒐𝒕𝒂𝒍 𝒊𝒏𝒗𝒆𝒔𝒕𝒎𝒆𝒏𝒕 ∑ 𝒅𝒘𝒆𝒍𝒍𝒊𝒏𝒈   
in the following table, we can see a summary of the investment for each case and each home. 

 
Table 4.  Summary of the investments of each of the houses for the different case studies. 

 

  
  

Electricity tax  5.11% 
Canary Tax 7.0% 
Power  0.083 €/kWh 
Energy Price eSios 
Compensated energy price  eSios 

Electricity tax 5.11% 
IGIC 7.00% 
Contracted power  0.083 €/kWh 
Energy Price 0.168662 
Compensated energy price  0.0663 €/kWh 

        

House N.º  CASE 1 CASE 2,5,6,7 CASE 4 CASE 3 

House 1 9.454 € 4.621 € 7.763 € 4.666 € 

House 2 7.841 € 4.621 € 4.683 € 4.666 € 

House 3 7.810 € 4.621 € 4.212 € 4.243 € 

House 4 6.738 € 4.621 € 3.589 € 4.243 € 

House 5 7.810 € 4.621 € 4.378 € 4.874 € 

House 6 6.473 € 4.621 € 2.623 € 4.243 € 

House 7 8.579 € 4.621 € 6.219 € 4.874 € 

House 8 7.810 € 4.621 € 4.378 € 4.874 € 

House 9 7.810 € 4.621 € 4.378 € 4.874 € 

House 10 7.810 € 4.621 € 4.378 € 4.874 € 

House 11 9.454 € 4.621 € 7.763 € 4.666 € 

House 12 6.738 € 4.621 € 3.589 € 4.243 € 

House 13 7.810 € 4.621 € 4.378 € 4.874 € 

House 14 7.810 € 4.621 € 4.378 € 4.874 € 

House 15 7.810 € 4.621 € 4.378 € 4.874 € 



 

5. Results 
Several conclusions can be drawn from the cases studied, either from an economic point of view, referring to 
the NPV, or from the point of view of savings in the electricity bill, which will depend on several factors such 
as consumption, type of market or contracted power. 
In order to be able to understand the reason for the results, Table 5 shows the data for each house, which 
will be used to identify them and see their main differences: 

Table 5.  Summary of characteristic data  of the dwellings 

 

 

The importance of the % consumption in hours of sunshine was mentioned previously since the consumers 
who have a higher percentage will benefit more because they will consume more energy from the photovoltaic 
panels than energy from the electric grid. House No. 7, 2 and 3 have the highest consumption in sunlight 
hours; on the contrary, houses No. 1, 4, 5 and 6 have a slightly lower percentage, meaning that they consume 
more energy at night than during the day. 

5.1. Economic feasibility 

Several economic parameters were studied to determine the feasibility of each case, such as NPV, ERP and 
savings obtained in the electricity bill. Below, we can see the results obtained for the houses with the highest 
consumption (1;11) and the houses with the lowest consumption (6;10) 

Table 6.  Summary of economic results obtained from housing 1 and 6. 

Colours scale from worst to best. 

 

 
Nº DWELLING 1 6 1 6 1 6 
  NPV € SAVINGS% ERP 

Cfc-Nh 10048 4835 55% 52% 9 9 
Cfc-Peb 9511 6687 40% 71% 6 8 
Cfc-Ipp 8679 9655 38% 66% 6 6 
Cfc-Mce 9501 5581 53% 52% 7 6 
Cfc-Hcea 15329 3633 56% 53% 4 10 
Cfc-Hcep 14604 4530 54% 58% 4 9 
Cfc-Imp 13724 4410 48% 57% 5 9 

 

Table 6 shows that cases with fixed coefficients benefit homes with higher consumption, while houses with low 
consumption obtain better benefits with fixed distribution coefficients.  

5.2. Percentage of distribution of electrical energy over the total produced  

This percentage indicates the electrical energy that corresponds to each dwelling annually as agreed. The 
following table shows how the distribution of energy improves or worsens according to the distribution 
coefficients adopted. The homes that have a higher percentage mean that it corresponds to more photovoltaic 
energy.  

  

House N.º 
Annual 
consumption 
(kWh/Año) 

%  Sun Hours 
Consumption 

Contracted 
 power  (kW) 

Electricy 
market 

Electricity Bill 
no PV (€) 

House 1 9948 48% 5.5 Free 2084 
House 2 6000 61% 5.5 Regulated 1481 
House 3 5397 61% 5 Regulated 1338 
House 4 4599 52% 5 Regulated 1143 
House 5 5610 54% 5.75 Free 1272 
House 6 3361 56% 5 Regulated 938 
House 7 7970 63% 5.75 Free 1719 

   
    



Table 7.  Percentage of distribution of photovoltaic energy of each dwelling part of the total energy 
production of the installation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We can see that the CFC-NH case is the same for everyone, this is because the distribution is made equally. 
The CFC-PEB case depends on the contracted power that each house has, we can see that there is not much 
variation, the reason is that all houses have a very similar power (between 5 to 5.75 kW). ↑ 𝑪𝒐𝒏𝒕𝒓𝒂𝒄𝒕𝒆𝒅 𝒑𝒐𝒘𝒆𝒓 ↑ % 𝑷𝑽 𝒆𝒏𝒆𝒓𝒈𝒚 𝒂𝒍𝒍𝒐𝒄𝒂𝒕𝒊𝒐𝒏 

In the case of CFC-IPP, if we can see the difference, the houses that have greater installed power will have a 
higher percentage. ↑ 𝑷𝒐𝒘𝒆𝒓 𝒊𝒏𝒔𝒕𝒂𝒍𝒍𝒆𝒅 ↑ %𝑷𝑽 𝒆𝒏𝒆𝒓𝒈𝒚 𝒂𝒍𝒍𝒐𝒄𝒂𝒕𝒊𝒐𝒏 

The CFC-MCE case benefits more households with the highest monthly consumption. House 1 has the highest 
consumption in all months of the year, which is the reason why this house corresponds to a higher percentage 
of photovoltaic energy. ↑ 𝑴𝒐𝒏𝒕𝒉𝒍𝒚 𝒄𝒐𝒏𝒔𝒖𝒎𝒑𝒕𝒊𝒐𝒏 ↑ % 𝑷𝑽 𝒆𝒏𝒆𝒓𝒈𝒚 𝒂𝒍𝒍𝒐𝒄𝒂𝒕𝒊𝒐𝒏 

For the cases CFC-HCEA and CFC-HCEP the order of preference that will define whether a house 
corresponds to more or less a percentage of the distribution of photovoltaic energy will be:   

1. Houses with high consumption and also do it on sunny hours. 

2. Houses with high consumption, but do most of it at night 

3. Houses with low consumption, but make most of it in sunny hours 

 
5.3. Percentage of self-consumption over total consumption 

Having a higher percentage of self-consumption means having greater savings in the electricity bill, since the 
consumption of the network is reduced, in addition, knowing that the compensable energy is paid worse than 
the price of energy from the network, the importance of everything generated is self-consumption is visualized 
and surpluses are avoided. The table below shows the percentages of self-consumption, these percentages 
correspond to the fraction of total consumption that is consumed during the hours in which the PV system is 
generating energy and the remaining percentage is obtained from the grid. 

  

% PV allocation energy/ Total PV production 

  CFC-NH 
CFC-
PEB CFC-IPP 

CFC-
MCE 

CFC-
HCEA 

CFC-
HCEP 

House 1 7% 7% 11% 11% 10% 9% 
House 2 7% 7% 7% 8% 8% 8% 
House 3 7% 6% 6% 7% 7% 7% 
House 4 7% 6% 5% 5% 6% 6% 
House 5 7% 7% 6% 6% 6% 6% 
House 6 7% 6% 4% 4% 4% 4% 
House 7 7% 7% 9% 9% 11% 11% 
House 8 7% 7% 6% 6% 6% 6% 
House 9 7% 7% 6% 6% 6% 6% 
House 10 7% 6% 4% 4% 4% 4% 
House 11 7% 7% 11% 11% 10% 9% 
House 12 7% 6% 5% 5% 6% 6% 
House 13 7% 7% 6% 6% 6% 6% 
House 14 7% 7% 6% 6% 6% 6% 
House 15 7% 7% 6% 6% 6% 6% 

Total 100% 100% 100% 100% 100% 100% 



Table 8. Percentage of self-consumption for each of the case studies 

 CFC-
NH 

CFC-
PEB 

CFC-
IPP 

CFC-
MCE 

CFC-
HCEA 

CFC-
HCEP 

CFC-
IMP 

House 1 35% 33% 32% 35% 38% 35% 39% 

House 2 40% 38% 38% 35% 44% 46% 50% 

House 3 42% 42% 41% 43% 40% 33% 50% 

House 4 43% 47% 46% 4% 42 46% 46% 

House 5 41% 42% 40% 40% 41% 47% 44% 

House 6 43% 47% 30% 44% 43% 45% 47% 
 

5.4. Overall results  

In view of the results of the investments shown in Table 5, it can be concluded that opting for any case of 
collective self-consumption is more economical than individual self-consumption since savings of up to 50% 
can be made on the investment.  

The cases with fixed coefficients, especially CFC-NH and CFC-PEB are the ones that benefit less to houses 
with high consumption because the distribution is made in equal parts without taking into account the 
consumption of the house, in these cases, it can happen that while a house with low consumption produces 
surpluses, another with high consumption will need to consume from the electricity grid. 

We have taken the consumption and energy distribution of houses 1 and 6 for case 2, in this case, the two 
houses have the same amount of energy, house 6 has more energy than it consumes and house 1 needs to 
consume energy from the grid to meet its demand. This is the reason why these cases obtain the lowest 
savings in the electricity bill. The houses with low consumption, which in turn consume energy during sunlight 
hours, tend to have better results with fixed coefficients. 

Table 9. Comparison of houses 1 and 6 for Cfc-Peb case. 
 

 

Table 9 compares a house with high consumption versus a house with low consumption for the cases with 
fixed coefficients, it is observed that the house with low consumption is supplied with photovoltaic energy and 
even has surpluses. On the contrary, house 1 has a higher consumption and cannot be supplied with 
photovoltaic energy, so it has to consume energy from the electric grid.  

Houses with a higher percentage of sunshine hours will obtain greater benefits with dynamic distribution 
coefficients. Since they have a higher beta coefficient compared to the rest of the houses and, therefore, they 
have a higher energy distribution. 

consumers who adapt their electricity consumption to the hours of sunshine will be able to achieve a higher 
percentage of self-consumption and therefore greater savings. In addition, they will obtain better economic 
results and will recover their photovoltaic investment in less time. The study was carried out in the months of 
January and February with house 1. 

The results are shown in Table 10, comparing the case of self-consumption with ex-post coefficient without 
improvement versus ex-post with improvement in the months of January and February. 

  

HHouse Hour 
Hourly 
Consumption 
(kWh) 

Cast Fv 
(kWh) 

Net 
Balance 
(kWh) 

Energy Price 
(€/kWh) 

Compensation 
Price (€/kWh) 

Network 
(€) 

Surplus 
(€) 

HHouse 
1 

10 2.21 1.79 -0.41 0.168662 0.0663 0.07 0 

HHouse 
6 

10 0.25 1.79 1.54 0.22122 0.08266 0 0.128 



Table 10.  Comparison of the results obtained before and after the improvement in consumption.  

House 1 
January February 

No 
Improvement 

With 
improvement 

No 
Improvement 

With 
improvement 

Consumption Month (kWh) 1305 1305 999 999 

Energy Distribution (kWh) 792 1235 837 1241 

Mains consumption (kWh) 861 615 584 389 

Surpluses (kWh) 25 545 29 630 

% Self-consumption 32% 53% 40% 61% 

 
Energy consumption through the grid decreased by 30% in both January and February. However, surpluses 
increased by 31% due to the increase in energy sharing. In addition, energy sharing increases because the 
sharing coefficient increases. Table 11 shows the variation of the energy sharing percentage, while for house 
1 it increases from 12.59% to 19%, and for the rest of the houses it decreases 

Table 11.  photovoltaic energy allocation percentage before and after the improvement of the consumption 
of house 1. 

  

% Energy Distribution 

  No Improvement With improvement 

House 1 12.59% 19,00% 

House 2 6.09% 5.98% 

House 3 5.48% 5.14% 

House 4 5.38% 5.1% 

House 5 4.86% 4.35% 

House 6 4.66% 4.15% 

House 7 14.45% 14.01% 

House 8 4.86% 4.35% 

House 9 4.86% 4.35% 

House 10 4.66% 4.15% 

House 11 12.59% 12.21% 

House 12 5.38% 5.1% 

House 13 4.86% 4.35% 

House 14 4.86% 4.35% 

House 15 4.86% 4.35% 

Total 100% 100% 



6. Conclusions 
In view of the economic results, it is concluded that opting for collective self-consumption is an economically 
more beneficial decision than individual self-consumption.  

The cases with dynamic coefficients are better than permanent coefficients. Because dynamic coefficients 
take into account the consumptions of the houses, then the distribution of energy will be done in an efficient 
way. On the other hand, fixed coefficients distribute the energy equally, without taking into account this 
important aspect.  

The cases of collective self-consumption with permanent distribution coefficients are suitable for houses with 
low consumption during sunlight hours. If the consumptions are very low, these houses will have many 
surpluses and this will not be convenient because the purchase price of these surpluses is very low. On the 
other hand, houses with high consumption do not benefit from this coefficient because the distribution of energy 
is not very efficient since, while the houses with low consumption produce surpluses, the houses with high 
consumption will have to consume from the grid.  

The problem of the efficient distribution of consumption is solved with the dynamic coefficients, these 
coefficients optimize the allocation of energy that corresponds to the different consumers. For example, they 
allow adjusting the distribution of photovoltaic energy to different casuistry, for example, to adjust to different 
daily consumption habits.  

In addition, if consumers adapt their electricity consumption to the hours when the installation is generating 
energy, it is found that self-consumption increases and therefore the savings on the electricity bill is higher.  

The results obtained in this study will help communities of neighbours to make a decision on which distribution 
coefficient to choose.  However, the ex-post coefficient is recommended because the distribution of energy is 
made according to instantaneous consumption, thus, if a house increases its consumption in sunny hours, it 
will obtain greater energy savings.  

The acceptance of dynamic coefficients is an important step towards the ecological transition in Spain. Even 
so, governments must continue to take measures and seek solutions to encourage photovoltaic self-
consumption if they Xant to meet the targets set. 
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Abstract: 

Low- and high-enthalpy geothermal resources exist throughout the African continent, but their utilization is still 
minimal. The rift valley area includes several high-enthalpy resource manifestations, but numerous medium- 
and low-enthalpy resources characterize the mainland. Geothermal resources offer a large energy potential 
suitable for several users. The main goal of this article is the assessment of the energy potential of the 
geothermal resources in Africa for direct use. The analysis of different types of medium- and low-enthalpy 
resources is carried out. The use of absorption cycles for cold production is considered here. A parametric 
analysis of the resource conditions, with special reference to the temperature level, allowed the estimation of 
the cooling power potential connected to the low to medium geothermal energy resources available in the 
African continent. On the other hand, possible end users of this resource are identified cold room storage and 
building cooling. The present study covers several aspects, from thermodynamic modelling to environmental 
analysis. The mathematical model allows the simulation of the cooling system and, through parametric 
analyses, the most suitable cycle characteristics are determined in compliance with the potential of the 
available geothermal resource. The Life Cycle Assessment (LCA) methodology is adopted for the sustainability 
analysis and the assessment of environmental compatibility of the proposed solutions. A parametric Life Cycle 
Inventory (LCI) is developed, modeling the components according to the required size for each use. The main 
outcome of the present work is that the low enthalpy Geothermal available in the African continent can offer 
significant energy savings and large environmental benefits, which may play a fundamental role in the 
sustainable development of this area. 
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1. Introduction 
 

Geothermal energy is acknowledged as a renewable source with a very relevant potential, and technologies 
to exploit it are at a rather advanced stage of development [1]. The use of this source is mainly classified into 
two categories: indirect, in which electricity is produced by power plants; direct, which directly exploits the 
geothermal heat flow for several applications, from residential to industrial heating [2]. Over the years, the 
installed geothermal powerplant capacity has grown extensively. In 2000, the worldwide installed capacity was 
7.97 GWe producing about 49.30 GWh/y [3], while at 2020 the installed capacity had roughly doubled to 15.95 
GWe producing about 95.10 GWh/y electricity [4]. The currently available technologies for electricity production 
are dry steam, flash steam and binary cycles, usually for medium-high enthalpy resources ranging from 120° 
C to 350° C. On the other hand, in a 20 years range period, the direct use of the resource has also grown 
extensively, from 15.14 GWt in 2000 to 107.73 GWt in 2020 installed capacity, with a growth in the produced 
heat from 1.9E+5 TJ/y to 1.02E+6 TJ/y at worldwide level [5]. The direct heat uses can vary widely, often 
involving space heating and cooling for building or industrial applications: Heat pumps, Heat Exchangers, 
Absorption cooling and refrigeration, greenhouses, agricultural drying, fish farming and others. The choice is 
highly related to the temperature level of the resource and to that required for the specific applications [6]. 
Generally, the direct heat use technologies belong to medium-low enthalpy resources, usually ranging between 
20° C and 150° C. 

The African continent, and in particular the East Area where Rift valley is located, has a very high geothermal 
potential (over 15 GW) but the exploitation of this resource is still limited to extremely low fractions [7]. In 2020, 
data on the installed geothermal power in Africa amounted to 830 MWe, of which 823 MW in Kenya and 7 MW 
in Ethiopia. On the other hand, direct use of geothermal heat in the African continent is about 198 MWt, shared 
between several countries. Direct use applications are more equally distributed across the entire continent 
(Algeria, Burundi, Egypt, Ethiopia, Kenya, Madagascar, Malawi, Morocco, Nigeria, South Africa and Tunisia)  
[5]. 

In this context, investigating direct-use applications of geothermal heat for low to medium-enthalpy resources 
in the African scenario is of relevant interest. In the 40 – 150 °C heat range, the Absorption Refrigeration 
System (ARS) is economically and environmentally promising [8]. Several studies were conducted considering 
different conditions of the geothermal resource. Tugcu et al. analysed an ARS with ammonia-water mixture 
fed by a geothermal resource at 133°C [9];  Kairouani et al. evaluated an ARS with a mixture of ammonia and 
water and the geothermal resource in a range between 72°C and 75°C [10]; Velàzquez et al. have designed 
a single- and double-effect ARS which utilises a geothermal resource at 80°C and 163°C respectively [11]. 

Similarly, some paper in literature analyse the sustainability of geothermal heat for refrigeration and chilling, 
evaluating the coupling of the generator to different renewable sources with the Life Cycle Assessment 
methodology. Solano-Olivares et al. and Bukoski et al. evaluated an absorption cycle coupled with a solar 
system for building cooling [12], [13]. Hamedani et al. analysed the energy and environmental aspects through 
LCA of a biomass-fuelled heating and cooling system [14]. On the other hand, Maione et al. and Chaiyat, 
assessed the environmental impacts of coupling the ARS to a geothermal resource [15], [16]. 

In numerous regions of Africa, electricity is not easily accessible and distributed. As a result, geothermal energy 
plays a crucial role in the country's development. Thus, investigating systems that harness the existing heat 
from geothermal resources facilitates the implementation of multiple systems that would be considerably more 
challenging if powered by electricity. The objective of this work is modelling and evaluating the thermodynamic 
behaviour and the environmental impact of an ARS for different possible geothermal conditions. It is designed 
to cover the cooling load of a cold room (for food storage or other industrial use) or a building. The 
thermodynamic performance of an absorption cycle with a mixture of water and ammonia under different 
geothermal resource conditions have been evaluated. At the same time, the environmental impact assessment 
of the investigated ARS has been carried out by the means of Life Cycle Assessment (LCA), considering the 
construction and operation phase of the system. 

This work is done in the framework of the European Horizon 2020 project Long-Term Joint EU-AU Research 
and Innovation Partnership on Renewable Energy (LEAP-RE) [17].   

  



2. Materials and methods 

 
The analysed ARS is an absorption cycle with a mixture of water and ammonia (NH3/H2O mixture) for the 
refrigeration of a cold room or cooling of a building. The proposed mathematical model of the ARS takes into 
account the chemical characterization of the mixture, the mass and energy balances. In order to realize a 
model suitable and easily applicable to different conditions of the African continent, several wide range variable 
parameters were considered. The parametric analyses focused on condensation temperature (Tcond), 
evaporation temperature (Tevap), mass ratio of NH3 to the whole mixture (y), and finally the temperature of the 
geothermal resource (Tgeo).  

An environmental analysis was performed by the Life Cycle Assessment of the ARS, following the ISO 14040 
and ISO 14044 standards [18], [19] The regulations define 4 key steps in this analysis: Goal and scope 
definition, Life Cycle Inventory (LCI), Life Cycle Impact Assessment (LCIA), Interpretation. In this work, the 
focus was on the second step, consisting in the development of a parametric LCI representing the construction 
phase of the absorption cycle. The goal is to provide the assessment of materials needed for construction in 
relation to the cooling power of the ARS, refereed to the installed kW unit. In addition, some parameters used 
in the thermodynamic model are set to evaluate the operation phase as well. Then, by combining the results 
obtained from the thermodynamic model and using them as inputs of the LCA model, it is possible to perform 
a comprehensive analysis of system performance and sustainability. This is done by varying the external 
conditions such as outdoor temperatures Tair, and target temperatures Taim. The next sections describe the 
thermodynamic model and the LCA model of the considered plant, outlined in Figure 1. 

The mathematical model of the absorption cycle was implemented in Engineering Equation Solver (EES) 
software [20], whereas the environmental analysis was conducted with OpenLCA software [21] and Ecoinvent 
3.7 datatbase [22]. 

 

  
Figure 1 - Geothermal absorption cycle for refrigeration, with a mixture of water and ammonia 

 

2.1 Energy modelling 

 

The ARS is a single-effect cycle, mainly consisting of generator, desuperheater (DSH), condenser, evaporator, 
absorber, and heat recovery unit (RH). The system is shifted in two lines, differently modelled according to the 
working fluid. At the generator outlet, from point 2 to point 6, the working fluid is pure ammonia starting as 
superheated vapor in 2, saturated vapor in 12, saturated liquid in 4 and saturated vapor in 6. From the 
generator outlet at point 3 (line 3-8) and the absorber outlet at point 9 (line 9-1) the working fluid is in the liquid 
state, consisting in a mixture of NH3/H2O at the concentration y. The working fluid is at a high concentration y 
in line 9-1 (strong solution), corresponding to the design concentration of the cycle, and at low concentration 



in line 3-8. With reference to the external conditions, two parameters mainly influence the cycle, namely the 
temperatures at point 4 (Tcond) and the NH3 mass ration at point 9 (y), as they set the two pressure levels of 
the cycle: 

• High pressure corresponding to the saturation pressure of ammonia at Tcond; 
• Low pressure corresponding to the saturation pressure of the mixture evaluated at temperature Tcond 

with mass ratio y. 

Tcond is determined by the external conditions (1), hence the environmental air temperature, while y is set and 
evaluated at different level. The reason for setting the temperature T9 equal to the temperature Tcond is that the 
absorber exchanges heat with the outside air. Tevap is evaluated from the low-pressure level as the saturation 
temperature at low pressure and also defines the aim temperature (Taim) achievable in the cold room or in the 
building (e.g. cold utility temperature) (2). Thus, these parameters uniquely set the cycle and a changing one 
of them leads to a variation in temperatures and pressures of the other components (Figure 2 - Temperature-
pressure graph with constant water-ammonia concentration curves of the Absorption Refrigeration System), 
as will be seen in the Results section. 𝑇𝑐𝑜𝑛𝑑 =  𝑇𝑎𝑖𝑟 + ∆𝑇𝑐𝑜𝑛𝑑  (1) 𝑇𝑒𝑣𝑎𝑝 =  𝑇𝑎𝑖𝑚 + ∆𝑇𝑒𝑣𝑎𝑝 (2) 

 
Figure 2 - Temperature-pressure graph with constant water-ammonia concentration curves of the Absorption 

Refrigeration System 

The whole cycle is calculated around these two fixed pressure levels. In Point 1, the water-ammonia mixture 
enters into the generator, which is heated by the geothermal resource. The temperature level at the generator 
output (point 3) is evaluated according to equation (3), where Tgeo is the temperature of the geothermal 
resource entering the generator. 𝑇2 = 𝑇3 =  𝑇𝑔𝑒𝑜 − ∆𝑇𝑔𝑒𝑛 (3) 

Thus, from point 2 the ammonia in the superheated vapour state passes through the desuperheater (DSH) 
and successively condenses at point 4. Downstream the isenthalpic throttling valve (4-5), the ammonia 
evaporates into the evaporator (5-6), providing the required refrigeration effect. At the same time, in point 3 
the weak water / ammonia solution under the liquid state releases heat (thus recovered) to the NH3/H2O strong 
solution from the absorber. The regeneration level R of this recuperator is defined in equation (4). 𝑅 = (ℎ3 − ℎ7) (ℎ1 − ℎ10)⁄  (4) 

The equations governing the energy balances of the main points of the cycle are given below from (5 to 14). 𝑄𝑔𝑒𝑜 =  �̇�𝑔𝑒𝑜 ∗ (ℎ15 − ℎ16) (5) 𝑄𝑔𝑒𝑜 =  �̇�2 ∗ ℎ2 + �̇�3 ∗ ℎ3 − �̇�1 ∗ ℎ1 (6) 𝑄𝐷𝑆𝐻 =  �̇�2 ∗ (ℎ12 − ℎ2) (7) 



𝑄𝑐𝑜𝑛𝑑 =  �̇�2 ∗ (ℎ12 − ℎ4) (8) 𝑄𝑒𝑣𝑎𝑝 =  �̇�2 ∗ (ℎ4 − ℎ6) (9) 𝑄𝑎𝑏𝑠 =  �̇�2 ∗ ℎ6 + �̇�3 ∗ ℎ8 − �̇�1 ∗ ℎ9 (10) �̇�1 ∗ (ℎ1 − ℎ10) =  �̇�3 ∗ (ℎ3 − ℎ7) (11) 𝑄𝑎𝑏𝑠 =  �̇�2 ∗ ℎ6 + �̇�3 ∗ ℎ8 − �̇�1 ∗ ℎ9 (12) 𝑊𝑝 =  �̇�1 ∗ (ℎ10 − ℎ9) (13) 𝐶𝑂𝑃 =  𝑄𝑒𝑣𝑎𝑝  (𝑄𝑔𝑒𝑜 + 𝑊𝑝)⁄  (14) 

 

The model relies on some fixed parameters set during the analysis, while other ones are allowed to vary. Table 
1 shows all fixed and variable parameters and their values or ranges. Tcond and Tevap are evaluated to analyse 
their influence on the Coefficient of Performance (COP) of the whole system. The sensitivity analysis to the 
NH3/H2O solution concentration y is carried out to determine the most suitable ammonia concentration for the 
cycle in relationship to the available low-temperature level of the geothermal resources. Finally, Tgeo allows 
defining the performance level achievable referred to the heat input to the system. 

 
Table 1 - Range of parameters used in the parametric analysis of the system 

Name Parameter Unit Value /range 

Hot-cold side temperature 
difference at the condenser 

ΔTcond 
°C 

10 

Hot-cold side temperature 
difference at the evaporator 

ΔTevap °C 5 

Hot-cold side temperature 
difference at the generator 

ΔTgeo °C 5 

RH regeneration level R - 0.8 

    

Condenser temperature Tcond °C 25 – 50 

Evaporator temperature Tevap °C -10 – 0 

Mass fraction Ammonia/mixture y kg NH3/kg mixture 0.3 – 0.8 

Geothermal mass flow rate mgeo kg/s 0.5 – 10 

Temperature of resources Tgeo °C 50 – 120 

 

 

2.2 LCA Modelling 

 

The surface plant for refrigeration defines the system boundaries of the analysis. Geothermal wells or the 
drawdown point are not considered because they are strongly site dependent. The cold room or the building 
are as well not considered at the analysis, as out of the focus of this work. The electricity consumption of the 
pumps is taken into account, and it’s impact is modelled using Kenya's electricity energy mix as a reference. 
The assumed functional unit is 1 kW of installed cooling power. 

The parametric LCI consisted in two basic steps: 

• Finding a reference process representative of the construction materials of the absorption cycle; 
• Finding enough data to establish a relationship between the installed cooling capacity and the weight 

of the device. 



For the first step, a literature review was conducted, and several LCIs were compared [12]–[16]. It turned out 
that many of them were either incomplete or referred directly to secondary processes in the database. For this 
reason, to consider a consistent reference, the process of the Absorption cycle provided by the Ecoinvent 3.7 
database [22] was adopted as a reference model. This process was the starting point to obtain the typical 
composition of materials for the devices of the case study. Indeed, by neglecting the materials not closely 
related to the construction phase of the devices, a relative mass fraction (%) of construction materials was 
made per each considered unit. The second step was finding reliable catalogues of Absorber manufacturing 
companies. The purpose of this step is achieving information on weight and cooling power. Once obtained the 
necessary data, a distribution of points outlining the relationship between the weight of the devices and the 
nominal ARS cooling power (kW) may be traced. The World Energy Absorption Chillers Europe Ltd catalogues 
available online[23] were used which allowed to obtain 140 number of points. 

With the distribution of this data in hands, it was possible to achieve a satisfactory second-degree polynomial 
fitting function. The second-degree function was selected in order to limit its complexity, increasing with the 
polynomial degree, without entailing an appreciable reduction of the uncertainty. Figure 3 shows the point 
distribution and the related 2nd degree polynomial power-weight fitting function. 

 

 
Figure 3 - Descriptive function of installed cooling power-weight trend 

The conducted analysis adopts the Environmental Footprint (EF) 3.0 methodology, adapted to the Ecoinvent 
database. Specifically, the analysis develops on two levels: (i) Analysis of the environmental indicator Climate 
Change (CC) in terms of kg CO2 equivalent emitted and (ii) analysis of the single score in terms of 
Environmental Points (Pt). The latter is achieved following normalization and weighting of all indicators 
evaluated by EF3.0, therefore it represents the overall environmental impact of the system. 

 

3. Results 

 
In this section, the results coming from energy parametric analysis and LCA study are presented. In particular: 

• The parametric analysis shows the sensitivity of the absorption refrigeration cycle to the ammonia 
concentration in the mixture, condensation temperature and geothermal resource temperature. 

• The LCA study shows the contributions analysis of the environmental indicator Climate Change (CC), 
as well as an analysis of the most impactful categories at single score level. 

 

3.1 Effect of ammonia concentration 

 

Figure 4 shows the temperature trend of the NH3/H2O mixture at the generator inlet T1 and the evaporation 
temperature Tevap with respect to different y1 levels. In this case, the analysis was carried out by keeping the 
Tgeo set at different temperature levels: a) 120°C; b) 100°C; c) 80°C; d) 60°C. The y analysis highlights a key 
aspect of low-, and medium-enthalpy geothermal resources and the target temperature. The first aspect that 
results is that as y1 increases, the temperature T1 decreases and Tevap increases. Respecting the constant 

y = 5E-07x2 + 0.0092x + 1.5237
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concentration curves of the ammonia-water mixture shown in Figure 2, it is denoted that as the selected curve 
in the Aborber-Generator stream varies, the temperature levels at the generator and evaporator also vary. 
This means that increasing y1 allows geothermal resources to be exploited at lower temperatures. However, it 
must be considered that the refrigeration effect for cold room can be obtained at most for Tevap in the order of 
5°C while, for the cooling of a building, Tevap must be higher than this level. As a reference, it must be 
considered that a satisfying refrigeration effect for a cold room can be obtained for Tevap not higher of 5°C 
(while, for the cooling of a building, Tevap could be higher). Taking this graph into account, it is easy to identify 
the NH3/H2O concentration y1 which allows the required performance to be obtained with respect to the 
temperature of the geothermal resource. There is a grey area in the graphs, the low side of this area represents 
the temperature level of geothermal resource. This implies that the T1 profile is not acceptable when it crosses 
this area and it can only assume values below that level. For low-temperature resources, the variation of y1 is 
very limited and therefore also the terminal uses forcing only one type of application such as the cooling of 
buildings. Conversely, for higher temperature levels, such as a) and b), it is possible to choose both 
applications of cold storage and building cooling. 
 

 
Figure 4 - Parametric analysis of T1 and Tevap as a function of y1 at different level of Tgeo:  

a) Tgeo =120°C; b) Tgeo = 100°C; c) Tgeo = 80°C; d) Tgeo = 60°C. 
 

3.2 Effects of condensation temperature 

 

Through the parametric analysis of Tcond, the trend of the system's COP)is investigated using a function that is 
also dependent on y1. In order to explore various Tcond variations, Tgeo was set to its maximum level of 120°C. 
Figure 5 illustrates the relationship between COP and Tcond at different levels of y1. It can be observed that at 
lower levels of y1, higher COP values are achieved with lower Tcond, but as y1 increases, the system's 
performance tends to decline. 

However, for higher levels of y1 ranging from 0.5 to 0.6, it appears that Tcond has minimal influence on COP. 
Since Tcond is influenced by external air temperatures, this indicates that these particular cases are minimally 
affected by external temperature changes, maintaining their performance almost unchanged within the typical 
temperature ranges of the African continent. Conversely, for cases where y1 is below 0.45 to 0.35, variations 
in external temperatures significantly impact the system's performance, leading to a drastic drop in COP. 

Another consideration is that the different y1 levels correspond to a specific Tevap level, which are presented in 
Table 2. The cases relevant to refrigeration purposes focus on y1 = 0.5. Realistically, considering the outdoor 
temperatures commonly encountered in East Africa, the design Tcond would fall within the range of 30-40°C 
[24], where the COP exhibits a declining phase. Furthermore, it should be noted that a slight increase in Tevap 
can slightly enhance the system's performance, but it may require applications beyond refrigeration, such as 
building cooling. Thus, considering all the aforementioned factors, the performance of the system is highly 



dependent on its final application, as well as the external temperatures prevailing at the specific African site 
where the geothermal resource is located. 

 

 
Figure 5 - Parametric analysis of COP as a function of Tcond and Tevap 

3.3 Geothermal resource 

 

The parametric analysis performed on the geothermal resource explores the trends of the COP at various y1 
levels. Figure 6 depicts the overall pattern, characterized by a substantial performance increase until reaching 
the temperature that maximizes COP, followed by a gradual decline. The lowest point of each curve 
corresponds to the geothermal resource temperature at which the absorption cycle initiates operation. 
Considering the values presented in Table 2 and setting y1 to 0.5 as the threshold for applications related to 
food refrigeration, it becomes evident that the minimum geothermal resource temperature is 83°C (lowest point 
of y1 = 0.5 curve). As y1 increases, corresponding to lower Tevap temperatures, the required geothermal 
resource temperature approaches the maximum value at a medium-low enthalpy level. In essence, lower y1 
levels in the cycle necessitate higher geothermal resource temperatures. This highlights the fact that 
refrigeration-type applications demand minimum temperatures around 80°C, which are only available in select 
regions of Africa, particularly in the East Africa Rift Valley (EARV) area. 
Conversely, for higher y1 levels, corresponding to higher Tevap temperatures, lower-temperature resources 
can be exploited, which are present in both the EARV and North Africa (e.g., Algeria and Morocco). 
Hence, it is crucial to determine the optimal ammonia concentration, y1, that maximizes COP as a function of 
the geothermal resource. For this reason, Table 2 provides the respective COPmax and Tgeo values for each y1 
level. 

 
Figure 6 - Parametric analysis of COP as a function of Tgeo and y1 
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Table 2 - Evaluation of the maximum COP with respect to the temperature of the resource and the resulting cooling 

power 

  y1 

  0.35 0.40 0.45 0.50 0.55 0.60 0.65 

Tgeo [°C] 140 137 121 106 94 83 76 

Tevap [°C] -20.00 -12.56 -5.34 1.50 7.85 13.60 18.63 

COPmax 0.41 0.45 0.48 0.52 0.57 0.62 0.65 

 

 

 3.4 Final application 

 

Two cases are taken as reference: a) the first has the conditions set at y1=0.5 and therefore Tevap=1.5° C for 
the refrigeration of a cold room for food storage purposes; b) the second has the conditions set at y1=0.6 and 
therefore Tevap=13.60° C for the cooling of a building. In Figure 7 an analysis is shown on the heat loads of the 
main components, as the geothermal resource variations. As the two graphs show, for the cooling of the 
building it is possible to exploit a resource at temperatures above 70°C, while for the cold room it must be 
above 85°C. Analysing the point at which COP is maximum for both configurations show that for case a) the 
cold load is 21.34 kW while for load b) it is 22.27 kW. 

 

 
Figure 7 - Evaluation of heat level of two different cases: On the left a) for the application of a cold room, on the right b) 

for the cooling of a building 

A preliminary dimensioning of a cold room was carried out to evaluate the output of the refrigeration and cooling 
system. Using equation 15 to estimate the annual cooling energy (Ecooling) in terms of kWh/y in a cold room for 
food storage. Where CFa is the total number of hours per years of about 8000 [25], and Fr is a reduction factor 
of about 0.5. The results obtained for the reference case is approximately 85.360 MWh. Given data from 
literature 73 kWh/m3 per year [26] for cold room is required, so a hypothetical cold room that is met by this 
system is 1169 m3. At the same time, approximately 0.21kW/m2 of cooling power is required for cooling a 
building with an internal temperature of 23°C [27]. Therefore, it can be estimated that with the analysed system 
a building of approximately 106 m2 can be cooled. To make a point in support of these results, consider the 
case of the cold room. Taking as reference the results obtained from Evans et al. 2014 [28], an estimation can 
be made that suggests the consumption of around 56 kWh/m3 per year for cold room. It is crucial to emphasize 
that the availability of electricity poses challenges in numerous African regions, which underscores the 
necessity to devise a system that ensures access to electricity. In this context, the utilization of the geothermal 
resource in Africa assumes even greater significance. 𝐸𝑐𝑜𝑜𝑙𝑖𝑛𝑔 =  𝑄𝑒𝑣𝑎𝑝 ∗ 𝐶𝐹𝑎 ∗ 𝐹𝑟 (15) 
 

 

 

 



3.5 Life Cycle Impact Assessment 

 

The analysis carried out on the environmental indicator CC, is shown in figure Figure 8. Here it is shown that 
the larger the installed cooling power of the device, the more CO2 eq per kW of installed cooling power is 
reduced. In particular, the largest contribution of the impact comes from the electricity consumption of the 
operation phase, which is in the range of 60-65 % of the impact. In addition, the ammonia mixture makes a 
very low contribution ranging from 1.6-3.5 % of the impact. The construction phase results in approximately 
1.94E+02-1.89E+021 kg CO2/kW, contributing 33-36% of the impacts. 

 
Figure 8 - Climate change evaluation 

Finally, a single score analysis is shown in Figure 9, highlighting the contribution of the most impactful 
categories. The trend that was achieved for the CC indicator also persists at the overall system level. In fact, 
even at single score there is a decrease in impacts for systems with higher ammonia concentrations in the 
working fluid. Furthermore, globally, the most impactful categories are Resource use, minerals and metals, 
which impact in the range of 55-52%%. Two other indicators such as CC and Ecotoxicity, freshwater have a 
significant weight of about 9-11% and 11-12% respectively. While acidification, Particulate matter and 
Resource use, fossil impact about 3-6%, while the other indicators have negligible impact percentages. 

 
Figure 9 - Single score evaluation 

 

 

 

 



4. Conclusion 

 
In this paper, an application of direct use of the geothermal resource for medium and low enthalpy is analyzed. 
In particular, an absorption refrigeration system using a mixture of NH3/H2O is taken as a reference system for 
col room or building cooling. The analysis that has been conducted aims to highlight aspects concerning 
achievable thermodynamic performance and aspects concerning sustainability. For this reason, a 
thermodynamic model of the system was developed using the EES software to assess the performance of the 
cycle with several parametric analyses. From the analysis of the ammonia concentration, it can be deduced 
that increasing y1 decreases the temperature of the mixture feeding the generator but at the same time 
increases the temperature level at the evaporator. This makes it possible to exploit a geothermal resource at 
a lower temperature but to increase the target temperature. The condenser temperature analysis shows that 
for low y1, the increase in Tcond strongly reduces COP performance, whereas, for higher levels of y1, the cycle 
is not influenced by these effects. The range of air temperatures in Africa limits Tcond to the 30-40°C range 
where the COP trend is decreasing. From the analysis of the geothermal resource, the minimum temperature 
values Tgeo are set at different values of y1. Furthermore, it is possible to evaluate the Tgeo that maximizes the 
COP for each type of application. In particular, for refrigeration purposes, concentrations below 0.5 are required 
and COPmax is obtained for temperatures above 106°C. For the purposes of building cooling, on the other 
hand, y1 greater than 0.55 is preferred and allows resources to be exploited at temperatures below 94°C. The 
results obtained dimension a cold room of 1169 m3 at 5°C, using a resource at 106°C, and a building to be 
cooled of 106 m2 at 23°C, with a resource at 86°C. To analyze the sustainability of the considered system, an 
LCA was conducted developing a parametric LCI to represent the construction and operation phase of the 
system. It was used OpenLCA software and the EF3.0 methodology adapted to the Ecoinvent 3.7 database. 
LCA uses the cooling power installed of the system as functional unit. Only the cooling system is analyzed, 
neglecting the entire system outside it (geothermal resource extraction point, cold room, building).  

The outputs obtained from the thermodynamic model, in terms of cooling power, energy consumption, mass 
flow rate of ammonia mixture, are taking as input for the parametric LCI. The analysis of the environmental 
indicator CC shows a reduction in impacts corresponding to the increase in installed cold power of the system. 
The main contribution comes from electricity consumption and accounts for about 60-65%, while the 
construction phase of the device accounts for 33-36%. The single score analysis determines the same trend 
as for CC, and it is also established that the environmental indicator with the highest impact is Resource use, 
minerals and metals for about 52-55%. The environmental impact of CC accounts for 9-11%. 
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Abstract: 

In the last decade, biomass consumption for thermal and electrical energy generation presented significant 
growth, as part of the plan to reduce greenhouse gas emissions through the gradual substitution of fossil 
fuels for renewable sources. In Brazil, although coal burning is still allowed in thermal power plants, the 
environmental demand is imminent for its substitution for less polluting sources and financial institutions 
already take a stand against coal investments, rising the pressure over existing consumers. This paper 
intends to identify and model coal-based power generation plants and compare its performance to that of 
different types of biomass available in Brazil – wood chips, wood pellets, sugarcane bagasse pellets – which 
are candidates to substitute coal in a large scale. Energy and exergy approaches are used to assess the full 
life cycle efficiency of these fuels, with a focus on the fuel combustion for steam generation, enabling the 
identification of inefficiencies and the selection of the most interesting operational opportunities. Despite of 
the life cycle specific energy consumption of biomass being higher than that of coal, its environmental 
performance is highly advantageous, drastically reducing fossil CO2 emissions in the combustion process. 
When comparing pellets to dry wood chips, under the aspect of life cycle specific energy, biomass pellets 
result in a significantly higher specific energy consumption compared to dry wood chips, due to the thermal 
energy demand of drying and pelletizing stages. Such distinction between the performance of different types 
of low moisture biomass may only be detected if the life cycle approach is utilized. From the perspective of 
life cycle energy efficiency, the use of less processed types of biomass such as dried wood chips is 
preferrable over pellets. 

Keywords: 

Biomass; Thermal power plants; Coal substitution; Exergy analysis. 
 

1. Introduction 
Climate changes have encouraged efforts worldwide to reduce greenhouse gas emissions through the 
gradual insertion of renewable energy sources in substitution of fossil fuels, among which coal stands out as 
a major emitter to be controlled. 

Coal substitution is an alternative to the reform of existing coal-based power plants for controlling NOx and 
SOx emissions limits, which tends to be an expensive solution, or even to their shutdown. Required 
investment for NOx and SOx control might be prohibitive and force these plants to interrupt operation [1]. 

Large scale power plants in the European Union have stricter atmospheric emissions limits to attend in the 
current decade, as described in BREF – Best Available Techniques Reference Documents – regarding not 
only CO2 emissions, but also NOx and SOx emissions. IEEFA [1] shows that, from a sample of 600 solid fuel 
based power plants with capacities higher than 50 MW, more than 43% are not in conformity with new limits 
for SOx (180-320 mg/Nm³) and 69% were considered in non conformity with new limits for NOx (150-175 
mg/Nm³). 

In that context, as it is reported by Escobar [2], since 2010 biomass consumption in the European Union has 
presented significant growth. In opposition to the intermittent behavior of solar and wind-based power 
generation, biomass is adequate as a fuel for base load power plants. 

In the United Kingdom, for instance, Drax power plant is one of the largest base load units, with an installed 
capacity of 4.0 GW, originally coal-based. From this total, approximately 2.6 GW have been converted to 
burn biomass pellets, which are mostly wood-based and imported from North America [3]. Other examples of 
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coal to biomass conversions are reported by boiler manufacturers and contractors such as Mitsubishi Power 
[4], Hofor [5] and AET [6], which also list well succeeded conversions in Denmark, Finland and Canada. 

By sharing physical characteristics with coal, biomass might be applied in existing coal-based power plants 
after adaptations in the fuel storage and combustion systems, which would result in a significant impact in 
the Brazilian electricity matrix. Although mineral coal represents a small fraction of the Brazilian matrix, it 
causes the highest specific CO2 emissions for each MWh of generated electricity [7].  

The Brazilian electricity matrix currently reports 6 operational coal-based pure power plants, with capacities 
ranging from 350 MW to 720 MW, and 3 coal-based cogeneration plants, with capacities from 75 MW to 104 
MW [8], [9]. These plants are concentrated in the southern region, for which coal is mainly provided by 
national mines, and in the northern coast, for which coal is imported from Colombia and the USA. 

At least since 2009, there have been reports pointing out that coal substitution or co-firing with biomass 
would be a promising alternative for clean electric generation in Brazil [10], but until this time there have not 
been yet registers of coal-based cogeneration or pure power plants to have firmly migrated to biomass. In 
the meantime, however, the potential of utilizing biomass for energy purposes has been extensively 
reported, usually highlighting Eucalyptus chips or pellets [2], [11], sugarcane bagasse pellets [12], [13] and 
straw pellets derived from many sources, such as rice, soy and corn [11]. 

The objective of this work is to compare the processes of electricity generation by coal combustion and 
biomass combustion, in several forms, in order to identify and quantify the potential of utilizing biomass as an 
energy source to substitute coal. This analysis uses energy and exergy approaches to evaluate the 
performance of the technological route for each fuel, as well as calculating CO2 emissions resulting from 
their life cycle. This study should assess what are the impacts of substituting coal for biomass and what are 
the resulting efficiencies in each case. 

 

2. Materials and methods 
The simulations of typical thermal power plants are carried out in PowerFNESS® software [14], which 
contains a thermodynamic database for the working fluids used in power cycles and acts as an equation 
solver for mass and energy balances, given the inputs for equipment efficiencies and operational boundary 
conditions (flow, pressure and temperature).  

The software is based on the construction of thermal cycles consisting of equipment, nodes and lines. The 
nodes represent boundary conditions and the union or separation of flow currents; in each node, fluid 
properties are calculated and updated on every simulation step. The lines serve as connections between 
nodes, which correspond mainly to the pipe sections and connections from the real system. When running 
the model, mass and energy balance equations are linearized and solved by the finite element method, until 
convergence to a steady state flow condition is reached. 

A model description is presented in the following sections. 

 

2.1. Process modeling 

Typical plants for power and heat cogeneration or pure power generation are presented in Figure 1. Energy 
and exergy efficiencies will further be calculated based on these configurations.  

    

Figure 1. Thermodynamic cycles for power generation plants: a) Cogeneration of power and heat; b) Pure 
power generation. 
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Table 2. Main operation parameters for cogeneration and pure power generation configurations. 

Process parameter Unit 
Cogeneration 

Plant 
Pure Power 

Plant 

Boiler    

 Type - 
Circulating 

Fluidized Bed / 
Pulverized Fuel 

Pulverized Fuel 

 Operating steam pressure bar a 85 170 
 Operating steam temperature °C 485 540 
 Thermal efficiency % 91 93 

Turbogenerator    

 Exhaust steam pressure bar a 15 0.085 
 Thermal efficiency % 84 86 
 Generator / Reductor losses % 3 2 
Process heat demand    

 Steam flow t/h 500 - 
 Steam pressure bar a 15 - 
 Steam temperature °C 210 - 
Condensate Recovery    

 Recovery rate % 90 100 
 Temperature °C 100 43 
Makeup water    

  Temperature °C 25 25 
 

Since 2 out of the 3 coal-based cogeneration plants listed by the Brazilian National Electric Power Agency 
are part of alumina refineries [8-9], in the Cogeneration scenario it is assumed that the process demands low 
pressure steam at 15 bar a, as this is representative of such refineries [15]. 

Regarding the boiler technology, typical configurations for Brazilian coal-based plants considered in this 
study are equipped with pulverized coal boilers, whose full conversion to biomass is arguably viable and has 
been applied in the previously mentioned cases [4], [5], [6]. The same premise could not be adopted for 
fluidized bed or grate boilers. Biomass has lower carbon content than coal, therefore producing less CO2 in 
combustion, which is a gas that highly contributes to radiation heat exchange. Since grate boilers are the 
most dependent on radiation heat exchange, their performance would be the most harmed after fuel 
migration. Also, good performance in fluidized bed boilers is deeply related to fuel ash content, which is 
much lower for most types of biomass when compared to coal. Fluidized bed boilers that were originally 
designed to burn coal, exclusively, would hardly be able to maintain design bed temperature and achieve 
design capacity after the conversion to biomass. 

 

2.2. Fuel characterization 

Both Eucalyptus and sugarcane bagasse derived fuels are selected as substitute fuels for coal, given their 
abundancy as residues and potential to be grown in large scale sustainable forest plantations [2], [11]. 

Elemental compositions and moisture content for each fuel are presented in Table 2. 

Table 2. Elemental composition of the selected fuels (dry basis). 

Element Coal 
Eucalyptus  

[16] 
Sugarcane 

bagasse [16] 

C 72.7% 47.5% 46.5% 

H 4.4% 6.1% 6.2% 

N 1.1% 1.5% 1.2% 

O 8.0% 43.8% 44.4% 

S 2.4% 0.0% 0.0% 
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Ashes 11.4% 1.1% 1.8% 

Moisture 12.0% 
15.0% (dry chips) 

7.0% (pellets) 
7.0% (pellets) 

 

Ambient conditions are 𝑇0 = 25 °C and 𝑝0 = 1 bar.  

Regarding fuel chemical exergy, Szargut [17] expressions for solid fuels are utilized, taking as inputs fuel 
LHV, moisture content and elemental composition: 𝑏𝑞,𝑏𝑖𝑜𝑚 = 𝛽. (𝐿𝐻𝑉𝑓𝑢𝑒𝑙 + 𝑥𝑤. ℎ𝑙𝑣) + 𝑥𝑤. 𝑏𝑞,𝐻2𝑂,𝑙 + 𝑥𝑆. (𝑏𝑞,𝑆 − 𝐿𝐻𝑉𝑆) + 𝑥𝑎𝑠ℎ . 𝑏𝑞,𝑎𝑠ℎ                                                                         (1)  
 

Factor 𝛽  varies according to mass composition of the respective fuel. The following correlations are 
established: any solid fuel, Eq. (2); coal, Eq. (3); wood, Eq. (4). 

 𝛽 = 1.044 + 0.016(𝐻/𝐶) − 0.3493(𝑂/𝐶)[1 + 0.531(𝐻/𝐶)] + 0.0493(𝑁/𝐶)1 − 0.4124(𝑂/𝐶)                                                                (2) 𝛽 = 1.0437 + 0.1896(𝑥𝐻2/𝑥𝐶) + 0.2499(𝑥𝑂2/𝑥𝐶) + 0.0428 (𝑥𝑁2𝑥𝐶 )                                                                                     (3)  
𝛽 = 1.0412 + 0.216(𝑥𝐻2/𝑥𝐶) + 0.2499(𝑥𝑂2/𝑥𝐶)[1 + 0.7884(𝑥𝐻2/𝑥𝐶)] + 0.045(𝑥𝑁2/𝑥𝐶)1 + 0.3035(𝑥𝑂2/𝑥𝐶)                                           (4) 

 

From Eq. (1) to Eq. (4) and elemental compositions presented in Table 2, the chemical exergy for each fuel 
is calculated, as shown in Table 3, as well as the chemical exergy to LHV ratio.  

Table 3. LHV and chemical exergy for each selected fuel. 

Property Unit Coal 
Eucalyptus 
dry chips 

Eucalyptus 
pellets 

Sugarcane 
bag. pellets 

Moisture % 12% 15% 7% 7% 
Bulk density kg/m³ 900 350 657 726 

LHV (per mass) MJ/kg 25.6 14.8 17.2 18.3 

LHV (per vol.) MJ/m³ 23040 5180 11300 13311 

LHVbiomass / 
LHVcoal (per vol.) 

- - 22% 49% 58% 

bq MJ/kg 28.4 15.7 18.0 19.1 
bq/LHV - 1.110 1.061 1.045 1.043 

 

Aiming for operating the boilers at their original design capacities, substitute fuels shall have heating values 
and densities as close as possible to those of coal. The volumetric energy density of solid fuels has impacts 
both to the storage system design and to the boiler itself, whose furnace volume defines how much fuel can 
be introduced and how much heat can be generated. This hinders the utilization of in natura biomass at high 
moisture, due to its lower volumetric energy density. Dry wood chips at 15% moisture content were selected 
so that their LHV and density properties would be closer to pellets and coal. The necessary heat for drying 
wood chips from 40% down to 15% will further be considered in its life cycle analysis, as discussed in section 
3.2. Wood chips would not serve as an alternative fuel for pulverized fuel boilers, but only for circulating 
fluidized bed boilers. 

As presented in Table 3, all three types of biomass resulted in low values of chemical exergy to LHV ratio, 
ranging from 1.043 to 1.061, which is caused by their low moisture content. In natura wood chips with 
moisture content up to 40% would result in even higher ratios, up to 1.17, which would significantly harm the 
exergy efficiency of power plants.  

Although dry wood chips and pellets are types of biomass with relatively high energy densities, they are still 
less dense than coal and would require the expansion of fuel storage, handling systems and the adaptation 
of burners, in the case of pulverized fuel boilers. Fuel silo (or bunker) and the pulverizing mill shall be 
adapted, as well as forced and induced air fans, since flue gas flow is expected to rise for higher moisture 
content fuels. 
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2.3. Efficiencies 

In cogeneration plants, both electric power and useful heat for process consumption are considered when 
calculating the plant efficiency, as shown in Eq. (5): 𝜂𝑒 = �̇� + 𝑄�̇��̇�                                                                                                                                                                                      (5)  
In which: 

• �̇� is gross electric power 

• �̇�𝑢 = �̇�𝑠𝑡𝑚(ℎ𝑠𝑡𝑚 − ℎ𝑚𝑢𝑝); 

• �̇� = �̇�𝑐𝑜𝑎𝑙 . 𝐿𝐻𝑉𝑐𝑜𝑎𝑙 or  �̇� = �̇�𝑏𝑖𝑜. 𝐿𝐻𝑉𝑏𝑖𝑜  

In analogy, exergetic efficiency is calculated as in Eq. (6): 𝜂𝑏 = �̇� + ∆�̇�𝑓�̇�𝑞                                                                                                                                                                                   (6) 

 

In which: 

• �̇� is gross electric power 

• ∆�̇�𝑓 = �̇�𝑠𝑡𝑚(𝑏𝑠𝑡𝑚 − 𝑏𝑚𝑢𝑝) = �̇�𝑠𝑡𝑚[(ℎ𝑠𝑡𝑚 − ℎ𝑚𝑢𝑝) − 𝑇0. (𝑠𝑠𝑡𝑚 − 𝑠𝑚𝑢𝑝)]; 

• �̇�𝑞 = �̇�𝑐𝑜𝑎𝑙 . 𝑏𝑞,𝑐𝑜𝑎𝑙  or  �̇�𝑞 = �̇�𝑏𝑖𝑜. 𝑏𝑞,𝑏𝑖𝑜  

 

2.4. Life Cycle Analysis 

2.4.1. Coal route 

Figure 2 shows the most relevant stages in mineral coal life cycle, as well as resources consumed and gas 
effluents produced in each stage. As a premise in this study, only existing power plants will be evaluated, 
therefore both the plant construction and decommissioning are excluded from the routes considered. 

 

Figure 2. Mineral coal route to be consumed in existing power plants. Adapted from [18]. 

 

Figure 2 shows that, besides CO2 resulting from coal combustion and Diesel consumption in transportation 
vehicles, it is also relevant to count CH4 emissions in mining stage. Methane is produced during coal 
formation process and is gradually liberated to the atmosphere as coal layers shatter and gas deconfines. 
Methane contribution in total equivalent CO2 emissions equals 1% to 9% [18]. 

The tracking of mineral coal allows to calculate specific energy consumption rates and CO2 emissions in 
terms of electric power generated as the final product of the power plant. 

The following premises are considered [18]: 

▪ Power plant life time: 30 years; 
▪ Transportation logistics: road transport, 100 km radius; 
▪ Equivalency from CH4 to CO2: 21 kg CH4 / 1 kg CO2 (100 year period); 
▪ CH4 contribution in total equivalent CO2 emissions: 3%. 
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2.4.2. Biomass route 

Figure 3 shows the most relevant stages in biomass life cycle. After wood extraction and chipping, wet wood 
chips are dried to 15% before being transported to the power plants. Both for wood and sugarcane bagasse 
pellets, not only the material is dried, but also compacted to pellets. Besides Diesel consumption in 
extraction and transport stages before reaching to the power plant, drying and pelletizing stages also 
demand relevant heat and electricity. 

 
Figure 3. Biomass route to be consumed in existing power plants. Adapted from [19]. 

 

Premises for energy consumption and CO2 emissions along biomass life cycle are the following [19]: 

▪ Extraction executed by field harvesters, forwarders and chargers; 
▪ Transportation logistics: road transport, 100 km radius; 

 

As commented by [19], since silvicultural activities have a low level of mechanization compared to biomass 
extraction, harvesting and transport, then Diesel consumption at that stage is assumed to be not relevant to 
this analysis. Silviculture is therefore omitted from the biomass route illustrated in Figure 3. 

 

3. Results and discussion 

3.1. Thermal power plants 

Table 4 shows the calculates efficiencies for each fuel and both plant configurations. 

Table 4. Calculated efficiencies for each configuration. 

Process parameter Unit Coal 
Dry wood 

chips 
Wood 
pellets 

Sugarcane 
bag. pellets 

Cogeneration Plant           

Fuel consumption t/h 60.3 104.3 90.0 84.5 

Fuel energy  MWh 430.2 428.8 429.8 429.7 

Fuel exergy  MWh 475.5 454.9 449.2 449.1 

Electricity generated MWh 52.3 52.3 52.3 52.3 

Steam to process t/h 500.0 500.0 500.0 500.0 

Thermal energy  MWh 338.5 338.5 338.5 338.5 
Thermal exergy  MWh 136.6 136.6 136.6 136.6 

Energy efficiency % 90.9% 90.9% 90.9% 90.9% 

Exergy efficiency % 39.7% 41.5% 42.1% 42.1% 

Pure Power Plant           

Fuel consumption t/h 125.6 218.1 187.7 176.4 

Fuel energy  MWh 896.6 896.6 896.6 896.6 

Fuel exergy  MWh 991.0 951.2 937.2 936.9 
Electricity generated MWh 365 365.0 365.0 365.0 
Energy efficiency % 40.7% 40.7% 40.7% 40.7% 
Exergy efficiency % 36.8% 38.4% 38.9% 39.0% 
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The calculated values shown in Table 4 refer to gross electric power generation and energy efficiency, 
therefore not considering impacts on electricity consumption by auxiliary systems within the power plants, 
such as fuel milling before pulverization or induced and forced draft fans. Although it is expected that the 
fans demand will increase due to higher flue gas flows resulting from wet biomass compared to coal, such 
impact would represent less than 0,1% of total power generation and may be neglected in this preliminary 
approach. Auxiliary systems electric load and general losses in a pulverized fuel fired power plant would 
typically represent up to 10% of gross electric power generation, therefore resulting in a net energy efficiency 
of 35% to 37% [18], which is consistent with the calculated gross energy efficiency of 40.7% as shown in 
Table 4. Analogously, exergy efficiency for pure power plants would be reduced to the range between 33% 
and 35% when net electricity generation is considered. 

Impacts on boiler efficiency due to biomass moisture content were minimized in this study due to the 
selection of low moisture (<15%) types of biomass, but this would be a major factor in the case of Eucalyptus 
and sugarcane bagasse in natura, harming the efficiency and making it not viable to convert and still 
preserve the boiler design capacity. 

From the exergy approach, the advantage is clear for the use of dry types of biomass instead of coal. As 
shown previously in Table 3, all three types of biomass with low moisture content resulted in close values of 
chemical exergy comparing their own LHV, which positively affects the exergy efficiencies. Energy and 
exergy losses due to the process of drying biomass are not detected in the thermal plant analysis, making it 
necessary to analyze the fuel life cycle to correctly quantify its influence. 

Regarding the cogeneration configuration, exergy efficiencies are remarkably lower than energy efficiencies, 
as expected, since exergy approach calculates process steam as a low value stream, with low potential for 
electric power generation (15 bar a, 210°C).  

 

3.2. Fuel life cycle 

Coal and biomass life cycle performances are presented in Table 5. Each line shows the contribution of the 
most relevant energy sources consumed – Diesel (as fuel for extraction, handling and transportation 
vehicles), heat (for biomass drying), electricity – at specific energy consumption rates and equivalent CO2 
emissions along the fuel cycle from extraction stages to electricity conversion process.  

Specific energy is calculated as the energy input to the energy output ratio, which is the inverse of the 
efficiency. The CO2 emissions for coal and biomass life cycles are calculated according to [18] and [19], 
respectively, as the sum of direct, indirect and life cycle emissions. 

 

Table 5. Calculated energy consumption and CO2 emissions for each configuration. 

Life cycle stage Unit Coal 
Dry wood 

chips 
Wood 
pellets 

Sugarcane 
bag. 

pellets 

Diesel             

Specific Energy MJ/MWh 389 319 293 220 
CO2 emissions kgCO2/MWh 28.2 22.4 21.2 16.0 
Heat             

Specific Energy MJ/MWh 0 969 1681 3778 
CO2 emissions kgCO2/MWh 0 0.3 0.5 1.1 

Electricity           

Specific Energy MJ/MWh 1590 766 571 403 
CO2 emissions kgCO2/MWh 2.2 1.1 0.8 0.6 
Fuel             

Specific Energy MJ/MWh 10073 10286 10286 10286 
CO2 emissions kgCO2/MWh 905.0 0.3 1.4 1.3 
Total specific energy MJ/MWh 12052 12340 12831 14687 
Total CO2 emissions kgCO2/MWh 935.4 24.0 23.9 18.9 
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Energy consumption and equivalent CO2 emissions due to fuel extraction and distribution stages highly 
depend on the characteristics of the mining area (in the case of coal) and the distances to the power plant 
sites. The premises presented in section 2.3 are estimations based on the main Brazilian power plants, but 
they should be revised when studying specific cases. In any respect, such values represent a small fraction 
of total energy and emissions, therefore not harming final conclusions here stated. 

As Table 5 shows, biomass processing stage (chipping, drying, compaction) represents a significant fraction 
of total specific energy consumed, from 8% in the case of dry wood chips to 25% in the case of sugarcane 
bagasse pellets, resulting in higher values of total specific energy consumption than that of coal. Although an 
economical study is beyond the scope of this paper, it is relevant to mention that biomass processing also 
implies in higher production costs, which may inhibit the selection of dry versions of biomass. Conversions of 
this type will most probably take place in cogeneration and power plants which must preserve and guarantee 
the current heat and electric power generation capacities in the future scenarios. Otherwise, wet versions of 
wood and sugarcane bagasse would be acceptable, even if requiring an expansion in the storage area or 
causing derating in the boiler thermal capacity. 

Both for coal and biomass, the energy conversion stage is dominant in the life cycle, representing from 70% 
to 84% of total energy consumption. This indicates that the biggest efforts to achieve higher efficiencies 
should be focused on this stage, through the correct evaluation and selection of the burner technology, 
biomass properties and operation routines. 

In contrast to the energy efficiency performance, the environmental performances of all three types of 
biomass show significant benefits when compared to coal performance. Table 5 shows that wood chips, 
wood pellets and sugarcane bagasse pellets emit from 19.0 to 24.0 equivalent kg CO2 for each electric MWh 
generated, which represents less than 3% of mineral coal specific emissions. When multiplying this 
difference for the annual coal-based electricity generation in the Brazilian matrix in 2022, of 15327 GWh [40], 
it results in avoiding up to 14.0 equivalent Mt CO2 each year, when converting 50% of the total installed coal-
based capacity. Although coal currently represents only 3.3% of Brazilian electricity generation, it is 
responsible for around 24.4% of CO2 emissions in that sector. The conversion of 50% of coal-based installed 
capacity to dry types of biomass would result represent an annual reduction of around 12% in annual CO2 
emissions in the electricity generation sector.  

 

4. Conclusions 
Under the global tendency of reducing CO2 emissions and adhering to net-zero targets, it is expected that 
large scale coal-based systems will have to be converted to the use of renewable fuels, at least partially. In 
that decision, long term technical and environmental impacts need to be evaluated. This paper approaches 
the life cycle assessment of coal and different types of biomass when applied in typical configurations of the 
main coal-based power plants and cogeneration installed in Brazil.  

Empirical correlations found in literature were utilized to calculate the chemical exergy of coal and biomass, 
reassuring that the resulting exergies for low moisture fuels deviate less from their LHV, which slightly 
increases the exergy efficiency of the thermal power plants from 38,4% to around 39,0% when comparing 
dry wood chips to pellets. Nevertheless, under the aspect of life cycle specific energy, biomass pellets result 
in a 19% higher specific energy consumption compared to dry wood chips, due to the significant thermal 
energy demand of drying and pelletizing stages. Such distinction between the performance of different types 
of low moisture biomass may only be detected if the life cycle approach is utilized, since energy efficiency 
within the power plant cycle may be very similar among them. 

The analysis of large scale coal-based plants shows that the conversion to dry types of biomass (up to 15% 
of moisture content) is viable and demands relatively low intervention in the existing infrastructure for coal, 
as it has been previously demonstrated mainly in European plants. Particularly in Brazil, this kind of 
conversion is greatly motivated by the high availability and diversity of biomass residues and land for 
sustainable plantation. From the perspective of life cycle energy efficiency, the use of residues and less 
processed types of biomass is highly preferrable over pellets. 
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Nomenclature 𝑏 specific exergy, kJ/kg �̇� exergy flow, kW �̇� fuel energy flow, kW ℎ specific enthalpy, kJ/kg �̇� mass flow, kg/s 𝐿𝐻𝑉 lower heating value, kJ/kg �̇� heat rate, kW 𝑠 specific entropy, kJ/kg K 𝑇0 Ambient temperature, K �̇� Net power generated, kW 𝑥 Mass fraction 

 

Greek symbols 𝜂 efficiency ∆ change 

 

Subscripts and superscripts 

b exergetic 

bio  biomass 𝐶 carbon 𝑎𝑠ℎ ashes 

e  energetic 𝑓   physical 𝐻2   hydrogen 𝐻2𝑂  water 𝑁2   nitrogen 𝑂2   oxygen 𝑞   chemical 

mup  make-up 𝑆   sulphur 

u   useful 

stm  steam 𝑤   water (moisture) 
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Abstract:

The use of evaporative cooling techniques for pre-cooling the inlet air of a condenser used in air conditioning
applications has proven to be very effective in improving its performance. Ultrasonic techniques constitute
a promising alternative to improve the design of evaporative pre-cooling systems. Compared to direct spray
cooling applications, not only they eliminate the pressure loss induced in the inlet air stream but also, they
are capable of generating smaller droplet sizes with reduced power consumption than a high-pressure spray
nozzle. This paper deals with an experimental investigation of an ultrasonic spray atomiser used to pre-cool
the air entering to the condenser of a heat pump used in air-conditioning applications. A set of 12 experimental
tests were conducted on a test bench consisting of a subsonic wind tunnel with an ultrasonic spray atomiser
installed in the test section. The influence of the air velocity and mass flow rate of sprayed water (depending on
the number of active atomisers) on the performance of the system was investigated. The results of the study
show the pre-cooling capacity of this system, under different operating conditions, through several performance
indicators: evaporative cooling efficiency (saturation efficiency), temperature drop, wet bulb depression and
evaporated water efficiency. The highest values of evaporative cooling efficiency occur in the low speed range
of the tested airflows, for configurations of the atomisation system with a high number of active atomisers, and
it has been found that the evaporative pre-cooling process is not homogeneous throughout the airflow for some
operating conditions.

Keywords:

Evaporative cooling, ultrasonic spray atomiser, cooling efficiency, air conditioning

1. Introduction

Evaporative cooling techniques applied to the condenser of a refrigerating machine represent one of the most
effective and immediately applicable solutions for improving the efficiency of domestic and commercial air
conditioning systems worldwide. With these techniques it is possible to reduce significantly, mainly in countries
with hot-dry climates, the energy demand and the high consumption peaks. Energy savings contribute to
reducing the dependence on fossil fuel in any country and have a direct impact on its economic development
and growth, as well as decreasing greenhouse gas emissions.

A considerable amount of studies in the literature show the benefits of pre-cooling techniques applied to differ-
ent air conditioning systems. There are different strategies to reduce the temperature of the air entering the
condenser. The most widely studied systems can be classified into: evaporative packings or pads and spray
or mist generators. For direct evaporative coolers, MartÂınez et al. [1] investigated how different thicknesses
of cooling pads influenced the energy performance of a split-type air-conditioner. They found that the highest
increase of 10.6% in the overall coefficient of performance (COP) was achieved by a thickness of about 100
mm. The main drawback of pre-cooling systems based on evaporative pads is the additional pressure drop
produced in the condenser air stream. Furthermore, this effect is present even if pre-cooling is not activated.
Pressure drop causes a reduction in the air flow rate through the condenser and a decrease in its ability to
reject heat to the environment. This means an increase in the condensation pressure, an additional compres-
sor consumption and a reduced cooling capacity of the air-conditioning system, [2]. When water is sprayed
over the evaporative pads and pre-cooling is activated, the temperature drop of the intake air to the condenser
far outweighs both effects, the pressure drop and the air flow rate reduction, and results in savings of energy
consumed by the compressor. However, when the water injection is not activated, the evaporative pads still
generate a pressure loss that penalises the energy consumption in the compressor. Compared with direct
evaporative coolers, mist or deluge systems give further installation flexibility because of their low profile piping
network and provide negligible flow resistance to the air stream. Yu et al. [3] analysed the cooling effectiveness
of mist in pre-cooling condenser air for an air-cooled chiller. In a subtropical climate, pre-cooling the condenser
air by mist brought an increase of 0.36±8.86% and 0.34±10.19% in the coefficient of performance of the chiller



under the normal mode (conventional head pressure control) and the VSD mode (variable speed control for
the condenser fans), respectively. However, the use of water spray or deluge can cause corrosion, scaling,
and fouling on the heat exchanger bundles if water droplets are carried by the airstream to the heat exchanger
bundles of the condenser. To avoid this, the system is required to evaporate all water in the airstream to prevent
water droplet contact with the heat exchanger surface. Special wet media or spray nozzles may be required to
meet the requirement. High-pressure nozzles provide small water droplets but at a higher cost. Water quality
affects the performance of the nozzles and their maintenance cost, [4]. In view of the drawbacks found in
current techniques for pre-cooling, a search for alternatives seems appropriate.

Applications of ultrasonic energy to enhance a wide variety of processes or to improve system efficiency have
been explored in recent years. Yao [5] reviewed the studies addressing the applications of ultrasound as a new
technology in the field of Heating, Ventilation and Air-Conditioning (HVAC). The author claimed that, from a
general point of view, all the effects produced by ultrasound could be interesting in applications involving heat
or mass transport, decreasing both the external and internal resistance to transport. Yao et al. [6] presented
a review of the state-of-the-art of high-intensity ultrasound and its applications. However, the authors did
not specifically cite evaporative cooling as an application of ultrasound, denoting the little attention they have
received to date. Up to the knowledge of the authors, the studies conducted by Ruiz et al. [7] and Martinez
et al. [8] were the first attempt to apply ultrasonic techniques (mist generator) to pre-cool the air entering
the condenser in an air conditioning application. The authors experimentally analysed the performance of an
ultrasonic mist generation system in [8]. Its thermal performance and its water mist production capacity were
assessed in terms of the mass flow rate of atomised water and size distribution of the droplets generated. A
CFD model of an ultrasonic mist generator specifically designed for HVAC applications was reported in [7].
The model was validated using the results obtained in [8], and the authors conducted a parametric analysis
including some physical variables involved in the cooling process, and, finally, carried out an optimisation
process regarding the overall cooling performance of the ultrasonic generator.

However, although the tests were satisfactory and their scientific interest has been revealed by the recent
publications achieved, there are still many aspects related to the search for the optimal design of the pre-cooling
system based on ultrasound techniques (reduce wet length and water power consumption). In conclusion, the
works referring to the pre-cooling of the inlet air with ultrasonic atomisation techniques have been reviewed and
it has been observed that this technique has received limited attention for this application, with few references
found in the literature to date. Despite this, it has been proven that ultrasound technology constitute a promising
method to improve the design of evaporative pre-cooling systems. Therefore, the main objective of this paper
is to study the performance of an ultrasonic spray atomiser used to pre-cool the air entering to the condenser
of a heat pump used in air-conditioning applications. The influence of the air velocity and mass flow rate of
sprayed water (number of atomisers) on the performance of the system was investigated.

2. Materials and methods

2.1. Experimental test facility

To evaluate the performance and cooling capacity of the water mist produced by the ultrasonic atomiser, a set
of tests has been conducted on a redesigned test bench specifically adapted for this purpose. The test rig
mainly consists of two components: ultrasonic spray atomisers and a subsonic wind tunnel where evaporative
cooling takes place.

(a) (b)

Figure 1: (a) Used ultrasonic spray atomisers and an oscillator circuit PCB. (b) Microscopic image of the water
outlet holes in the spray atomisers used.



The device used in the system is a ultrasound spray atomiser (Fig. 1 (a)). This is composed of a ceramic
piezoelectric, which surrounds a porous metallic membrane, and an oscillator circuit PCB that generates a
pulse signal at a frequency of 108 kHz for the spray atomiser. When the current is supplied, the piezoelectric
initiates an expansion/contraction cycle. This oscillation allows the water to pass through its microscopic holes
(around 10 µm, Fig. 1 (b)) , and pushes the drops forming a column of water spray. The mass flow rate is
approximately 1.95 · 10−5 kg s−1. This component is characterised by having a low cost and consumption
(1.3 W). Table 1 shows the operating conditions and technical specifications of a spray atomiser.

Table 1: Spray atomiser technical specifications.

Magnitude Value

Disc diameter 15.5 mm
Ceramic core diameter 8.5 mm

Porous membrane diameter 3.3 mm
Microscopic Holes Diameter 10 µm

Input voltage DC 5 V
Power 1.3 W

Resonance frequency 108 kHz

Mass flow rate 1.95 · 10−5 kg s−1

Exit speed of the drops 2.5 m s−1

In this research, several atomisers work at the same time, therefore, a hydraulic installation was built to supply
several units at the same time. For this, an ABS plastic body was used for the connection of the atomisers with
a system of flexible silicone pipes. On the other hand, to avoid creating bubbles in the pipes, it was decided to
use a low-flow pump (RS PRO 20) for the recirculation of the water. It has a maximum flow rate of 650 ml min−1

and a consumption of 5 W. Fig. 2 shows a schematic representation of the configuration of 5 × 5 atomisers
(rows × columns) with which the experimental tests were carried out.

Figure 2: Scheme of the distribution of the spray atomisers in the form of a 5 × 5 manifold.

To carry out the experimental tests of ultrasonic evaporative cooling, the open-circuit subsonic wind tunnel
shown in Fig. 3 was used. To ensure stable and uniform velocity profiles of the air flow, a nozzle was used
along the honeycomb baffle (anti-turbulence screen), which was adapted for the tunnel entrance (leftmost
part). It is not shown in the Fig. 3 because it is removed when modifications are made to the atomiser system.
This nozzle has dimensions of 1.2 × 1.7 m2 (cross-sectional) and a length of 1.55 m. While the test section
of the wind tunnel has a cross section of 0.492 × 0.712 m2 and a length of 5.3 m. A axial fan of 0.55-kW
has been used to create the air flow inside the tunnel, which is located at the tunnel exit. This is associated
with a variable-frequency drive that allows different air flows to be configured (from 0±3 m s−1). The maximum



volumetric air flow rate allowed by the fan is 3783 m3 h−1. A detailed description of the wind tunnel can be
found in [9,10].

Figure 3: Subsonic wind tunnel facility in which the experimental tests are carried out.

2.2. Experimental procedure

A number of tests have been carried out to evaluate the performance of the ultrasonic spray system. Firstly, the
flow rate of atomised water that the system is able to supply as a function of the number of working ultrasonic
transducers has been studied by means of a gravimetric measurement method. A photographic technique
with digital image processing has also been used to determine the size, emission speed and distribution of
the droplets generated in the atomisation process. Finally, the pre-cooling capacity of atomised water when
sprayed into an air stream has been evaluated as a function of both air flow velocity and atomised water flow
rate (depending on the number of atomisers).

In order to reproduce in the wind tunnel the real operating conditions of the atomisation system when used to
pre-cool the inlet air to a condenser of a conventional split-type air-conditioning system, tests were carried out
with four different air flow rates covering the usual range of flow rates of this type of equipment: 0.5 m s−1,
1 m s−1, 1.5 m s−1 and 2 m s−1. Different flow rates of atomised water were used in the tests using three
configurations of the ultrasonic atomisation system with 5, 15 and 25 active atomisers, respectively, in order
to determine the performance of the system in terms of water consumption and taking into account the power
consumption of the ultrasonic transducers. Counting the different configurations of the atomisation system and
the air flow velocities established in the wind tunnel, a total of 12 tests were carried out.

For each test, dry bulb temperature and relative humidity were measured at various positions along the central
axis of the wind tunnel, as can be seen in Fig. 4, which shows a schematic of the location of the different
sensors installed in the wind tunnel. On the other hand, a set of nine thermo-hygrometers was used to record
the temperature and relative humidity distribution in a measurement cross section. Tms and φms refer to the
average temperature and relative humidity at the measurement section. Finally, a hot-wire anemometer was
used to measure the airflow peak velocity (va) at the centre of the wind tunnel. By means of a calibration test
of the air flow through the tunnel, an experimental correlation was obtained to determine the mean velocity and
the volumetric flow rate from this central peak velocity.

Table 2 shows the technical specifications and accuracy of the test bench probes used in both the wind
tunnel calibration tests and during the experimental characterization tests of the ultrasonic spray atomiser.
All measurements were recorded with a Keysight DAQ970A data acquisition unit incorporating two Keysight
DAQM901A 20-channel multiplexer modules.

In accordance with UNE-EN 13741 [11], steady-state conditions were maintained throughout the wind tunnel
tests. A maximum variation of ±0.2◦C at each of the temperature probes during a continuous measurement
recording period of 5 minutes was set as the steady-state criterion for the tests. The temperature of the water
supplied to the atomisation system was maintained in the same range of variation. Before the start of each
test, all the equipment and instrumentation is started up with a stabilisation period of at least 20 minutes during
which measurements are taken to correct the zero error of the temperature and relative humidity probes. In
order to guarantee the repeatability of the measurements, each test lasted approximately 40 minutes, during



Figure 4: Schematic layout of the ultrasonic atomisation system and location of the probes and the measuring
section in the wind tunnel.

Table 2: Specifications and characteristics of the test bench probes used during the experimental tests

Measurement Measuring device Brand Model Measuring range Output signal Accuracy

Air temperature Thermohygrometer E+E Elektronik EE210-HT6xPBFxB -20 to 80 ◦C 4±20 mA ± 0.2 ◦C
Air humidity Thermohygrometer E+E Elektronik EE210-HT6xPBFxB 0±100% RH 4±20 mA ± (1.3+0.3% RD)% RH
Air temperature Thermohygrometer E+E Elektronik EE210-HT6xPCxx -20 to 80 ◦C 4±20 mA ± 0.2 ◦C
Air humidity Thermohygrometer E+E Elektronik EE210-HT6xPCxx 0±100% RH 4±20 mA ± 2.5% RH
Air flow velocity Anemometer E+E Elektronik EE65-VCD02 0±20 m/s 4±20 mA ± (0.2 m/s + 3% RD)

Air flow rate Flow hood balometer Testo 0563 4200 40±4000 m3/h USB port ± (12 m3/h + 3% RD)
Power consump. Power quality analyzer Chauvin Arnoux 8334 USB port ± 1% RD
Water temperature RTD-Pt100 Desin ST-FFH PT100 -200 to 600◦C 4-wires ± 0.05 ◦C
Water weight Benchtop scale PCE Instruments PCE-TB 3 0±3 kg 4±20 mA ± 0.1 g

which measurements were taken every 7 seconds.

The atomised water flow rate was determined using a gravimetric method, measuring the initial and final mass
of water supplied during each test with a benchtop scale and recording the time elapsed during the test. The
average power consumption of the ultrasonic transducers was also determined by averaging the instantaneous
power measured every 5 minutes.

3. Results and discussion

3.1. Measurement of water droplet size and spray emission speed

To determine the average size of the water droplets produced by the ultrasonic spray atomiser, a technique
of high-speed photography and subsequent digital image processing has been used, similar to the method
described by Ramisetty et al. [12]. A Pentax K-1 DSLR camera with a shutter speed of 1/8000s and a Tamron
SP AF 90 mm F2.8 Di Macro 1:1 lens were used to measure the size of the droplets produced in the ultrasonic
atomisation process. Due to the micrometric size of the droplets, it was necessary to attach an 18 cm extension
tube to the lens to achieve a higher magnification of the captured images. The lighting was performed with a
Pentax AF-360 FGZ automatic flash in TTL mode to achieve a t.5 peak duration time of approximately 1/20000
s.

Shots were taken over a reference atomiser, by placing the plume of atomised water between the lens and the
flash and using a remote shutter release. The light emitted by the flash was filtered through a honey comb and
then passed through a 3 mm grid to create a narrow illumination plane and thus reduce the number of drops
that appear in each shot, as only the drops that cross the illumination plane are captured by the camera. An
f-stop number of f/2.8 was used to provide a pronounced defocusing of the out-of-focus drops, so that some
drops are isolated from others, which simplifies further digital processing.



The pictures taken with the camera were then processed with a graphic editor to increase contrast and acu-
tance. An image analysis technique was used to measure the diameter of the droplets with both ImageJ and
Fiji software. Fig. 5 shows an example of a high-speed shutter photography in which the movement of the
droplets is frozen and diameter measurements can be made.

Figure 5: Example of a digitally processed high-speed photograph showing droplet diameter and size distribu-
tion.

The arithmetic mean diameter (D1,0) and Sauter’s mean diameter (D3,2) of the droplets produced by the ultra-
sonic atomiser have been calculated according to the following general equation of the mean diameter:
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where ni stands for the number of droplets with a diameter di .

Finally, the arithmetic mean diameter of the droplets emitted by the ultrasonic atomiser under the test conditions
is approximately D1,0 = 5.0 µm and the Sauter mean diameter is D3,2 = 5.2 µm. The uncertainty of this
measurement method was calculated by considering a ±1 pixel variation in the droplet diameter measurement
by digital image processing. Taking into account the native camera resolution of 7360×4912 pixels and the
lens magnification factor, the maximum uncertainty was estimated to be ±1.6 µm.

With this photographic technique it was also possible to measure the emission speed of the droplets generated
in the ultrasonic atomisation process. From high-speed images showing the starting sequence of the atomised
water injection (see Fig. 6), an approximate spray emission speed of 2.4 m s−1 was determined. This value is
important to be able to perform a CFD simulation of the process and to determine the boundary conditions of
the numerical model.

3.2. Thermal performance of the ultrasonic spray system

Table 3 summarises the operating conditions and configuration of the ultrasonic atomisation system in the
conducted thermal performance tests and the experimental measurements obtained by the probes.

Based on the measurements obtained, a first study of the thermal behaviour of the atomisation system was
carried out, taking into account the temperature drop reached in the air flow as it moves longitudinally through
the wind tunnel. In this case, the temperature measurements obtained by the T∞, T1, T2 and T3 probes located
on the central axis of the wind tunnel have been considered. A visual inspection of the water mist plume was
also carried out during the tests to approximately determine the degree of evaporation of the supplied water
flow, since as long as it is visible it indicates that there are still non-evaporated droplets that may be able to
produce additional evaporative cooling within the air flow.

Fig. 7 shows the results of the longitudinal evolution of the temperature drop for the three configurations of 5,
15 and 25 active atomisers and for the different levels of air flow velocity considered in the tests. These graphs



Figure 6: High-speed images showing the initial sequence of atomised water injection used to determine the
spray emission speed.

Table 3: Summary of experimental tests of thermal performance on the ultrasonic atomisation system

Test run config. va (m s−1) ṁw (kg s−1) T∞ (◦C) φ∞ (%) T1 (◦C) φ1 (%) T2 (◦C) φ2 (%) Tms (◦C) φms (%) T3 (◦C) φ3 (%)

1 5×1 0.5 9.8×10−5 29.3 54.7 27.3 65.1 28.6 55.0 28.1 60.4 28.5 56.2
2 5×1 1.0 9.8×10−5 28.8 47.3 27.9 50.5 28.0 47.4 28.3 48.7 27.9 48.9
3 5×1 1.5 9.8×10−5 28.1 60.1 27.1 65.8 27.1 62.4 27.6 62.1 27.0 64.3
4 5×1 2.0 9.8×10−5 28.8 57.0 28.0 61.0 28.0 58.2 28.4 58.4 27.9 59.5

5 5×3 0.5 2.9×10−4 29.5 54.8 25.2 79.4 25.3 75.0 26.3 73.2 24.9 81.2

6 5×3 1.0 2.9×10−4 28.7 49.4 26.9 57.7 26.8 55.4 27.2 56.4 26.5 57.3

7 5×3 1.5 2.9×10−4 29.2 53.9 27.5 62.2 27.6 58.5 28.1 58.6 27.3 60.8

8 5×3 2.0 2.9×10−4 29.6 53.0 28.3 58.8 28.3 55.7 28.6 56.7 27.9 58.7

9 5×5 0.5 4.9×10−4 29.5 45.4 22.7 85.3 23.0 78.0 24.3 73.9 24.1 75.0

10 5×5 1.0 4.9×10−4 30.9 36.3 26.3 55.4 26.2 52.5 28.5 44.1 26.8 50.4

11 5×5 1.5 4.9×10−4 29.4 40.4 26.2 53.5 26.2 50.9 27.7 46.0 26.5 52.0

12 5×5 2.0 4.9×10−4 29.2 40.7 26.8 50.6 26.7 47.7 27.9 44.7 26.8 50.2

show, as expected, that the largest temperature drops occur at lower levels of air velocity, since low velocity
leads to an increase in the residence time of the water droplets in the air, which allows a higher transfer of
sensible and latent heat between the water and the air.

For low air velocity levels (0.5±1 m s−1), the largest longitudinal temperature drop occurs in almost all cases
at probe T1, the first one downstream of the atomisation section. From that moment on, the temperature drop
of the air evolves along the tunnel, slightly decreasing its value. This effect is caused by the fact that the
volume of atomised water is more concentrated at the centre of the tunnel and, therefore, this is where the
evaporative cooling of the air is most intense, whereas at points away from the centre, the air temperature
does not decrease as much. Far away from the atomisation section, a progressive temperature equilibrium is
established in the air flow, which causes the temperature value measured at the central axis to be closer to
the average temperature of the air flow cross-section at that location. The resulting non-homogeneity in the
atomisation process is the reason for the longitudinal decrease in temperature drop observed in the graphs for
the different levels of air velocity.

On the other hand, for higher air velocities (1.5±2 m s−1) the highest temperature drop occurs at a distance
further away from the atomisation section, between the probes T1 and T2, because at these velocities the
droplets travel a longer distance before evaporating completely.

In the results for the configuration of 5 active atomisers, some anomalous behaviours are observed, such as a
sharp drop in the temperature drop at the end of the tunnel for the velocity of 0.5 m s−1. This may be due to



the lack of uniformity in the generation of atomised water, which is more pronounced the smaller the number
of active atomisers.

Figure 7: Temperature drop measured by the thermo-hygrometers located on the longitudinal axis of the wind
tunnel, as a function of the distance of the probes from the atomisation section and the velocity of the air flow.

A study of the thermal behaviour of the atomisation system was then carried out, centred on a measurement
cross-section in which a total of 9 thermo-hygrometers were installed to record the level of homogeneity of the
evaporative cooling caused in the air flow. Table 4 and Fig. 8 show the values of the temperature drop recorded
in each of the thermohygrometers that constitute the measurement section, for the three configurations of the
atomisation system (5, 15 and 25 active atomisers) and for the four levels of air flow velocity.

Table 4: Temperature drop (◦C) recorded on the 9 thermo-hygrometers located in the measuring cross-section
of the wind tunnel, as a function of the active number of atomisers and the different levels of air flow velocity.

Air flow velocity

0.5 m s−1 1 m s−1 1.5 m s−1 2 m s−1

25 atomisers

1.0 3.8 2.8 1.6 0.8 2.3 0.9 0.4 1.2 0.9 0.3 1.3
6.1 6.9 6.0 2.6 4.3 3.6 1.9 3.3 2.6 1.7 2.6 2.1
6.4 7.2 6.5 1.6 3.6 2.1 0.8 2.1 0.9 0.6 1.6 1.0

15 atomisers

0.3 0.5 0.7 1.2 1.3 0.9 0.3 0.3 1.5 0.4 0.1 1.3
3.8 4.2 4.8 2.0 1.9 2.1 1.1 1.6 1.9 0.9 1.3 1.4
4.3 5.0 4.9 1.2 2.4 1.9 1.0 1.2 1.0 0.9 1.1 1.1

5 atomisers

0.2 0.1 0.4 0.5 0.4 0.2 0.2 0.1 0.1 0.4 0.1 0.2
0.4 0.7 1.2 0.9 0.9 0.4 1.0 1.0 0.3 0.3 0.8 0.4
2.7 2.7 2.9 0.7 1.7 0.3 0.3 0.9 0.4 0.3 1.1 0.5

From the temperature drop measurements, it can be seen that, for low velocities, very significant temperature
drops are obtained in all the tests. However, as the number of active atomisers decreases, the temperature
drop registered on the upper thermo-hygrometers and those located in the central area decreases. A lack of
uniformity in the temperature drop can also be observed and, for example, the temperature drop in the upper
right area of the measurement section is usually higher than that obtained in the upper left area. This situation
may be caused by non-uniform atomisation of water or also by the development of turbulent vortices in the air
flow. For all three configurations of the atomisation system, as the velocity increases, the temperature drop in
the measurement section decreases, because the air mass flow rate is higher.

Fig. 9 shows a comparison of the calculated average values of the evaporative cooling efficiency or saturation
efficiency (ηsat ) and the wet bulb depression (WBD) for the three configurations of the atomisation system and



Figure 8: Contour plot of data presented in Table 4.

as a function of different air flow velocities. The saturation efficiency and the wet bulb depression have been
calculated from the following expressions:

ηsat =
ωms − ω∞

ω∗

s − ω∞

=
T∞ − Tms

WBD
(2)

WBD = T∞ − Twb (3)

Figure 9: Comparison of the saturation efficiency (ηsat ) and the wet bulb depression (WBD) for the three
configurations of the atomisation system and as a function of different air flow velocities.

In Fig. 9 we can see that for high air flow velocities (1.5 m s−1 and 2 m s−1) the results are very similar in the
configurations of 25 and 15 atomisers. However, the saturation efficiency alone may be insufficient to obtain
a clear interpretation of the evaporative cooling phenomenon taking place and it is necessary to include in
the graph the wet bulb depression, which represents the largest possible temperature drop, i.e., the difference
between the dry bulb temperature of the incoming air and its wet bulb temperature. Thus, if we compare the
configurations of 15 and 25 atomisers for high air flow velocities we can see that, although they have a very
similar saturation efficiency, as the web bulb depression is higher in the case of 25 atomisers, this implies that
the temperature drop will also be higher for the configuration of 25 atomisers.



Finally, Fig. 10 shows a comparative study for the configuration of 25 atomisers of the evaporative cooling
achieved in the measurement cross-section with respect to the maximum cooling that could be obtained if
the entire flow of atomised water were evaporated before reaching the measurement cross-section. For this
study, a novel performance indicator called evaporated water efficiency (ηevap) was considered, that denotes the
extent to which the temperature in a particular region of the air flow (Tms) approaches the minimum temperature
(Tmin) that would be reached if all the atomised water evaporates, defined as:

ηevap =
T∞ − Tms

T∞ − Tmin

=
T∞ − Tms

ṁw hfg

ṁacpma

=
1

rw

cpa + ωacpv

hfg

(T∞ − Tms) (4)

Figure 10: Comparative study of the saturation efficiency and the evaporated water efficiency for the config-
uration of 25 atomisers. Values close to ηevap = 100% indicate a more uniform distribution of the evaporative
cooling effect.

The evaporated water efficiency can be used to identify the operating conditions of the atomisation system that
lead to the most uniform and homogeneous evaporative cooling (ηevap = 100%) throughout the air flow, with
complete utilisation of the supplied water.

4. Conclusions

In this article, an experimental study of the operating conditions and thermal behaviour of an ultrasonic atom-
isation system for evaporative pre-cooling of the inlet air of a condenser in air conditioning applications has
been carried out.

Firstly, a measurement of the water droplet size and the emission speed of the atomiser was conducted using
a high-speed photography technique and digital image processing to determine the average size of the water
droplets produced by the ultrasonic atomiser and the emission speed of the atomiser. As a result, it has been
obtained that the arithmetic mean diameter of the droplets emitted by the ultrasonic atomiser under the test
conditions is approximately D1,0 = 5.0 µm, the Sauter mean diameter is D3,2 = 5.2 µm, and the approximate
spray emission speed is 2.4 m s−1.

An experimental study of the thermal behaviour of the atomisation system was then carried out in a wind
tunnel to determine the longitudinal and transversal evolution of the temperature drop, specific humidity and
saturation efficiency at different locations along the central axis of the wind tunnel and at a specific cross-
section downstream of the atomisation section. The results of this study have provided information on the
configurations of the atomisation system and the air flow velocities that provide the greatest potential of pre-
cooling.

A maximum temperature drop of 7.2°C was obtained for a configuration of 25 atomisers and 0.5 m s−1 at
the temperature probe T1, located at 131.5 cm from the atomisation section. Under the same operating con-



ditions, the maximum saturation efficiency, calculated from the 9 thermo-hygrometers in the measurement
cross-section, was 58.7% and the wet bulb depression value was 8.8◦C.

It has been noticed that the lowest air velocities lead to the highest saturation efficiencies in the measurement
cross-section. Furthermore, it has been found that for velocities of 0.5 m s−1 and 1 m s−1, and for a con-
figuration of 25 atomisers, the supplied water is almost completely evaporated when the air flow reaches the
measurement cross-section, located 164.5 cm downstream of the atomisation section.

Finally, it has been found that the evaporative cooling process is not homogeneous throughout the air flow
under many operating conditions, so a new performance indicator called evaporated water efficiency (ηevap)
has been defined to specifically evaluate this phenomenon.

From the results of this study, it is concluded that an ultrasonic atomisation system is a promising alternative to
conventional evaporative cooling systems that can be used to pre-cool the incoming air flow into a condenser
with the following advantages: no pressure loss in the air flow; no maintenance, cleaning or replacement of
evaporative pads and no accumulation of salts; no recirculation or storage of a large volume of water. However,
there are a number of issues that still need to be addressed in future research, such as optimising the energy
consumption of the ultrasonic transducers and increasing the evaporation rate of the droplets to reduce the wet
length and reduce the potential impact of droplets on the condenser heat exchanger. A final issue to be solved
is the optimisation of the atomised water distribution to ensure a more homogeneous pre-cooling throughout
the air flow.
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Nomenclature

cpa specific heat at constant pressure of dry air, J kg−1 K−1

cpv , specific heat at constant pressure of water vapour, J kg−1 K−1

D1,0 , arithmetic mean diameter, m

D3,2 , Sauter mean diameter, m

hfg , enthalpy of vaporization, J kg−1

ṁa , inlet air mass flow rate at wind tunnel, kg s−1

ṁw , mass flow rate of spray atomisers, kg s−1

rw , water mist to air mass flow ratio

T , dry bulb temperature, ◦C

Twb , wet bulb temperature of moist air, ◦C

va , air flow velocity, m s−1

Greek symbols

ηevap , evaporated water efficiency

ηsat , saturation efficiency

ω , humidity ratio of moist air, kgw kg−1
a

ω∗

s , humidity ratio of saturated moist air evaluated at Twb, kgw kg−1
a

φ , relative humidity

Subscripts and superscripts

a air

∞ , ambient conditions

ma , moist air



ms , measurement section

v , water vapour

w , water

wb , wet bulb

Abbreviations

CFD , computational fluid dynamics

COP , coefficient of performance

PCB , printed circuit board

WBD , wet bulb depression
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[8] MartÂınez P, Ruiz J, ÂIñigo MartÂın, Lucas M. Experimental study of an ultrasonic mist generator as an
evaporative cooler. Applied Thermal Engineering. 2020;181:116057. Available from: https://www.

sciencedirect.com/science/article/pii/S1359431120335377.

[9] MartÂınez P, Ruiz J, MartÂınez PJ, Kaiser AS, Lucas M. Experimental study of the energy and exergy
performance of a plastic mesh evaporative pad used in air conditioning applications. Applied Thermal
Engineering. 2018;138:675 685. Available from: http://www.sciencedirect.com/science/article/

pii/S1359431117378225.

[10] Ruiz J, Cutillas CG, Kaiser AS, Zamora B, Sadafi H, Lucas M. Experimental study on pressure loss and
collection efficiency of drift eliminators. Applied Thermal Engineering. 2019;149:94 104. Available from:
http://www.sciencedirect.com/science/article/pii/S1359431118355388.

[11] UNE-EN 13741:2004 Thermal performance acceptance testing of mechanical draught series wet cooling
towers. Spanish Standardization; 2004.

[12] Ramisetty K, Pandit A, Gogate P. Investigations into ultrasound induced atomization. Ultrasonics sono-
chemistry. 2012 05;20:254-64.

http://www.sciencedirect.com/science/article/pii/S1359431116300175
http://www.sciencedirect.com/science/article/pii/S1359431116300175
http://www.sciencedirect.com/science/article/pii/S0140700717304012
http://www.sciencedirect.com/science/article/pii/S0140700717304012
http://www.sciencedirect.com/science/article/pii/S1359431116321895
http://www.sciencedirect.com/science/article/pii/S1359431116321895
http://www.sciencedirect.com/science/article/pii/B9780081005163000095
http://www.sciencedirect.com/science/article/pii/S1364032115016056
http://www.sciencedirect.com/science/article/pii/S1364032115016056
http://www.sciencedirect.com/science/article/pii/S1350417719308995
http://www.sciencedirect.com/science/article/pii/S1350417719308995
https://www.mdpi.com/1996-1073/13/11/2971
https://www.mdpi.com/1996-1073/13/11/2971
https://www.sciencedirect.com/science/article/pii/S1359431120335377
https://www.sciencedirect.com/science/article/pii/S1359431120335377
http://www.sciencedirect.com/science/article/pii/S1359431117378225
http://www.sciencedirect.com/science/article/pii/S1359431117378225
http://www.sciencedirect.com/science/article/pii/S1359431118355388


PROCEEDINGS OF ECOS 2023 - THE 36TH INTERNATIONAL CONFERENCE ON

EFFICIENCY, COST, OPTIMIZATION, SIMULATION AND ENVIRONMENTAL IMPACT OF ENERGY SYSTEMS

25-30 JUNE 2023, LAS PALMAS DE GRAN CANARIA, SPAIN

Comparison between an artificial neural network and
Poppe’s model for wet cooling tower performance

prediction in CSP plants

Pedro Navarroa, Juan Miguel Serranob, Lidia Rocab, Patricia Palenzuelab, Manuel
Lucasc and Javier Ruizc

a Technical University of Cartagena, Dr. Fleming, s/n, 30202 Cartagena, Spain
b CIEMAT-Plataforma Solar de Almerı́a-CIESOL, Ctra. de Senés s/n, 04200 Tabernas, Almerı́a, Spain

c Miguel Hernández University of Elche, Avda. de la Universidad, s/n, 03202 Elche, Spain, j.ruiz@umh.es, CA

Abstract:

The efficiency of a Concentrated Solar Power (CSP) plant strongly depends on the temperature at what the
steam is condensed. To date, the conventional systems used to remove the heat from CSP plants are either
water (wet) or air-cooled (dry). The use of wet cooling in CSP plants results in the best plant performance.
This efficiency increase, however, comes at a high cost: huge water use. This fact is crucial since CSP plants
are, in general, located in arid areas where water is scarce. Dry cooling eliminates the water use but suffers
from lower efficiency when ambient air temperature is high. Those hot periods are often the periods of peak
system demand and higher electricity sale price. A combined cooling system (combination of dry and wet
cooling) offers the advantages of each process in terms of lower water consumption and higher electricity
production. The ultimate goal of this research is to model and optimise the performance of a CSP plant
operating alongside with a combined cooling system in terms of water consumption and net power generation.
This paper focuses on the wet cooling tower modelling validated with experimental data from a pilot plant.
In this sense, two different models are compared: the Poppe model and an artificial neural network (ANN).
Both models are compared in terms of performance prediction (water outlet temperature and water use),
experimental requirements and applications. Although both models are reliable (for outlet water temperature,
R2 = 0.97 and RMSE= 1.01◦C with the ANN, and R2 ≈ 1 and RMSE< 0.36◦C for with the Poppe model), it
was found that depending on the variable, each model had its strengths and weaknesses.
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1. Introduction

Concentrated Solar Power (CSP) plants use mirrors to concentrate the sun’s energy to drive steam turbines
that create electricity. This technology currently represents a minor part of renewable energy generation in
Europe. Only approximately 5 GW are installed globally (of which 2.3 GW in Europe, concentrated in Spain).
However, the potential for growth is significant given the capability of CSP to provide renewable electricity when
needed, unlike other technologies that are dependent on the availability of the energy source. This dispatcha-
bility is possible thanks to in-built energy storage and enables plants to respond to peaks in demand, continue
production even in the absence of sunlight, and provide ancillary services to the grid. According to the Interna-
tional Energy Agency forecasts, CSP has a huge potential in the long term, ranging from the 986 TWh by 2030
up to 4186 TWh by 2050 according to the Sustainable Development hi-Ren scenario (Energy Technology Per-
spectives 2014), meaning CSP will account for 11% of the electricity generated worldwide and 4% in Europe.
As the technological leader in the sector, the EU has much to gain from such expansion. To remain a global
leader, the European industry needs to stay ahead with more advanced, competitive technologies. CSP plants
are, in general, located in arid areas, where water is scarce. The efficiency of these plants strongly depends
on the temperature at what the steam is condensed. To date, the conventional systems used to remove the
heat from CSP plants are either water (wet) or air-cooled (dry). The lowest attainable condensing temperature
is the wet-bulb temperature (wet system). This efficiency increase comes at a high cost: huge water use. Dry
cooling eliminates the water use but suffers from lower efficiency when ambient air temperature is high. Those
hot periods are often the periods of peak system demand and higher electricity sale price.

There are different types of innovative cooling systems that can reduce the water consumption: those that
integrate the dry and wet cooling systems into the same cooling device, which are called hybrid cooling systems
[1±3] and those that combine a dry and a wet cooling system, which are called combined systems. In the last
case, different configurations can be found.The most proposed in the literature is the one considering an Air



Cooled Condenser (ACC) in parallel with a Wet Cooling Tower (WCT) [4, 5]. In this case, the exhaust steam
from the turbine is condensed either through the ACC or through a surface condenser coupled with the WCT.
Another configuration, recently proposed in Palenzuela et al. [6] is a wet and a dry cooling tower (type air
cooled heat exchanger) sharing a surface condenser. In this case, the exhaust steam from the turbine is
condensed through the surface condenser and the heated cooling water is cooled either through the WCT
or through the dry cooling tower. Combined systems are the most suitable option for a flexible operation as a
function of the ambient conditions, allowing to select the best operation strategies to achieve an optimum water
and electricity consumption [7]. To optimise the operation of this kind of refrigeration systems, modelling each
one of its components is required as a first step.

Regarding WCT modelling, two kind of models can be distinguished: those based on physical equations
and black-box model such as artificial neuronal networks (ANN). The analysis of wet cooling towers through
modelling (physical equations) has its origin in [8], where the theory for the performance evaluation of wet
cooling towers was developed. The author proposed a model based on several critical assumptions to reduce
the solution of heat and mass transfer in wet-cooling towers to a simple hand calculation. Because of these
assumptions, however, the Merkel method does not accurately represent the physics of the heat and mass
transfer process in the cooling tower. Bourillot [9] stated that the Merkel method is simple to use and can
correctly predict cold water temperature when an appropriate value of the coefficient of evaporation is used.
In contrast, it is insufficient for the estimation of the characteristics of the warm air leaving the fill and for the
calculation of changes in the water flow rate due to evaporation. These quantities are important to estimate
water consumption and to predict the behaviour of plumes exiting the cooling tower. Jaber and Webb [10]
developed the equations necessary to apply the effectiveness-NTU method directly to counterflow or crossflow
cooling towers. This approach is particularly useful in the latter case and simplifies the method of solution
when compared to a more conventional numerical procedure. The effectiveness-NTU method is based on the
same simplifying assumptions as the Merkel method. Poppe and RÈogener [11] developed the Poppe method.
They derived the governing equations for heat and mass transfer in a wet cooling tower and did not make any
simplifying assumptions as in the Merkel theory. Predictions from the Poppe formulation result in values of
evaporated water flow rate that are in good agreement with full scale cooling tower test results. In addition, the
Poppe method predicts the water content of the exiting air accurately.

Although the theoretical analysis of WCT has demonstrated successful results with not excessive complexity,
black box models based on experimental data are also available in the literature. Numerous authors have
designed ANN models for WCT with different objectives, such as performance prediction, simulation and opti-
misation. One of the first works in this area is the one described in [12] where an ANN model was developed
to predict the performance of a forced-counter flow cooling tower at lab scale. In this case, the input variables
were the dry bulb temperature, relative humidity of the air stream entering the tower, the temperature of the
water entering the tower, the air volume flow rate and the water mass flow rate. The outputs of this model were
the heat rejection rate at the tower, the mass flow rate of water evaporated, the temperature of the water at the
tower outlet and the dry bulb temperature and relative humidity of the air stream leaving the tower. The results
obtained with a 5-5-51 ANN demonstrated that cooling towers at lab-scale can be modelled using ANNs within
a high degree of accuracy. At lab-scale there are also ANN models for Natural Draft Counter-flow Wet Cooling
Towers (NDWCT) such as the one proposed by [13]. In this case, the authors used a 4-8-6 ANN structure and
considered some additional variables, such as air gravity, wind velocity, heat transfer coefficients and efficiency
as outputs. All these works at lab-scale can be useful to validate the model development methodology but
may fail predicting the performance of WCT at larger scale. In this sense, special attention deserves the study
carried out by [14] where an 8-14-2 ANN model was proposed to predict the performance (the cooling number
and the evaporative loss proportion) of NDWCTs at commercial scale. The model is based on 638 sets of
field experimental data collected from 36 diverse NDWCTs used in power plants. It is a very challenging work
since it covers samples from a wide range of tower sizes and capacities but the results show that the Mean
Relative Error (MRE) is below 5%. From the ANN models found in the literature, it can be concluded that
these computational models are able to predict WCT performance with satisfactory results, but it is necessary
to deepen and reflect when it is convenient to develop models of this type or to use others, either based on
experimental data or based on physical equations. In the literature, comparisons between ANN and Response
Surface Methodology (RSM) models for WCT can also be found [15], such as the case of where ANN model
is compared with one obtained with the RSM. Although the results obtained show that ANN model predictions
are better than RSM model, the study is based on data from a WCT lab-scale system, with only one output
(the cooling temperature) and no ambient conditions variability.

Based on the previous discussion, the ultimate goal of this research is to optimise the operation of combined
cooling systems integrated into CSP plants in terms of water consumption avoiding a penalty in the plant
performance . This paper presents a comparison between the Poppe model (based on physical equations) and

1The notation n1-...-nl represents the architecture of the ANN model, where l is the number of layers and ni are the nodes in each one
of the layers.



a model based on an ANN for performance evaluation of wet cooling towers. For the calibration of the physical
model and for the development of the neural network model, experiments have been performed in a 200 kWth

WCT integrated into a combined cooling system pilot plant, located at Plataforma Solar de AlmerÂıa (PSA).
The comparison between models not only evaluates the outputs accuracy obtained with both models, but also
discusses other aspects such as required inputs/outputs and parameters, minimal number of experiments and
possibility of applying these models for different purposes.

This paper is organised as follows: section 2. contains the description of the experimental facility, the math-
ematical modelling, and the experimental procedure for the performance tests. Next, the results obtained in
the tests are presented and discussed in section 3. Finally, the the most important findings of the research are
summarised in section 4.

2. Methodology

2.1. Description of the pilot plant

The pilot plant of combined cooling systems located at PSA (see the layout in Figure 1) consists of three
circuits: cooling, exchange and heating. In the cooling circuit (see a picture in Figure 2), refrigeration water
circulating inside the tube bundle of a Surface Condenser (SC) can be cooled through a Wet Cooling Tower
and/or a Dry Cooling Tower (type Air Cooled Heat Exchanger), both with a designed thermal power of 204 kWth.
In the exchange circuit, a saturated steam generator of 80 kWth (on the design point), generates steam at dif-
ferent pressures (in the range between 82 and 200 mbar), which is in turn condensed in the surface condenser
that has a thermal power at design conditions of 80 kWth. In this way, the steam transfers its latent heat of
condensation to the refrigeration water, that is heated. Finally, in the heating circuit, a solar field with a thermal
power of 300 kWth at the design point, provides the energy source required by the steam generator, in the form
of hot water. It is a unique, very flexible, fully instrumented and versatile facility, able to operate in different
operation modes: series and parallel mode, conventional dry-only mode (all water flow is cooled through the
dry cooling tower) and wet-only mode (all water flow is cooled through the wet cooling tower). For this work,
the wet-only operation mode has been used, in which the cooling water (FT-003) is pumped by Pump 1 from
the basin of the WCT to the surface condenser, circulating through Valve 2 position I up to the entrance of the
WCT where water is sprayed. The velocity of air going through the tower is regulated by variable frequency
drive (SC-001). The water losses by evaporation in the tower are replaced by demineralised water (FT-004)
when the basin level decreases. The sensors used in this operation mode and their characteristics in terms of
errors are shown in Table 1.

Figure 1: Layout of combined cooling systems pilot plant at PSA.

2.2. Experimental campaign

As mentioned in section 1., two models have been developed for performance evaluation of a WCT: the Poppe
model (based on physical equations) and ANN (based on experimental data). With the aim of calibrating and
validating both models, 19 experimental tests were performed at the combined cooling pilot plant located at
PSA. The physical model focuses on the calculation of the Merkel number, which according to the literature
depends on the water-to-air mass flow ratio (ṁw/ṁa). Therefore, the experimental camping has been designed
to cover different water-to-air mass flow ratios. This criterion is also valid with the neural network model, since
varying ṁw/ṁa allows obtaining different operating points, which helps in collecting information from different



Figure 2: Picture of the cooling circuit in the combined cooling pilot plant at PSA.

Table 1: Characteristics of instrumentation (a value of the temperature in ◦C, b of reading, c full scale, d mean
value).

Measured variable Instrument Range Measurement uncertainty

Water temperature, TT-001, TT-006 Pt100 0 - 100◦C 0.3 + 0.005·T a

Cooling water flow rate, FT-001 Vortex flow meter 9.8 - 25 m3/h ± 0.65% o.r.b

Water flow rate, FT-004 Paddle wheel flow meter 0.05 - 2 m3/h ± 0.5% of F.Sc + 2.5% o.r

Ambient temperature Pt1000 -40 - 60◦C ± 0.4 @20◦C

Relative humidity Capacitive sensor 0 - 98% ± 3 % o.r @20◦C

Air velocity Impeller anemometer 0.1-15 m/s ± 0.1 m/s + 1.5% m.v.d

scenarios that can occur in tower. At the experimental facility, ṁw/ṁa can be modified in two ways, with Pump
1 (ṁw ) and with the fan frequency SC-001 (ṁa). Both variables were varied within the allowable range for plant
operation. In the case of the water flow, it ranged from 8 to 22 m3/h. The air mass flow rate was modified
by changing the frequency from 12.5 to a maximum of 50 Hz. Therefore, the experimental values of ṁw/ṁa

obtained were in the range 0.5-5. The thermal load was ≈ 170 kWth in all tests conducted.

The standards UNE 13741 ªThermal performance acceptance testing of mechanical draught series wet cooling
towersº [16] and CTI ªAcceptance Test Code for Water Cooling Towersº [17] were taken as a reference to
evaluate that stationary conditions were achieved during the tests, in which it is established that the duration
of the test should not be less than one hour. During the test, the maximum deviation of circulating (or cooling)
water flow rate, heat load and range cannot be more than 5%. For the wet-bulb temperature and dry-bulb
temperature, the linear least-squares trends should not exceed 1◦C and 3◦C, respectively. Both variables shall
not have a deviation greater than ±1.5◦C and ±4.5◦C, respectively. Finally, it must be verified that the average
wind velocity did not exceed 4.5 m/s throughout the test and punctually (for a minute) the 7 m/s.

2.3. Modelling

The models presented in this section have been developed to predict two main outputs, the water temperature
at the outlet of the WCT, Twct ,out , and the water consumption, ṁwct ,lost . As inputs, both models require five
variables: the cooling water flow rate (ṁw ), inlet water temperature (Twct ,in), ambient temperature (T∞), ambient
relative humidity (φ∞) and the frequency level of the fan (ffan) (or the air mass flow rate2 (ṁa).

2.3.1. Poppe model

The well-known Merkel number is accepted as the performance coefficient of a wet cooling tower, [18]. This
dimensionless number is defined in Equation 1, and it measures the degree of difficulty of the mass transfer
processes occurring in the exchange area of a cooling tower.

2ANN uses as input f whereas Poppe’s model uses ṁa.



Me =
hDav V

ṁw
, (1)

where the variables and parameters involved are described in the Nomenclature Section.
The Merkel number can be calculated using the Merkel and Poppe theories for performance evaluation of
cooling towers. The Merkel theory [8] relies on several critical assumptions, such as the Lewis factor (Le)
being equal to 1, the air exiting the tower being saturated with water vapour and neglecting the reduction of
water flow rate by evaporation in the energy balance. For this reason, the Poppe theory [11] is usually preferred.
In this theory, the authors derived the governing equations for heat and mass transfer in the transfer region
of the cooling tower (control volume shown in Figure 3, one dimensional problem). The detailed derivation
process and simplification of the previously-mentioned governing equations can be found in [18]

dz

ṁw + dṁw

hw + dhw

ṁw , hw

ṁa (1 + ω + dω)

h + dh

ṁa (1 + ω), h

dṁw = hD (ωsw
− ω) dA

hC (Tw − T ) dA

Figure 3: Control volume in the exchange area of a wet cooling tower for counterflow arrangement.

According to the Poppe theory, the major following equations for the heat and mass transfer are obtained:
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=
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]
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d Me

dTw
=

cpw

(hsw
− h) + (Le−1) [(hsw

− h) − (ωsw
− ω) hv ] − (ωsw

− ω) hw
(4)

where Me in Equation 4, is the Merkel number according to the Poppe theory. The above described governing
equations can be solved by the fourth order Runge-Kutta method. Refer to [18] for additional information
concerning the calculation procedure.

2.3.2. Neural Network model

Machine learning algorithms are unique in their ability to obtain models and extract patterns from data, without
being explicitly programmed to do so. They are more effective with large volumes of data but can also be
applied for steady state modelling with fewer information. Artificial neural networks are part of this set of
algorithms and, as the name suggests, have a behaviour similar to biological neurons. Its structure is formed
by a succession of layers, each one composed by nodes (or neurons) and receiving as input the output of the
previous layer. With this input a calculation is performed and its output is fed as the input for the subsequent
layers.

The training process was done making use of the Neural Network Toolbox of MATLAB, using the Lavenberg-
Marquardt BP algorithm [19]. Several ANN architectures were tested varying the number of hidden layers
between 1 and 2 and the number of neurons in each layer between 1 and 10. The transfer function adopted in
the hidden layers was the logsig, whereas the one employed in the output layer was the purelin. The optimal
architecture was selected according to the performance function (Mean Square Error, MSE).

2.4. Procedure

Figure 4 schematically depicts the steps taken to perform the comparison procedure. Different tests are carried
out with a variety of values in the system inputs (mainly cooling water mass flow rate and fan speed), while
the system timeseries outputs are monitored and stored. The processing of the experimental data is done
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Figure 4: Methodology scheme for experimental procedure and model calibration and evaluation.

as mentioned in subsection 2.2., when the plant achieves steady state conditions according to UNE 13741
specifications.

Once the experimental campaign is done and the steady state operation points identified, different case studies
are presented. Each case study takes the available operation points and divides them in two subsets: one is
used for calibration/training of the modelling approaches and the second one for testing their performance. The
case studies start with a low amount of points selected for training while the remaining are used for validation
and increase up to a maximum, to have a minimum of 5 points for validation.

The performance metrics used to evaluate the fitness of the models to the experimental data are the Root
Mean Square Error (RMSE) and R-squared (R2). RMSE is a statistical measure of the difference between the
values predicted by a model and the observed values. It is calculated as the square root of the mean of the
squared differences between the predicted and observed values:

RMSE =

√

√

√

√

1

N

N
∑

i=1

(yi − ŷi )2

where yi is the measurement variable for the i − th data point, ŷi is the estimated value of the same variable
and N is the number of data points.

R-squared [20] is a statistical measure that represents the proportion of the variance in the predicted variable
that can be explained by the independent variable in a regression model, the measured output in this case,
with value equal to 1 indicating the best fit. It is calculated as follows:

R2 = 1 −

n
∑

i=1

(yi − ŷi )
2

n
∑

i=1

(yi − Åy )2

,

where Åy is the mean value of the experimental values.

3. Results and discussion

Table 2 shows the average values of the variables required by both models, which were obtained from the
experimental campaign described in subsection 2.2.. As can be observed, the range of air and water mass



flow rates are 1.16-4.32 kg/s and 2.17-6.15 kg/s, respectively. Regarding the environmental conditions, these
were quite similar for all tests: high ambient temperatures (ranging between 32◦C and 41◦C), and low ambient
relative humidities (between 13% and 40%) since it was carried out during the summer season. The table also
lists the output variables: Twct ,out and ṁwct ,lost .

Table 2: Averaged values in the experimental test runs.

Test Qpump (m3/h) ffan(%) T∞ ( ◦C) φ∞ (%) Twb∞
(◦C) Twct ,in ( ◦C) Twct ,out ( ◦C) ṁa (kg/s) ṁw (kg/s) ṁwct ,lost (kg/s)

1

≈8

12.5 33.31 39.58 22.53 48.88 34.79 1.193 2.173 0.050

2 15 35.05 32.38 22.16 46.87 32.95 1.481 2.176 0.081

3 50 36.02 29.94 22.23 43.74 25.43 4.248 2.170 0.091

4

≈9

25 36.76 14.76 18.39 42.56 26.74 2.636 2.449 0.073

5 37.5 36.59 17.43 19.11 39.58 23.74 3.668 2.445 0.080

6 50 34.77 18.46 18.30 39.15 22.26 4.248 2.445 0.092

7

≈12

12.5 40.50 13.11 19.97 46.85 36.94 1.157 3.263 0.058

8 25 39.75 12.97 19.50 40.30 28.42 2.588 3.272 0.075

9 37.5 36.93 22.39 20.79 38.13 26.25 3.648 3.266 0.097

10 50 35.79 16.13 18.24 35.34 23.32 4.319 3.268 0.087

11 50 34.40 23.07 19.32 35.82 23.79 4.312 3.267 0.084

12

≈18

12.5 34.69 32.55 21.94 46.53 39.44 1.177 4.895 0.058

13 25 33.57 27.24 19.83 38.37 30.15 2.619 4.914 0.071

14 37.5 35.66 25.14 20.71 35.39 27.57 3.637 4.942 0.075

15 50 33.53 29.29 20.30 34.50 26.27 4.292 4.940 0.086

16

≈22

12.5 32.84 38.77 21.99 46.25 40.57 1.186 6.096 0.057

17 25 34.25 16.50 17.42 36.41 29.81 2.596 6.127 0.072

18 37.5 35.99 16.91 18.59 33.54 27.04 3.651 6.133 0.078

19 50 35.80 14.73 17.83 31.30 24.87 4.302 6.147 0.085

3.1. Poppe model

Figure 5 shows the variation of the Merkel number as a function of the water-to-air mass flow ratio (ṁw/ṁa)
for two case studies. It can be seen that the expected trend is observed: decreasing Me for increasing ṁw/ṁa

values (linear trend on log-log scale).
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Figure 5: Experimental results for the Me number as a function of ṁw/ṁa.

The model based on the physical equations (Merkel number) can be obtained by correlating the values of
Me with the water-to-air mass flow ratio as an independent variable, described by an equation of the form
Me = c (ṁw/ṁa)

−n
. Constants c and n in the previous equation have been calculated for the different case

studies. In the Case 1, only 2 tests are considered for the fit (solid red line in Figure 5). Subsequently, more



Table 3: Comparison of results and parameters for each case study between an ANN model and a physical
model based on Poppe equations.

Case

studies

Train

set size

Test

set size

ANN Poppe

Topology
Twct ,out ṁwct ,lost Params Twct ,out ṁwct ,lost

RMSE (◦C) R² RMSE (l/min) R² c n RMSE (◦C) R² RMSE (l/min) R²

1 2 17 5-4-2 5.23 -0.19 0.73 -0.01 1.663 -0.806 0.33 1.00 0.75 -0.06

2 3 16 5-2-2 5.35 -0.19 0.77 -0.06 1.651 -0.817 0.29 1.00 0.78 -0.09

3 4 15 5-5-2 2.11 0.83 0.47 0.62 1.595 -0.850 0.30 1.00 0.84 -0.19

4 5 14 5-5-2 2.03 0.85 0.56 0.50 1.618 -0.823 0.29 1.00 .085 -0.14

5 6 13 5-2-2 1.13 0.95 0.61 0.43 1.631 -0.802 0.31 1.00 0.84 -0.10

6 7 12 5-3-2 1.45 0.93 0.43 0.67 1.631 -0.802 0.32 1.00 0.75 0.00

7 8 11 5-10-2 1.67 0.91 0.46 0.66 1.629 -0.803 0.33 1.00 0.78 0.01

8 9 10 5-2-2 1.74 0.91 0.46 0.65 1.635 -0.790 0.35 1.00 0.76 0.06

9 10 9 5-10-2 1.69 0.91 0.49 0.62 1.640 -0.786 0.37 1.00 0.77 0.06

10 11 8 5-10-2 2.01 0.88 0.54 0.36 1.652 -0.769 0.41 1.00 0.81 -0.43

11 12 7 5-5-2 2.41 0.85 0.44 0.62 1.648 -0.776 0.32 1.00 0.55 0.40

12 13 6 5-5-2 2.72 0.81 0.47 0.59 1.636 -0.793 0.32 1.00 0.51 0.51

13 14 5 5-10-2 1.01 0.97 0.25 0.85 1.647 -0.804 0.36 1.00 0.55 0.31

tests are progressively added for the fit, up to a total of 14 tests in Case 13 (green series). These data are
presented in Table 3.

As can be seen in the Figure 5 and in Table 3, the fit is practically the same for cases 1 and 13. This sug-
gests that not much tests will be needed to get a reliable model of the tower. To evaluate the goodness of the
correlation, the differences between the data calculated with these correlations and those measured experi-
mentally for the outlet water temperature and water consumption of the tower can be verified. The results of
the comparison for both models is presented in subsection 3.3..

3.2. ANN

In Table 3 - Topology column, the configuration of the best obtained networks for each case study are shown.
In the first case study, the data available for training the neural network were too sparse to obtain significant
results, but it was still done to show the strengths of the model based on the first principle. More interesting
results are obtained for the latter case studies that make use of more data for its training, even though better
results could be obtained with a more extensive campaign and thus obtaining more points to work with. For
all of them, one hidden layer was always the best design, which is in accordance with results from literature
[12±15] since there is not enough data to adjust a more complex ANN. Also, the number of neurons tends to
be low, though the most performant networks make use of a higher number of neurons in the hidden layer (10).
As expected, the optimal network, considering as optimal the one that performs best with the available data,
is the one using the maximum amount of available data for training, while leaving enough points for testing. A
high error is obtained for the scarce available data networks.

Detailed parameters for the best obtained model are shown at Table 4. It is composed of five inputs, one
hidden layer containing ten neurons, and two outputs. It is a feedforward neural network (FFNN) that can be
described as 5-10-2 and its predicted output expression is: Ŷ = Φ(2)(LW(1)Φ(1)

(

IW(1)x + b(1)

)

+ b(2)), where
Φi is the layer i transfer function, b the bias matrices, LW and IW are the layer weight matrices (output and
input respectively), x is the network input and Ŷ . The subscripts corresponds with the notation used in the table.

3.3. Comparison between both approaches: prediction, abilities and requirements

3.3.1. Prediction

Table 3 shows the results obtained with both models. Each row shows a case study, which corresponds to
a number of data used for the training (or calibration) of the models. As one progresses through the case
studies, the number of data used for calibration increases. For each case the performance metrics (RSME

and R2) are calculated. Looking at the case of study with the best results (case study 16), the error obtained
in the prediction of the water outlet temperature (Twct ,out ) is almost null using the Poppe model (R2 ≈ 1 and
RMSE = 0.36◦C) whereas the error with ANN model is slightly higher (R2 = 0.97 and RMSE = 1.01◦C). This
comparison is also observed in Figure 6 (b), where the perfect fit is depicted together with the results obtained
with both models. On the contrary, in the case of the water consumption, the results with the ANN model are
better than those provided by Poppe’s model, being the RMSE with ANN model less than half that obtained
with Poppe’s model (0.25 to 0.55 l/min). This is because Poppe’s model predicts the water lost by evaporation
during the process, but it does not consider the water lost as drift (emission of droplets into the atmosphere)
nor other losses such as windage , splash-out, leaks or overflow.



Table 4: Best performing network parameters.

Input weight matrix IW
(10x5)
(1) =









































0.0016 0.0418 0.1239 0.1353 −0.1324

0.0011 −0.0348 −0.1022 −0.1104 0.1098

0.0064 −0.0066 −0.0297 −0.0294 0.0334

−0.0015 0.0252 0.0697 0.0740 −0.0748

−0.0056 0.0109 0.0389 0.0394 −0.0430

0.0035 0.0454 0.1362 0.1494 −0.1452

0.2361 0.1815 0.4889 0.3339 −0.4397

0.0209 0.0641 0.1763 0.1930 −0.1823

−0.0079 −0.0505 −0.1457 −0.1602 0.1539

0.0024 −0.0319 −0.0953 −0.1023 0.1026









































Hidden layer bias vector b(1) =
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Output layer weight matrix LW
(2x10)T

(1) =









































0.1648 −0.1636

−0.1349 0.1351

−0.0335 0.0430

0.0922 −0.0908

0.0467 −0.0540

0.1814 −0.1799

0.6502 −0.5160

0.2428 −0.2231

−0.1969 0.1897

−0.1246 0.1265









































Output layer bias vector b(2) =

(

−0.0051

−0.1031

)

3.3.2. Experimental requirements

As previously mentioned, Table 3 shows the results obtained varying the number of training experimental
points. Regarding the water outlet temperature (Twct ,out ), it can be seen that the error is almost null for the
Poppe model even using the lowest number of train points (R2 ≈ 1 and RMSE = 0.33◦C), whilst is not the
case for the ANN one (R2 = −0.19 and RMSE = 5.23◦C), as expected. This is reflected in Figure 6 (a), there
is not enough information to adjust the weights and biases in the network and therefore it is unable to capture
the system dynamics. By increasing the available information during training, the results get better obtaining
the best results explained in subsubsection 3.3.1.. In the case of the ANN model, this trend is similar for
(ṁwct ,lost ) predictions; increasing the training point, the results improve (RMSE decreases more than 80% and
R2 changes from being negative to approaching 1). With the Poppe model and the ṁwct ,lost predictions, it can
be observed that, increasing the number of tests, the prediction improvement is low (RMSE decreases less
than 27 % and R2 changes from being negative to 0.31). Therefore, while the ANN model benefits from as
much data as possible, the Poppe model is already able to produce satisfactory results with just two properly
selected points. These two points are easy to identify in advance because they are related to the maximum
and minimum ṁw/ṁa ratio. In the practice, to minimise the error prediction, ≈5 points are often used.

Regarding the instrumentation, Poppe’s model requires measurement of the air flow rate at the outlet of the
WCT, while the ANN model uses as input the frequency of the WCT fan. In addition, to improve the water
consumption estimations provided by Poppe’s model, it would be necessary to carry out an experimental cam-
paign to measure the water losses due to drift.

3.3.3. Scalability, operating and weather conditions

One important advantage of the Poppe model is its adaptability to large scale systems, as long as the sys-
tem configuration remains the same. This allows to study and analyse pilot scale plants and extrapolate the
results to industrial sized plants. In addition, the model obtained is also capable of accurately predicting the
behaviour of the WCT in conditions that have not been tested (different environmental conditions or inlet water
temperatures). It would even be valid for unknown ṁw/ṁa, although the reliability of the model will be lower if
this ratio moves away from those experimentally used for calibration. This is not the case for ANN models that
are only applicable to the system and operating ranges they are trained for. Even though there are techniques
to create new ANN models from previously trained ones [21], this is not as straightforward, requires expertise
and additional experimental data.
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(a) Larger set for training. Case study: 13
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Figure 6: Models performance comparison with different dataset distribution.

3.3.4. Implementation

In the recent years and due to the increase popularity of artificial intelligence, there are many libraries of easy
access for most common programming languages, which makes the development and implementation of ANN
models achievable by non experts or specialised teams. The need of extensive data can be mitigated if an
online steady-state identification is implemented [22], which allows updating the model with a growing dataset.
In the case of the Poppe model, although the number of tests is not a problem, it is necessary to know the
governing equations described in the subsubsection 2.3.1.. Solving the system of differential equations re-
quires a non linear solver, which nowadays it is not a problem since there is a wide variety of software tools
and packages available to face it.

3.3.5. Execution time

The execution time in the case of the ANN model is very low (in the order of milliseconds) and independent
of the input conditions. This is not the case for the Poppe model because it depends on the non-linear solver
used. This issue can have an impact in optimisation applications, such as the determination of optimal operat-
ing conditions to minimise the water consumption of combined cooling systems for CSP plants.

4. Conclusions

In this study, a comparison between an artificial neural network and Poppe model for wet cooling tower per-
formance prediction in CSP plants has been performed. The results obtained during the investigation can be
summarised as follows:

Both models reported good results predicting the outlet water temperature, since the errors were quite low
(R2 = 0.97 and RMSE= 1.01◦C for the best case with the ANN, and R2 ≈ 1 and RMSE< 0.36◦C for all cases
with the Poppe model). However, the Poppe model reached confidence levels with only 2 tests, while the ANN
needed the maximum number of points available.

For the measurements of water consumption, it was shown that the Poppe model does not accurately predict
this magnitude (R2 = 0.51 and RMSE= 0.51 l/min for the best case), since it does not account for the water
lost by drift or other losses. On the other hand, the ANN does present good results in this aspect (R2 = 0.85
and RMSE= 0.25 l/min for the best case), since it only depends on the results measured in similar tests.



The strengths and weaknesses of each model have also been compared. As for the Poppe model, it is capable
of predicting the operation of the tower, regardless of the tested conditions. It is also possible to adapt it to
large-scale systems, as long as the system configuration remains the same. Unlike the ANN model that can
only be used for the conditions and the tower for which it was developed.

As for the ANN model, it has the advantage of being able to be developed and implemented by non expert
or specialised teams (who do not know the physical process that takes place in a cooling tower). Another
advantage is in the execution time, the ANN model is faster and more constant independently of the input
conditions (in the order of milliseconds for simple networks like the ones presented in this work).

As future lines of work, drift measurements could be carried out on the tower so that the prediction of ṁwct ,lost

can be improved for the Poppe model. Another way could be to parameterise and adjust this model output
to reduce the error. Other possible lines of work would consist of checking other output variables (φa,o and
Ta,o) or evaluating the models under different conditions (other seasons). Finally, these models will be used for
optimisation purposes in combined cooling systems for CSP plants.
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Nomenclature

aV surface area of exchange per unit of volume (m2/m3)

cp specific heat (J/kg K)

f frequency level (Hz)

h enthalpy (J/kg)

hC heat transfer coefficient (W/m2 K)

hD mass transfer coefficient (kg/m2 s)

Le Lewis number (= hC/
(

hDcpma

)

)

ṁ mass flow rate (kg/s)

Me Merkel number (= hDaV V/ṁw )

N number of data points

R2 R-squared

T temperature (K)

Twb wet bulb temperature (◦C)

V volume of the transfer region (m3)

yi measurement variable for the i − th data point

ŷi estimated value of variable yi

Åy mean value of the experimental values

z height (m)

Greek symbols

φ relative humidity (%)

ω humidity ratio (kg/kg)

Subscripts and superscripts

a air

∞ ambient

fan fan

i inlet

lost consumption

o outlet

s saturated

v vapour

w water

Abbreviations

ACC Air Cooled Condenser

ANN Artificial Neural Network

CSP Concentrated Solar Power

NDWCT Natural Draft Counter-flow Wet Cooling Towers

PSA Plataforma Solar de AlmerÂıa

RMSE Root Mean Square Error

WCT Wet Cooling Tower
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Abstract: 
An optimized inverter sizing depends on the installed photovoltaic capacity, the azimuth and zenith of the 
panels, the latitude and the efficiency curve of the inverter. Simplified inverter sizing rules are generally used 
and can be narrowed to two rules of thumb. The first rule aims a maximum PV-production and uses an inverter 
according to the PV power, the second rule aims a maximum self-sufficiency and uses an inverter size ratio of 
0.7. Simulations are performed to quantify the production loss or self-sufficiency loss when the rule of thumb 
is used instead of the optimized inverter power for a load profile with only household appliances. In a second 
part, the energy system is extended with a heat pump, a battery or both combined. This study checks if the 
refurbishment of residential PV systems with heat pump and/or battery still can use the same rules of thumb 
or is a new sizing method preferred to replace the inverter. Detailed models for load, PV-inverter, battery and 
battery-converter are developed. The PV-production and the self-sufficiency are determined for 6 azimuths 
and 7 zenith positions. A final evaluation of the rules of thumb is made. 
 
Keywords: 
Inverter, Photovoltaics, renewable energy, electrical storage, heat pump 

1. Introduction 
The energy transition is progressing and boosts the sales of photovoltaic solar systems (PV). Between 2015 
and 2021, the installed PV capacity in Belgium is more than doubled[1]. The heat pump market grew with 
factor 10[2] and in 2021 the number of installed home batteries exceeded 11000 units where in 2020 hardly 
337 units were installed[3].The inverter is an important component of the PV system. Since several years, the 
Flemish government advises to size the inverter power on 70% of the installed PV power at standard reference 
conditions to get a maximum self-sufficiency [4-6], the Walloon government advises 70 to 100%[7], the 
Brussels region advises 80% [8]. Belgium’s neighbouring countries do not give an unambiguously advice. In 
France, the government advises 80% [9], in the Netherlands 90 to 110% [10] is advised to have a maximum 
production and in Germany [11] 100% for maximum production and 70% for maximum financial benefit. All 
those rules of thumb can be narrowed to two rules. When a maximum PV production is the target, the inverter 
is sized with an inverter ratio of 1[12]. When a maximum self-sufficiency or self-consumption is targeted, the 
inverter ratio is 0.7.The optimized inverter power to get a maximum PV production is described by Burger [13], 
Nofuentes[14] and Van Der Borg [15]. They investigated the inverter power for different zeniths and azimuths 
to maximize the PV production. Their results show that the ideal inverter power, for maximum PV production 
vary from 0.3 to 1.1. The rules of thumb give just one fixed figure, namely a ratio of 1. What is the production 
loss if the rule of thumb is used? Maximizing the self-sufficiency or self-consumption is another target to 
optimize the inverter power[4] .The previous target, maximizing the PV production, is maximizing the energy 
output of the inverter which is independent of the loads connected to the inverter. Once maximizing the self-
sufficiency becomes the main objective, the load profile of the energy user becomes an extra parameter. Since 
every end user has a different consumption profile, different equipment, different PV technologies, orientations, 
inverters etc. it is impossible to state that there is one optimal inverter power. This includes that the resulting 
optimized inverter power in this case is indicative and can state a trend. Although the authors could not trace 
the original documents that formed the basis of the rule of thumb where 70 to 80% of the installed PV power 
is used, in each case this rule was made when heat pumps and batteries were not frequent applied [16], now 
they are. Adding a heat pump to a residential energy system will increase the energy use during the winter 
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and mid-season, just in the period that less solar energy is available. The load profile of the heat pump is even 
the opposite of the PV production profile. It can be questioned if it is not better to optimize the inverter for the 
energy use during winter. A similar question can be asked in case of adding a battery to the residential energy 
system. The battery can take energy during the full period with daylight. As long as there is daylight a battery 
can charge energy. The battery can be considered as a load that can take energy during the moments with 
maximum solar radiation. Is a larger inverter power beneficial in that case? Optimized inverter sizing to 
maximize the PV production is described by different authors [13-15, 17] but optimized inverter sizing to 
maximize the self-sufficiency related to orientation and panel zenith or the impact of a heat pump, or battery, 
on the optimized inverter power is not yet described. In this study the different rules of thumb are investigated 
for residential buildings in the Belgian climate. Different scenarios are investigated starting with a reference 
case with only household appliances, called ‘appliances’ in this paper. Next, the energy system is extended 
with a heat pump and/or a battery. Evaluating the impact of the heat pump and the battery on the optimal sizing 
of the inverter compared to the rules of thumb is the main contribution of this research. The optimized inverter 
is determined for the full range of both, zenith and azimuth. For each case the maximum self-sufficiency, using 
the optimized inverter power, is compared to the self-sufficiency obtained by using the rules of thumb. 
 
2. Methodology 
 
2.1. Residential energy system 
 
The reference case (case 1) is a realistic example of a standard family in Belgium. The family counts 4persons. 
The energy system is used for a residential house where space heating and domestic hot water production is 
realized with fossil fuel combustion technology. The energy use for the appliances is 5000kWh/a. A PV system 
of 5 kWp is installed. The optimized inverter power is determined for this system as reference for a panel zenith 
of 0° to 90° in steps of 15° and 6 orientations are considered with steps of 60°. Case2 to case 4 are 
based on this reference case where the system is extended with a heat pump, a battery or the combination of 
the two. Case 5 is similar to case 1 but with an high efficiency inverter (Table 1). In each case, the PV 
production and self-sufficiency obtained with the optimized inverter power is compared to the one resulting 
with the rule of thumb inverter power. 
 
2.2. Components overview 
2.2.1. Photovoltaic panels 
The power output of a PV area is simulated in Trnsys, using type 94. The simulations were performed with the 
technical specifications of the polycrystalline solar panel type Q.Plus-G4.1 275. The power 𝑃  , in Watt is a 
function of: 𝑃 = 𝑓 𝑛, W , Φ , 𝑇                                                                   (1) 
 
 
2.2.2. Inverter 
The inverter transforms the DC-voltage coming from the PV panels to AC 230V which can be used by the 
appliances. The inverter efficiency varies with the load. Faranda [18] presented a few typical inverter curves. 
Two of them are used in this study (see Fig. 1). ’Inverter 1’ has a pronounced efficiency drop for low part 
loads. ‘Inverter 2’ has a significant higher efficiency in that part. The impact of a high efficient inverter will 
be evaluated. Each curve is characterized by two sections. A low part load ,below 10% of the nominal power, 
results in a low inverter efficiency due to the relative high self-consumption losses compared to the input. Once 
the load is above 10% of the nominal power, the efficiency reaches maximum values of up to 96%. The inverter 
efficiency curves presented in Fig. 1contain already the information to predict the trend which can be expected 
as end result:  
 An inverter sized too small will have high part loads with high efficiency but the limited inverter power will 

not be able to handle the loads above the nominal inverter power. The load will be limited to the nominal 
inverter power and the overshoot becomes an extra production loss. 

 An inverter sized too large will result in small part loads which gives a low inverter efficiency 
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Figure. 1. Typical inverter efficiency curves from different manufacturers[18] 

The presented inverters have a maximum efficiency between 90 and 96%. New technology is already available 
with 99% inverter efficiency [19, 20]. The simulations are made with inverter model 1. Inverter model 2 is used 
as alternative to check the influence of a high efficient inverter. Adding a heat pump to the system for space 
heating and domestic hot water makes that the winter period will have the highest energy use, just  when the 
PV production is lower and where the efficiency of the inverter at low part load becomes more important. The 
results show the impact of the heat pump on the inverter selection. 
The power of an inverter is therefore a function of: 𝑃 = 𝑓 𝜂 , 𝑃                                                                   (2) 
 
2.2.3. Heat pump 
The heat pump is an air to water inverter system used for space heating and production of domestic hot water. 
The heat pump model calculates the needed energy input for the given outdoor temperature, heating curve 
and needed capacity for space heating. Manufacturer data is used to make the model. The start-up sequence 
and switch off sequence of the heat pump is integrated into the model to get realistic electric peak loads in the 
load profile. Each 3 minutes, the part load ratio can increase or decrease with 10% to get a balance with the 
energy demand. The minimum part load ratio is 30%. The production of domestic hot water always happens 
on full load. 𝑃 = 𝑓(𝑃𝐿𝑅 , 𝑇 , 𝑇 )                                                             (3) 
 
 
2.2.4. Battery converter 
The battery converter is characterized by its efficiency curve and its capacity. The same considerations as for 
the PV inverter are applied. The efficiency curve presented by Weniger [21] is used with a nominal capacity of 
5kW. Previous simulations showed that the self-sufficiency achieved with a converter power of 5kW reaches 
an optimized point within the range of 0.5% loss due to not optimized battery converter for the considered load 
profiles, PV area and different PV panel positions. 𝑃   = 𝑓(𝐸  , 𝑃𝐿𝑅  )                                                       (4) 
 
 
2.2.5. Battery 
A battery model described by Brivio [22] is modelled in Matlab to calculate the battery performance. The model 
is represented by a RC circuit. The R and C value is related to the state of charge. The model calculates the 
available charge or discharge capacity which is function of the C-rate. The battery is determined by its nominal 
capacity, the maximum depth of discharge (80%), maximum state of charge90%, self-discharge 3%/month, 
charge capacity factor 0.5kW/kWh and discharge capacity factor0.55kW/kWh. 𝑃  = 𝑓 𝐸 , 𝐶 , 𝐶 , 𝑅 , 𝑆𝑂𝐶, 𝐸                                                      (5) 
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2.2.6. Grid 
The generated PV energy is converted by the inverter to be used by the appliances and/or the battery system. 
The surplus of energy is supplied to the grid. In case the PV system nor the battery can deliver enough energy, 
the deficit is supplied by the grid. It is assumed that there is no feed-in limitation. 

  = 𝑃 + 𝑃 − 𝑃 − 𝑃                                                  (6) 

 
2.3. Load profiles 
2.3.1. Appliances 
A synthetic load profile is developed for a household of four persons, one full time working parent, apart-time 
working parent, a student and a young child. The load profile of the base case only contains appliances, 
assuming that space heating and DHW is done with fossil fuels. A probability curve is used to identify the start 
of use of 19 different appliances [23] [24]. Reinhardt measured the energy use of different appliances , for 
several actions, on a 1 second timestep [25]. His results are the building blocks of the synthetic profile. The 
energy use profiles are composed out of appliances with different measured performances to get a load profile 
of 5000kWh/a. The synthetic load profile is generated with a 1 sec time step and rescheduled to a 3 minute 
time step. The synthetic profile is verified with the results of measured data. Fig. 2 shows 4 load duration 
curves of load profiles of 5000kWh/a. All curves are presented on a 3 minute time step. One measured profile 
is a similar household measured in the Lineas project[26] with time step 15 minutes. The second verification 
is the average of 50 load profiles of 5000kWh/a from the distribution network operator Fluvius. The synthetic 
profile is presented with a time step of 15 minutes and also with a time step of 3 minutes. The different curves 
show that the 15 minute time step synthetic profile matches the average values. The 3 minutes time step 
synthetic profile shows more peak loads. The larger the time step the more that peak loads disappear in the 
average values. 
 
2.3.2. Domestic hot water 
The daily DHW-profile of the European Directive EU813/2013 is used (Medium user profile - 3XS user profile 
Ecodesign) ) [27]. To use a maximum of solar energy, the charging of the DHW buffer is programmed to start 
at 14h00. 
 
2.3.3. Heating demand 
An archetypical Belgium dwelling[28] is used to calculate the heating demand. The heating demand is 
simulated in Trnsys[29] for a south oriented building. The air infiltration is simulated with Trnflow[30].The 
resulting heating demand includes the inertia of the building mass and the under floor heating. The appliances 
and the persons (presence is coupled with the probability determination used for the load profile) are 
considered as an internal heat gain and are assigned to a specific room. A predefined heat gain factor is used 
per appliance to deduct the not used energy such as the hot water drain of a laundry machine. 

 
Figure. 2. Load duration curves of different load profiles 

2.4. Climate data 
The Meteonorm climate data of the reference year of Uccle (Belgium), time step 1 hour, is used to simulate 
the PV performance and the heating demand. The PV generation and the heat demand is simulated in Trnsys 
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using the Meteonorm data using interpolated time steps of 3 minutes. To check the impact of 3 minute 
interpolated time steps using 1 hour data compared to 3 minute time step, measured data with time step 1 
minute is used. The self-sufficiency calculated with the interpolated data had a maximum difference of 0.6% 
compared to the self-sufficiency calculated with 3 minute data. Using the 3minute interpolated hourly climate 
data gives no significant difference when 3 minute appliance data is used. 
 
2.5. Simulation method 
The simulations of the energy flows between the different components are performed in Matlab. Several 
authors investigated the impact of the time step [31] [32] [33] [34] and conclude that a time step of less than 5 
minutes reduces the error to 2% and even less than 1% in case a battery is used. All inputs (PV production, 
electrical load, heating demand, domestic hot water production) are on a 3 minute time step. All simulations 
are done for a full year. To investigate one case, 7 inverter powers are simulated for 7 zeniths and 6 
orientations. The load is determined by the sum of the energy use of the appliances and the energy use of the 
heat pump if available. If there is renewable energy available, it is first used to compensate the energy demand 
of the appliances and the heat pump, a shortage is supplied from the grid, a surplus is supplied to the battery 
(if available) as far as the battery can take the surplus in quantity and power. The leftover is supplied to the 
grid. All efficiencies (inverter, converter, battery) are calculated per time step. 
 
2.6. Case study selection 
The 5 selected cases could be a timeline of one residential energy system starting with a PV system that can 
cover the energy use of the appliances. The following cases could be the refurbishment of the energy system, 
namely adding or a heat pump, or a battery, or both. For each case the results are checked to see if the inverter 
has a different power as in the reference case. The reference case is an energy system with only appliances 
(5000kWh/a) with 5kWp PV, no heat pump, no battery. The optimized inverter is calculated for the targets of 
the two main rules of thumb, namely maximum PV production and maximum self-sufficiency. The results are 
compared with the rules of thumb. 
 

Table 1. Overview cases 
Case Appliances Heat pump Battery Inverter model 

1 5000 kWh/a no 0 kWh 1 
2 5000 kWh/a no 8 kWh 1 
3 5000kWh/a yes 0 kWh 1 
4 5000 kWh/a yes 8kWh 1 
5 5000 kWh/a no 0 kWh 2 

 
Two solar panel positions are picked out to follow up each case, respectively due south (azimuth 
0°) and azimuth -120°. 

3. Results 
3.1. Case 1 
3.1.1. Maximum PV production 
To maximize the PV production, the rule of thumb advises to use an inverter ratio of 1. The maximum PV 
production is evaluated at the output of the inverter. This is the sum of used PV energy in the residential energy 
system and the energy supplied to the grid.  0 = 𝑃 + 𝑃 − 𝑃                                                      (7) 
 
This is only evaluated for case 1 but is equal for all other cases. Fig. 3 gives the resulting inverter output in 
kWh/a in relation to the inverter power for different zeniths with 0°azimuth and a PV area of 5kWp. Each 
curve is characterized by a fast decreasing inverter output for an inverter power lower than 4 kW and a slightly 
decreasing efficiency above an inverter power of 4 kW. The fast inverter output decrease in the left side of the 
curve is caused by the peak shaving due to the limited inverter power. All produced energy above the nominal 
capacity of the inverter is a loss. The slow decreasing right part of the curve is caused by the low efficiencies 
during small part loads. The larger the inverter power the more the inverter will operate in the region of the low 
part loads which results in low inverter efficiency. The 90° zenith has less high irradiation than the 0° zenith. 
The lower irradiation is a lower part load of the inverter and results in a lower inverter efficiency. Over-sizing 
the inverter power is less critical than under-sizing. The best performing PV panel position (due south, zenith 
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between 30 and 60°) gives an ideal inverter ratio of 0.99 and 1.01. For this positions, the rule of thumb is 
perfect. The 90° zenith gives an optimized inverter ratio of 0.81. Using the rule of thumb is a 19% oversizing 
but results in a loss of 0.6% of the yearly production. 
 

 
Figure. 3. Output inverter for inverter model 1, 5kWp PV, no heat pump, no battery, azimuth 0° 

Table 2 gives the optimized inverter power per kWp installed PV at reference conditions to get the maximum 
yearly production. In case of azimuth -120° and a 90° zenith, the optimized inverter power is0.54kW/kWp 
instead of 1kW/kWp (rule of thumb). The optimized inverter ratio 0.54, results in 3.7%more PV production. Due 
to the lower irradiation, a smaller inverter is needed. 
 
 
Table 2. Optimized inverter power kW/kWp for maximum energy production, inverter model 1, 5kWp PV, no 

heat pump, no battery 
azimuth -180 -120 -60 0 60 120 180 
zenith        

90 0,30 0,54 0,78 0,81 0,78 0,54 0,30 
75 0,35 0,61 0,89 0,93 0,88 0,61 0,35 
60 0,38 0,67 0,94 0,99 0,93 0,67 0,38 
45 0,41 0,72 0,96 1,01 0,95 0,71 0,41 
30 0,56 0,77 0,95 0,99 0,94 0,76 0,56 
15 0,74 0,82 0,92 0,95 0,91 0,81 0,74 
0 0,87 0,87 0,87 0,87 0,87 0,87 0,87 

 
Most rules of thumb advice 1kW inverter power/kWp to get the highest production. The results show that the 
rule of thumb fits for a south orientation. Deviating from the best zenith decreases the inverter power for the  
south direction up to 20%, changing the azimuth to east or west can decrease the inverter power up to 50%. 
The mentioned design rules can be considered as a good first estimation. Using the simulated optimum as 
design criteria can bring an extra production up to 3.7% (azimuth between 120°and -120°)and gives an 
additional saving due to the lower inverter power to be installed. A pure north orientation, zenith 90°, results 
in a loss of 8.8%. North facing solar panels are rare but there is a growing interest, especially for building 
integrated PV panels [35] [36] [37]. 
 
3.1.2. Maximum self-sufficiency 
To maximize the self-sufficiency, the advised inverter ratio is 0.7. Fig. 4 show the self-sufficiency for different 
inverter powers and zeniths for azimuth 0. The optimized values are listed in Table 3. If the aim of the PV 
system is to maximize the self-sufficiency, an optimized inverter size ratio of 0.7 to 0.77is calculated for azimuth 
0°. The azimuth -120° has enough with an inverter size ratio down to 0.33.A higher self-sufficiency for the 
same PV capacity means that the energy production is better fitting with the energy demand. The chosen load 
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profile is for a standard family with standard behaviour. This means an average daily energy demand profile is 
characterized by a peak in the morning and a peak in the evening. The PV production peak at noon happens 
most of the time during a low energy demand which makes that the high inverter power is not needed for the 
high peaks at noon. In contrary the high inverter power makes that the low PV generation in the morning and 
the evening is transformed at a lower inverter efficiency. A lower inverter power brings the average inverter 
efficiency to a higher level when the solar energy can be used. In case an inverter ratio of 1 is used (gives the 
maximum PV production) when a maximum self-sufficiency is targeted, less PV energy can be used. The 
maximum extra loss is 6.2% when the inverter ratio 1 is used and the 0.7 inverter ratio gives a maximum extra 
loss of 3% (see Table 4). 

 
Figure. 4. Self-sufficiency load inverter 5000kWh/a, inverter model 1, 5kWp PV, no heat pump, no battery, 

azimuth 0° 

As long as the azimuth is between -60° and 60°, the loss in self-sufficiency remains smaller than 1%using 
the 0.7 inverter ratio. 
 

Table 3. Optimized inverter power kW/kWp in function of azimuth and panel zenith for maximum self-
sufficiency, load 5000kWh/a, inverter model 1, 5kWp PV, no heat pump, no battery 

azimuth -180 -120 -60 0 60 120 180 
zenith        

90 0,23 0,33 0,49 0,61 0,54 0,32 0,23 
75 0,29 0,38 0,56 0,70 0,62 0,38 0,29 
60 0,32 0,42 0,62 0,75 0,68 0,44 0,32 
45 0,36 0,48 0,66 0,77 0,71 0,50 0,36 
30 0,46 0,55 0,69 0,77 0,72 0,58 0,46 
15 0,59 0,63 0,70 0,74 0,72 0,64 0,59 
0 0,69 0,69 0,69 0,69 0,69 0,69 0,69 

 
 

Table 4. Evaluation loss caused by rules of thumb 

sizing method ideal 
inverter inverter ratio 0,7 inverter ratio 1 

Azimuth zenith 
Self-sufficiency [%] 

Result Result % Loss Result % Loss 

-120° 
0° 38,7 38,7 0,0 38,3 1,1 
30° 31,6 31,1 1,6 30,3 4,2 
90° 27,9 27,0 3,0 26,1 6,2 

0° 
0° 38,7 38,7 0,0 38,3 1,1 
30° 38,8 38,7 0,0 38,5 0,7 
90° 34,4 34,3 0,3 33,7 2,1 
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Considering each target, the rule of thumb is in both cases a good robust sizing method for a load profile with 
only residential appliances. 
 
3.2. Case 2 
Case 2 is the energy system of case 1 with an extra battery of 8kWh useful battery capacity. The nominal 
battery capacity is 11.4kWh with a maximum state of charge of 90% and maximum depth of discharge of 80%. 
Adding a battery will not change the maximum PV production but will increase the self-sufficiency from 40% 
to 68% for azimuth 0° zenith 30°. Table 5 gives the optimized inverter ratio for the this extended energy 
system.   = 𝑃 + 𝑃 − 𝑃 − 0                                                    (8) 

 
Table 5 shows that the optimized inverter power to maximize the self-sufficiency is between 0.5 and 0.77 for 
the values of azimuth -120° to +120°. This brings the average inverter power value on 0.64 instead of 0.6 
for the values of azimuth -120° to +120°, so 6% closer to the rule of thumb of 0.7. 
 

Table 5. Optimized inverter power kW/kWp in function of azimuth and panel zenith for maximum self-
sufficiency, load 5000kWh/a appliances, inverter model 1, 5kWp PV, heat pump 1691 kWh/a, 8kWh battery 

azimuth -180° -120° -60° 0° 60° 120° 180° 
zenith               
90° 0,30 0,50 0,65 0,68 0,68 0,49 0,30 
75° 0,35 0,51 0,67 0,71 0,70 0,51 0,35 
60° 0,38 0,51 0,66 0,69 0,69 0,52 0,38 
45° 0,40 0,51 0,64 0,68 0,67 0,53 0,40 
30° 0,42 0,52 0,62 0,65 0,63 0,52 0,42 
15° 0,49 0,54 0,59 0,60 0,60 0,54 0,49 
0° 0,57 0,57 0,57 0,57 0,57 0,57 0,57 

 
Table 6 gives the relative increase of the optimized inverter power of case 2 compared to case 1. Zeniths 
above 45° have a significant increase of the inverter power up to 53%, zeniths below 45° have a smaller 
inverter power up to 19% smaller. The vertical installed panels have the largest increase. Without battery, the 
inverter is determined by the match between solar production and energy demand. Using a large battery, 
produced energy can be used as long as the battery is not full charged. This means that the vertical panel has 
only a short period of the day that beam irradiation can be captured. The lower the zenith the larger the period 
of the day that beam irradiation can be captured which can even result in a smaller optimized inverter power. 
 
 

Table 6. Increase of inverter power in percentage case 2 compared to case 1 
azimuth -180° -120° -60° 0° 60° 120° 180° 
zenith               
90° 33 53 33 12 26 51 33 
75° 20 36 19 1 13 34 20 
60° 17 22 7 -8 2 20 17 
45° 11 7 -3 -13 -6 4 11 
30° -9 -6 -11 -16 -12 -11 -9 
15° -17 -14 -16 -19 -17 -16 -17 
0° -17 -17 -17 -17 -17 -17 -17 

 
Adding a battery to the energy system brings for most positions the optimized inverter power closer to the 
inverter ratio of the rule of thumb. The energy loss due to a not optimized inverter power is even smaller. 
 
3.3. Case 3 
Case 3 is case 1 extended with a heat pump. Table 7 shows the percentage increase of the inverter power 
compared to the base case.  0 = 𝑃 + 𝑃 − 𝑃 − 𝑃                                                (9) 
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The orientations influenced by the rising sun have a small increase of inverter power, the orientations 
influenced by the sunset have a small decrease of inverter power. The morning has the coldest temperature 
of the day and will make that the heat pump is more activated which makes that the resulting load during the 
morning will be higher. When the solar panels are oriented to the west makes that they only have diffuse 
irradiation during the morning. A smaller inverter power will increase the efficiency of the small part loads that 
occur in the morning. On the level of sizing can be concluded that the extra load of the heat pump does not 
influence the optimized inverter power significant. For example azimuth -60° , zenith 75° , brings the 
optimized inverter from 0.56kW/kWp to0.62kW/kWp. Adding a heat pump makes the loss smaller when the 
rule of thumb is used. 
 

Table 7. Percentage increase of inverter power, case 2 compared to case 1 
azimuth -180° -120° -60° 0° 60° 120° 180° 
zenith               
90° 1 5 11 2 1 1 1 
75° 0 7 9 0 0 1 0 
60° 0 9 7 0 0 -1 0 
45° 1 8 5 0 -1 -1 1 
30° 0 4 3 0 -2 -1 0 
15° 0 2 2 -1 -1 -1 0 
0° 0 0 0 0 0 0 0 

 
3.4. Case 4 
In case 4 the energy system is extended with a heat pump and a battery.   = 𝑃 + 𝑃 − 𝑃 − 𝑃                                            (10) 
 
Table 8 shows the optimal inverter for maximum self-sufficiency for the reference system extended with a heat 
pump and a battery.  Most values come even closer to the rule of thumb value of 0.7. 
Table 9 gives the relative increase of the optimized inverter power of case 4 compared to case 1 in percentage. 
The increased load due to the added heat pump and the extra battery that charges the surplus makes that a 
larger inverter power can be used for zeniths which have a limited time to capture beam irradiation. The 
orientations having larger periods access to beam radiation have more time to charge the battery resulting in 
a smaller inverter power. Case 4 combines the effects of case 2 and case 4: decrease for zeniths below 45° 
and increase for zeniths above 45°, increase for sunrise sensible positions and decrease for sunset sensible 
positions. The statements are mentioned in case 2 and case 3. 
 

Table 8. Optimized inverter power kW/kWp in function of azimuth and panel zenith for maximum self-
sufficiency, load 5000kWh/a appliances, inverter model 1, 5kWp PV, heat pump 1691 kWh/a, 8kWh battery 

azimuth -180° -120° -60° 0° 60° 120° 180° 
zenith               
90° 0,30 0,52 0,69 0,72 0,69 0,50 0,30 
75° 0,35 0,56 0,72 0,77 0,73 0,53 0,35 
60° 0,38 0,56 0,72 0,76 0,73 0,55 0,38 
45° 0,41 0,56 0,71 0,75 0,71 0,57 0,41 
30° 0,44 0,56 0,68 0,71 0,68 0,56 0,44 
15° 0,52 0,57 0,65 0,66 0,64 0,56 0,52 
0° 0,61 0,61 0,61 0,61 0,61 0,61 0,61 
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Table 9. Increase inverter power in percentage case 4 versus case 1 

azimuth -180° -120° -60° 0° 60° 120° 180° 
zenith               
90° 32 58 41 17 28 55 32 
75° 21 48 28 9 17 38 21 
60° 17 33 17 2 7 26 17 
45° 13 18 6 -4 -1 13 13 
30° -4 3 -2 -7 -7 -3 -4 
15° -11 -8 -7 -11 -11 -12 -11 
0° -12 -12 -12 -12 -12 -12 -12 

 

3.5. Case 5 
Case 5 is equal to case 1 but using a more energy efficient inverter (see Fig.1). Inverter model 1 has an EU-
efficiency of 91.1%, where inverter model 2 has an EU-efficiency of 95.6%. Table 10 shows the optimized 
inverter power for inverter model 2 to maximize the self-sufficiency. In the previous cases the inverter power 
is often reduced to limit the inverter losses during low part loads. The higher the inverter efficiency during low 
part load the less there is a need to reduce the inverter power. The rule of thumb is in this case an under-sizing 
for the south orientation. The loss in self-sufficiency is maximum0.2%. 
 

Table 10. Optimized inverter power kW/kWp in function of azimuth and panel zenith for maximum self-
sufficiency, load 5000kWh/a appliances, inverter model 5, 5kWp PV, no heat pump , no battery 

azimuth -180° -120° -60° 0° 60° 120° 180° 
zenith               
90° 0,32 0,43 0,63 0,77 0,70 0,43 0,32 
75° 0,35 0,48 0,72 0,86 0,79 0,49 0,35 
60° 0,37 0,52 0,78 0,90 0,84 0,56 0,37 
45° 0,39 0,60 0,82 0,92 0,87 0,65 0,39 
30° 0,57 0,69 0,84 0,91 0,88 0,73 0,57 
15° 0,73 0,78 0,85 0,89 0,87 0,80 0,73 
0° 0,83 0,83 0,83 0,83 0,83 0,83 0,83 

 
 
4. Conclusion 
The optimized inverter power is determined for a reference system without battery or heat pump, as well as 
for the extended systems with heat pump and battery.  Adding a battery, or adding a heat pump, or both, 
results in a different optimized inverter power but the gains compared to the inverter power determined by the 
rule of thumb are small. 
Two rules of thumb to select the inverter power are used by contractors in Belgium, namely 70% and100% of 
the installed PV power expressed in kWp regarding the standard conditions. The 70% rule aims a maximum 
self-sufficiency, the 100% rule aims a maximum PV production. The results show that the rules of thumb are 
valid for the ‘best’ orientation in Belgium, namely due south and 30° zenith. A deviation of this position 
results in an extra loss of self-sufficiency or extra loss in production. Those losses are smaller than 1%. Adding 
a heat pump, a battery or both gives a small shift to a larger or smaller inverter power depending the orientation 
and zenith. Even with a changing load profile by adding heat pump and/or battery, the rule of thumb remains 
a good selection method of the inverter power. For an azimuth out of the range [-60°,60°] the optimized inverter 
will have a smaller power as the one determined by the rule of thumb and will reduce the investment with a 
better performance on top. 
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Nomenclature 
 𝐶   charge/discharge rate of the battery [ h−1] 𝐶   Capacitance of the battery cell in function of the open circuit voltage [F] 𝐸   Nominal capacity battery [kWh] 𝐸   Capacity loss of the battery in function of the SOC [kWh] 
n  number of solar panels 𝑃  Power of all appliances [W] 𝑃    Power charge/discharge battery [W] 𝑃    Power battery converter [W] 𝑃   Power supplied by the grid [W] 𝑃   Heating power heat pump [W] 𝑃   Power output of the inverter [W] 𝑃   Power generated by the solar panels [W] 𝑃𝐿𝑅   Part load ratio battery converter [%] 𝑃𝐿𝑅   part load ratio heat pump [%] 𝑅   Resistance of the battery cell in function of the open circuit voltage [mOhm] 𝑆𝑂𝐶  State of charge of the battery [%] 𝑇   Leaving water temperature heat pump [K] 𝑇   Temperature of the solar panel [K] 𝑇   Outdoor temperature [K] W   peak power of the solar panel at standard conditions [W/panel] Φ   Solar irradiation [W/m²] 𝜂   Efficiency of inverter [%] 
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Abstract 

The current energy transition goals set by Spain in the PNIEC 2021-2030 anticipate a photovoltaic (PV) 
installed capacity of 39 GW by 2030, against the installed capacity of about 9 GW in 2020. The global 
improvement of PV systems’ cost-effectiveness coupled with the current escalation in energy prices and the 
high annual solar energy potential of Spain are positive drivers. Thus, there has been an acceleration in the 
deployment of PV in the country, where the installed capacity has increased by 72% in the last two years, up 
to 15 GW. To study the potential contribution of residential rooftop PV systems in the future Spanish electricity 
mix, a data-driven multi-regional tool has been developed in Python. The hourly net electricity production-
consumption balance is obtained for one year by using specific hourly solar irradiation data and real hourly 
electricity consumption data for each of the 8,131 municipalities in Spain. Furthermore, the economic potential 
of such installations is evaluated with the consideration of different electricity market scenarios as well as 
surplus electricity compensation policies. The analysis of the results shows a capacity for self-consumption 
which is 3 to 4 times higher in rural areas than in urban areas when energy storage is not considered. 
Furthermore, the current compensation policies may negatively affect the economic profitability of PV systems 
in the areas with the most significant PV potential.  

Keywords 

Data-driven tool; Regional analysis; Rooftop photovoltaic; Self-consumption potential; Techno-economical 
assessment. 

1. Introduction 
According to PNIEC 2021-2030 national plan [1], Spain aims to deploy 39 GW of PV power by 2030 in the 
country, a significant increase from the 9 GW capacity in 2020. To encourage self-production of energy through 
PV systems in the residential sector, legal changes and fiscal measures have been implemented recently, 
including a law passed in 2019 to regulate surplus energy fed into the grid [2] and subsidies announced in 
2021 to cover a percentage of the cost of new installations [3]. These measures, combined with the improving 
cost-effectiveness of PV systems and rising electricity prices [4], have led to an increase in PV system 
installations for self-consumption in Spain of 72% over the past two years [5]. 

Spain has a heterogeneous population distribution, with 16% residing in rural areas and occupying 84% of the 
land, while 84% live in urban areas and occupy 16% of the land [6]. According to [7-10], this distribution will 
affect the deployment of PV systems in the country, as some areas have low population densities but large 
surface areas to install PV while others have high population densities but small surface areas to install PV. 
Therefore, challenges remain in optimizing the deployment and integration of solar PV systems into different 
regional energy systems. Decision-makers in Spain need to address key questions, including the contribution 
of individual PV systems to the energy transition, promotion of larger-scale solutions such as energy 
communities, and how solutions should differ in rural and urban areas. 

Previous studies have examined the potential of solar PV systems in specific regions of Spain, such as the 
Canary Islands. One study [11] found that the islands' potential solar fraction (i.e., percentage of the total 
energy demand satisfied by solar energy) is about 150%, meaning that there will be an overproduction of 
energy from PV compared to current demand. The same study concludes that PV systems would be 
economically profitable on the islands even without policies to compensate for electricity surpluses. Another 
recent study [12] focused on Gran Canary Island examined a theoretical hybrid energy system based on PV, 
offshore wind turbines, and energy storage to support local electricity self-consumption, with positive results. 
However, its analysis of future electrification scenarios showed that the optimal weight of solar PV generation 
systems decreases as electricity demand increases in contrast to wind turbines. 

Moreover, other studies have focused on PV self-consumption capacity at the municipal scale in urban areas 
of Spain, such as the cases of Seville [13], Irun [14], and Valencia [15]. In Seville, PV systems installed on the 
roofs of buildings (residential, services, and industrial) could virtually meet the electricity demand of the city. 
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However, in Irun, only 59% of the city's demand could be covered by PV on building rooftops due to the 
prevailing climatic conditions. The study presented a sensitivity analysis of PV systems’ economic profitability 
under three different surplus compensation policies: sole self-consumption, net-metering, and electricity 
transactions between buildings. The results showed that to achieve an investment return rate below 12 years, 
27% to 71% of the roof surface area would need to be used, depending on the compensation policy. 
Meanwhile, the study of Valencia developed a multiple linear regression model to determine the economic 
payback of PV installations on residential buildings. The model identified shadow losses and power unit cost 
as the main factors affecting the payback period, which ranged between 7 and 15 years in most cases. High 
electricity demand buildings with low surpluses were found to be more profitable than those with large 
surpluses, due to the low economic compensation when injecting surplus electricity to the grid. The study 
suggested the promotion of energy communities to improve the profitability of PV systems. 

At the national level, Gomez-Exposito et al. [16] evaluated Spain's potential for sustainable energy systems 
based on rooftop PV systems. The study highlighted the model's limitations due to the lack of hourly resolution 
energy demand data although it showed promising possibilities regarding a greener future in Spain. 

With a careful review of the previous works on self-generation of electricity through PV systems, no work is yet 
to assess the impact of current Spanish surplus compensation policies on economic profitability and adoption. 
Additionally, no regional-level study has been conducted on the self-consumption capacity of the residential 
sector using massive data of real electricity consumption with hourly resolution. To address this gap, this work 
proposes a novel data-driven method to analyze the economic profitability and electricity self-production 
capacity using PV modules on residential rooftops, considering different compensation policies and flexible 
electricity prices. The analysis uses real hourly electricity consumption data from individual smart meters for 
all municipalities in Spain, allowing for higher resolution energy balances and individual analyses for each 
municipality. This enables the assessment and comparison of the capacity and profitability of rooftop PV 
between rural and urban areas. 

2. Material and methods 
Data from online databases are used to estimate the average electricity demand, rooftop surface availability, 
PV generation capacity, and solar fraction at different scales and regions. An economic analysis is conducted 
to find the optimal PV investment, calculating Net Present Value, Total Annual Cost, and Payback Period at 
the dwelling scale. Sensitivity analyses are performed for different scenarios of electricity prices and surplus 
electricity compensation policies. A Python-based software is developed to extract and process data 
automatically and generate tabular and graphic outputs for ease of analysis. 

2.1 Architecture of the solution 

Figure 1 illustrates the four main steps of the workflow: 1) Data collection, 2) Pre-processing, 3) Modeling, and 
4) Analysis and visualization. Input datasets such as electricity consumption data, cadastral data, weather 
data, PV performance data, and economic data are collected in step one. Step two involves cleaning, filtering, 
and normalizing the collected data. In step three, the normalized datasets are combined to build the energetic 
and economic models. Finally, the techno-economic indicators are computed for all regions in Spain at the 
municipality level at hourly resolution. 

2.2 Data processing 

Hourly electricity demand per dwelling: Equation (1) can be used to obtain the Average Electricity Consumption 
per Dwelling, Edw, by assuming one electricity contract per dwelling. Edw is derived from the hourly electricity 
consumption in a municipality, ET, and is influenced by the number of consumers in the area, C. 𝐸𝑑𝑤 =  𝐸𝑇𝐶  .                                                                                                                            (1) 

Rooftop availability per dwelling: The average amount of available rooftop surface per dwelling in square 
meters has been determined for each of the 15 typical housing clusters proposed by [17] in Spain. This 
calculation utilized the "void fraction coefficient," "shadowing fraction coefficient," and "facility coefficient" 
proposed by [18]. These coefficients consider factors such as empty space, shading, and obstacles in rooftops. 

Hourly solar irradiation per square meter: Hourly solar irradiation data G in kWh·m-2 is obtained from the PVGIS 
platform [19]. Municipalities are reduced to one point (latitude and longitude) for simplicity when retrieving data. 
Solar PV modules are assumed to be installed horizontally to simplify the model by discarding the dependency 
of irradiation on the panel's azimuth angle and considering the associated decrease in efficiency for this 
configuration. 
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Figure 1.  Workflow of the proposed method. 

 

2.3 Techno-economic model 

PV potential generation per dwelling.  The PV potential per dwelling (in kWh) is determined by the percentage 
of rooftop surface (SPV) covered by solar modules (load factor), hourly solar radiation (G) in kWh·m-2, and the 
PV system performance factor (η). In the developed model, the rooftop load factor (α) ranges from 0% (no PV 
module) to 100% (full coverage of available roof surface). Equation (2) calculates the PV potential per dwelling 
(in kWh) for each observed hour i. 𝐸𝑃𝑉,𝑖 = 𝐺𝑖 · 𝛼 · 𝑆𝑃𝑉 · 𝜂.                                                                                                                                                    (2) 

Solar Fraction.  The Solar Fraction represents the proportion of the annual energy demand that can be met by 
solar energy. Typically, this balance is calculated using annual average data of demand and PV production. 
However, studies have shown that analyzing the balance using hourly average data can provide valuable 
insights into the region's self-consumption estimation [16]. This study includes both methods: the one based 
on annual averages (SFa, Eq. 3) and the one based on hourly averages (SFh, Eq. 4).  𝑆𝐹𝑎 =  ∑ 𝐸𝑃𝑉,𝑖𝑗𝑖=1∑ 𝐸𝑑,𝑖𝑗𝑖=1 · 100%.                                                                                                                                 (3) 
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 𝑆𝐹ℎ =  ∑ 𝐸𝑃𝑉,𝑖𝐸𝑑,𝑖𝑗𝑖=1𝑗 · 100%.                                                                                                                                   (4) 

where Ed,i is the hourly electricity demand (in kWh) at each hour i, EPV,i is the hourly PV electricity production 
(in kWh) at each hour i, and j is the total number of hours in a year. 

Net money flow.  The hourly money flow (Ch) in EUR is determined in Eq. (6) at each hour i according to the 
price of electricity and the net hourly energy balance (Eh), calculated in Eq. (5) as the difference between 
electricity consumed (Ed) and produced (EPV) in an hour. When the net hourly energy balance (Eh) is positive, 
the purchase price (Pp) is used in Eq. (6); but when the balance is negative, selling price is used (Ps). 𝐸ℎ,𝑖 =  𝐸𝑑,𝑖 −  𝐸𝑃𝑉,𝑖.                                                                                                                         (5) 𝐶ℎ,𝑖 = {𝐸ℎ,𝑖 · 𝑃𝑝  𝑖𝑓𝐸ℎ,𝑖 > 0𝐸ℎ,𝑖 · 𝑃𝑠  𝑖𝑓𝐸ℎ,𝑖 < 0.                                                                                                                       (6) 

Accordingly, the monthly money flow (CM) in EUR is an aggregate of all the hourly money flows for the month 
for the number of hours I observed in that month:  𝐶𝑀 = ∑ 𝐶ℎ,𝑖𝐼𝑖=1 .                                                                                                                                                              
(7) 

Total Annual Cost TAC The Total Annual Cost (TAC) for a PV system in EUR includes the annualized costs 
of owning, operating, and maintaining the system. TAC is the sum of Investment Annual Cost (IAC) in EUR 
and operational cost (Cope) in EUR, as shown in Eq. (8): 𝑇𝐴𝐶 = 𝐼𝐴𝐶 + 𝐶𝑜𝑝𝑒.                                                                                                                             (8) 

The IAC, as given by Eq. (9), is the result of the TIC after applying the Capital Recovery Factor (CRF) which 
is given by Eq. (10): 𝐼𝐴𝐶 = 𝑇𝐼𝐶 · 𝐶𝑅𝐹,                                                                                                                                (9) 𝐶𝑅𝐹 = 𝑖𝑟 ·(1+𝑖𝑟)𝑛(1+𝑖𝑟)𝑛−1.                                                                                                                                (10) 

where IAC is the Investment Annual Cost in EUR; TIC is the Total Investment Cost in EUR; CRF is the Capital 
Recovery Factor; ir is the Interest Rate in %; and n is the lifetime of the project in years. In Eq. (8), Cope refers 
the cost of electricity consumption, i.e., the electricity bill, where Cfix is the Monthly fixed costs in EUR by using 
Eq. (11): 𝐶𝑜𝑝𝑒 = ∑ [(𝐶𝑓𝑖𝑥,𝑦 + 𝐶𝑀,𝑦) · (1 + 𝑉𝐴𝑇)]12𝑦=1 .                                                                                         (11) 

It is worth mentioning that each state, region, etc., has its own policies and laws on surpluses that may affect 
Eq. (11). For instance, in the current Spanish scenario, the monthly money flow (CM) is restricted to be a 
positive value [2]. 

 

Total Investment Cost TIC The total investment cost for one PV system includes the cost of all the hardware, 
the installation cost, and the maintenance cost, in Euro per peak watt (EUR/Wp) and it is obtained by using 
Eq. (12):  𝑇𝐼𝐶 = (1 + 𝐹𝑖𝑛𝑑) ∑ [𝐶𝑐 · (1 + 𝐹𝑁𝑃𝑉𝑘) · (1 + 𝐹𝑚,𝑘) · (1 + 𝑉𝐴𝑇)]𝐾𝑘=1 .                                                         (12) 

where:  

• Find ─ Factor for the indirect costs of the project (e.g., engineering cost) and it is estimated as 0.2 [20]. 

• FNPV ─ Net Present Value Factor for the possible repositions of components during the lifetime of the 
project. 

• Fm ─ Factor for installation and maintenance costs and it estimated as 0.01 [20]. 
• VAT ─ Value-added tax (specific for each country)  
• K ─ the number of all the different components of in system 

Net Present Value NPV.  The Net Present Value for one PV system (in EUR) as determined by Eq. (13), gives 
the time value of money invested and the economic risk of the project.  𝑁𝑃𝑉 = −𝑇𝐼𝐶 +  ∑ 𝐶𝑌(1+𝑖𝑟)𝑦𝑛𝑦=1                                                                                                                          (13) 
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where CY is the Net Money Flow for one year in EUR. 

3. Case study 
This methodology was applied to assess the PV potential and self-consumption capacity in all 8,131 
municipalities in Spain, covering both rural and urban areas. The study estimated the net energy balance over 
one calendar year and evaluated the economic profitability of PV systems over a 20-year projection. Hourly 
electricity demand data for 2019 was obtained from the Datadis database [21] for each municipality, while solar 
radiation data was collected from meteorological data series from 2006 to 2015 [19]. The availability of rooftop 
surface was estimated using the latest data from the INE database (dated 2011) [22]. Electricity prices were 
based on trends in the Spanish wholesale electricity market from 2015 to 2021 [4], while the performance and 
investment costs of the PV system were based on up-to-date global benchmarking reports and other referential 
works [14,15,20]. 

It should be noted that complete data on electric demand and housing stock is not available for all 8,131 
municipalities in Spain. 326 municipalities, mostly with populations under 500 and representing 0.79% of the 
country's population, lack complete electricity demand data for 2019 [21]. Meanwhile, 138 municipalities 
representing 0.09% of the population have no statistical data on the housing stock [22]. 

In order to facilitate the analysis, all municipalities have been classified into 11 hotspots based on their 
population size, as shown in Table 1. 

 

Table 1.  Population distribution of the municipalities in Spain. 

Number of municipalities Size of the municipality (Number of inhabitants) 

1233 < 100 
2521 101 to 500 
968 501 to 1,000 
848 1,001 to 2,000 
931 2,001 to 5,000 
548 5,001 to 10,000 
499 10,001 to 20,000 
110 20,001 to 50,000 
84 50,001 to 100,000 
57 100,001 to 500,000 
6 > 500,000 

 

3.1 PV systems’ parameters 

Table 2 presents the PV system performance parameters used in the techno-economic analyses, including 
peak power per square meter, system efficiency, and lifetime. 

 
Table 2.  Performance parameters of the PV systems considered for the analyses. 

PV performance parameters Value 

PV system output peak power 200 Wp/m2 [20] 
PV system efficiency 20 % [20] 

PV system lifetime 20 years [13,14,20] 

Table 3 summarizes the economic parameters considered in the analysis, including the cost in EUR per 
peak watt installed, the operation and maintenance costs in EUR per watt per year, and the VAT rate. 
 

Table 3.  Economic parameters of the PV systems considered in the analyses. 
PV economic parameters Value 

Residential PV system cost (VAT excl.) 1.6 EUR/Wp [14,15,20] 
O&M cost (VAT excl.) 0.02 EUR/W·year [20] 

VAT 21% 

 

3.2 Electricity market scenarios 
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Table 4 outlines the proposed hybrid tariffs for electricity prices, which are based on REE's Active Energy 
Billing Term of the Voluntary Price for the Small Consumer (PVPC) [23] and the average prices in Spain from 
2015-2021 [4]. The prices are divided into three hourly sections during the week with no differentiation on 
weekends. Three scenarios are considered: a downward trend, average trend, and an upward trend price. 

 

Table 4.  The three scenarios of hourly electricity prices considered in the analyses. 
Period of the day 
(hours) 

Downward trend 
(EUR/kWh) 

Average trend 
(EUR/kWh) 

Upward trend 
(EUR/kWh) 

0-8 0.06 0.12 0.17 
8-10; 14-18; 22-24 0.10 0.18 0.26 
10-14; 18-22 0.14 0.24 0.34 
Weekends 0.06 0.12 0.17 

 

3.3 Surplus compensation policy scenarios 
In Spain, the self-production surplus policy restricts profits from selling excess production as the monthly 
money flow (CM) cannot be negative [2]. This means compensation for surplus sale cannot provide economic 
gains to consumers. To account for this constraint, Eq. (11) is redefined as Eq. (11b). However, to evaluate 
the impact of this policy on PV system profitability, both equations are computed, and their results compared. 

 𝐶𝑜𝑝𝑒 = {     ∑ [(𝐶𝑓𝑖𝑥,𝑦 + 𝐶𝑀,𝑦) · (1 + 𝑉𝐴𝑇)]12𝑦=1  𝑖𝑓 𝐶𝑀,𝑦 > 0∑ [(𝐶𝑓𝑖𝑥,𝑦 + 0) · (1 + 𝑉𝐴𝑇)]12𝑦=1  𝑖𝑓 𝐶𝑀,𝑦 < 0 .                                                                       (11b) 

 

4. Results and discussion 

4.1. Hourly electricity demand 

Figure 2 displays the average electricity demand per dwelling per year (Edw) in kWh for 7,828 municipalities in 
Spain. These municipalities were categorized into 11 population groups using Table 1 in Section 3.1. The 
average daily electricity demand in Spain is 7.6 kWh per dwelling per day, increasing to 8.5 kWh during winter 
and decreasing to 7.3 kWh during summer. Urban areas with over 30,000 inhabitants exhibit similar 
consumption patterns as the average. However, rural areas tend to have lower consumption, likely due to 
factors such as electrification levels and local alternative energy availability.  

 

Figure 2.  Average electricity demand per dwelling per day, in kWh, in the 7,828 municipalities in Spain with 
available data (>99% population representativity) grouped by population.  

 

4.2 PV rooftop potential 

Figure 3 displays the estimated useful rooftop surface to install PV per dwelling for the 7,828 municipalities 
with available data in Spain, calculated using the methodology described in Section 2.2. Small rural 
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municipalities (less than 5,000 inhabitants and 12% of the total population) have a consistent 10 m2 of surface 
per dwelling in average, while larger urban areas (over 100,000 inhabitants and 40% of the population) have 
only between 3 – 4 m2. This is due to a higher concentration of single-family buildings in rural areas compared 
to urban areas, where the proportion of multi-story housing blocks is significantly higher. Expressed in PV 
power terms, smaller rural areas can accommodate up to 5 solar panels per dwelling in average, equivalent 
to around 1.5 – 2.0 kWp of installed power, while larger urban areas can only accommodate up to 2 solar 
panels per dwelling in average, approximately 0.8 – 1.2 kWp. These results will be further discussed in the 
next section in relation to electricity demand. 

 

Figure 3.  Available rooftop surface per dwelling, in square meters, for the installation of PV panels in the 
7,828 municipalities in Spain with available data (>99% population representativity) grouped by population.  

4.3 Solar Fraction  

When estimating the solar fraction for municipalities in Spain, the annual balance method driven by Eq. (3) 
assume that surplus solar energy can be stored for on-demand use. However, this is not realistic due to current 
storage technology limitations. Therefore, a more practical approach is determined by using the hourly balance 
method driven by Eq. (4), which only considers immediate consumption. Figure 5 shows the results using this 
method, which demonstrate a decrease in self-production capacity for all municipalities compared to the annual 
balance method (Figure 4). With the hourly method, rural areas are no longer 100% self-sufficient, and all 
municipalities will remain between 30 and 55% solar fraction. Specifically, large urban areas experience a 30% 
drop, while rural areas see a 50 – 75% drop. 

 
Figure 4.  Solar fraction per dwelling (%) obtained with the annual balance method in the 7,828 municipalities 
in Spain with available data (>99% population representativity) grouped by population. 
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Figure 5.  Solar fraction per dwelling (%) obtained with the hourly balance method in the 7,828 municipalities 
in Spain with available data (>99% population representativity) grouped by population. 

4.4 Economic analysis 

The economic optimization of 7,828 municipalities was conducted employing Total Annualized Cost (TAC), 
Net Present Value (NPV), and Payback Period (PBP) as key metrics. Figure 6 illustrates the outcomes for a 
selection of six municipalities distributed across various regions and diverse population sizes, thereby enabling 
a comparative study between urban and rural morphologies and also between different prevailing climate 
conditions. This selection encompasses Bilbao and Sopuerta in the north, Madrid and Ajalvir in the center, and 
Sevilla and Pruna in the south. Each pair of cities symbolizes urban and rural morphologies, respectively. 
Three distinct electricity price scenarios, as outlined in Table 4, were assessed, in conjunction with two surplus 
compensation policies, elucidated in section 3.3. The outcomes are portrayed for green (downward trend), 
orange (average trend), and red (upward trend) electricity price scenarios. The compensation policies 
considered include one that permits economic gains and another that aligns with the current Spanish 
regulations, devoid of economic incentives. The x-axis signifies the percentage of rooftop occupancy or load 
factor, which ranges from 0% (indicating no PV system installation) to 100% (indicating full occupancy). For 
this analysis, an interest rate of 3% and a projected lifespan of 20 years were presumed. Neither inflation nor 
owners’ risk factor were considered in the study. 
The TAC results, as shown in the first row, demonstrate that all six municipalities could obtain economic 
benefits from the installation of solar panels. However, the optimal rooftop load factor is subject to variations 
on the size of the municipality and the surplus compensation policy considered. Large urban municipalities 
such as Bilbao, Madrid, and Sevilla, generally have less rooftop surface availability compared to their rural 
counterparts, Sopuerta, Ajalvir, and Pruna. This constraint in urban areas diminishes the PV potential capacity, 
and consequently, the potential economic gains, as depicted by the marginal decrease of TAC with increasing 
load factor. Furthermore, the limited PV potential implies that surplus in urban municipalities are inadequate 
to reap the benefits of more generous compensation policies for PV system owners. Hence, both policy 
scenarios exhibit similar behavior. In contrast, rural municipalities, with generally larger rooftop surface 
availability per dwelling, yield superior economic performance and more significant surpluses. Consequently, 
they stand to gain the most from a hypothetical, more favorable surplus compensation policy. 

The second row presents the NPV values, which supplement the TAC analysis by suggesting the optimal 
rooftop load factor for PV investment. The Payback period values also exhibit variability, dependent on the 
size of the municipality, electricity prices, and compensation policy. It is evident that current compensation 
policies could potentially hinder the complete deployment (100% load factor) of PV in rural areas. In an average 
market scenario, a dwelling in the rural areas could attain a PBP between 8 and 10 years under the current 
compensation policy. However, this could be reduced to between 6 and 8 years if a more favorable policy were 
implemented. 

In summary, the analysis indicates that all municipalities could profit economically from the installation of solar 
panels. However, the optimal rooftop load factor and investment return timing are subject to multiple influencing 
factors. Moreover, current compensation policies negatively impact dwellings with more than 6 – 8m2 of 
available surface for installing PV. 
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Figure 6.  Total Annual Cost, Net Present Value, and Payback Period associated with installing solar panels on residential rooftops in different regions of Spain, under 
different electricity market and surplus compensation policy scenarios. Capitalized municipality names indicate urban morphology municipalities, while lowercase 
names indicate rural morphology municipalities. 

downward trend 

average trend 

upward trend 
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5. Conclusions 
This study introduces a new hourly data-driven method to assess the feasibility of residential solar PV 
systems for electricity self-consumption in Spain. The method employs mathematical models to estimate the 
electricity demand, self-consumption capacity, and economic profitability of rooftop-based PV systems at the 
municipal level, considering different surplus compensation policies and flexible electricity prices. The most 
relevant conclusions of this work are presented below: 

- Rural areas have up to three times more rooftop surface per dwelling than urban areas, resulting in higher 
rooftop PV generation capacity. This correlation is linked to population size and rooftop availability per 
dwelling in a municipality. 

- High-resolution hourly data is crucial for estimating self-consumption capacity when planning PV 
deployment. Analyzing hourly data reduces the potential by up to 75% in rural and 30% in urban 
municipalities compared to yearly data analysis. 

- Current policies do not fully compensate for surplus electricity generated by PV systems, limiting potential 
investments in residential PV systems by 40 – 60% of their maximum capacity and reducing economic 
profitability. 
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Abstract: 

Rural areas are strategic assets to ensure sustainable energy transition due to their potential to implement 
renewable energy production. In this context, the EU seeks to promote synergies between renewable energy 
deployment and rural development, through several funding programs and supporting policies that benefit both 
parties. Consequently, the number of rural Energy Communities is increasing, and researchers are focusing 
on optimizing their designs. In this regard, one critical aspect when simulating the energy demand of Energy 
Communities is the use of weather data which are mostly not available for specific locations. In these cases, 
data from nearby urban centers are typically used, if available. But these data may not be representative of 
the typical weather conditions of the specific rural area under study which will negatively affect such design. 
In this context, this paper studies the impact of using urban areas’ weather data when designing Energy 
Communities in the nearby rural areas. Therefore, the case study of the Tarragona province in Spain is 
presented, driven by 43 weather stations homogeneously distributed across the region. Findings reveal higher 
correlation in temperature and solar irradiation between local data and province's capital data than with third-
party data, despite climatic differences. Heating degree day analysis indicates third-party’s data closer to 
reality. Given Spain’s heating demand, accurate data is crucial for HDD, therefore, when local data is 
unavailable, third-party data is recommended, despite lower correlation. 

Keywords: 

Renewable energy; Rural energy communities; TMY (Typical Meteorological Year); Weather datasets. 

1. Introduction 
Increasing global energy demand and costs have been catalyzed by growths in global population and in the 
technological input required to drive economies [1]. This is also projected to be amplified by the rising global 
temperatures due to global warming. Resultant effects have been seen in rising energy prices due to the 
domination of energy supply from non-renewable resources. International agreement was reached, with clear 
road maps to reduce the emission of greenhouse gases (GHGs) with clean and renewable energy resources 
[2]. The UNEP Emissions Gap Report 2022 [3] indicates that to attain the goal outlined in the Paris Agreement 
[4] to reduce global temperatures increase to below 1.5 oC, the current global emissions of GHGs must be cut 
by 45%. This calls for greater penetration of cleaner energy into the global energy scenario. Following this, the 
European Union (EU) has committed to the attainment of 32 % renewable energy inclusion in its member 
states by 2030 [5]. An even bolder commitment of attaining 42% inclusion of renewable energy inputs into its 
nation energy mix by 2030 has been made by Spain [6]. Realizing these goals will require paradigm shift in all 
sectors, especially in electricity production as the supply of electricity drives many sectors (industrial, 
residential, services, transportation, etc). Hence, there is a need to deviate from the traditional centralized 
system of power generation to a distributed one which is capable of flexibly accommodating inputs from 
complimentary renewable energy sources. The creation of energy communities has been demonstrated to be 
a viable approach to meeting energy targets in the EU [7]. The EU in its Green deal commitment to meet 
emission targets, recognizes and supports Renewable Energy Communities (RECs) as essential components 
of energy transition [8]. This energy model also has the potentials of promoting self-consumption, reducing 
energy cost to consumers, and job creation. Thus, a demand is placed on member states to develop national 
policies and legal frameworks to promote participation of their stakeholders. However, the current Spanish 
energy regulatory framework has limited widespread roll-out of these RECs [9-10].  



To maximize self-consumption and stabilize the national electricity grid, different types of renewable systems 
can be combined into a hybrid renewable energy system (HRES) [11]. Spain possesses vast renewable energy 
potentials which places it at advantage of benefiting from the HRES scenario [12]. On the other hand, the 
building sector accounts for about 43% of the total final energy consumption with about two-thirds of this from 
the residential buildings [13]. According to the International Energy Agency (IEA), the Spanish residential 
sector reliance on energy from fossil fuels still accounts for more than 50% of the sectors’ final energy 
consumption [14]. This is even more prominent in the rural areas of the country. Therefore, energy transition 
efforts from the angle of the building sector are crucial. To this end, the EU directive 2010/31/EU and its 
amendment 2018/844/EU are legislative frameworks binding on member states to improve the energy 
efficiency of their buildings. Apart from participating in the energy demand side, buildings are also expected to 
participate in the supply side through the incorporation of available renewable energy technologies [15]. The 
idea is to achieve nearly zero energy buildings (NZEBs) or even positive energy buildings (PEBs) [16]. The 
excess energy generated by a PEB may then be consumed by another member of its HRES or exported to 
the national grid. 

Dynamic numerical simulation has for some time, been an indispensable tool for HRES and NZEB 
researchers/designers in improving buildings’ and HRES’ energy efficiencies. The energy models utilized are 
usually run with weather data generated for the climatic conditions around the facility and they are often with 
some measure of uncertainties [17]. Different procedures have been used to construct typical annual weather 
data by statistically processing a multi-year (usually 10 years or more) actual weather data set as means of 
forecasting future weather conditions [18]. The Typical Meteorological Year (TMY) method was developed by 
Hall et al. [19] at Scandia laboratories, using Filkenstien-Schafer method, was modified into TMY2 and later, 
TMY3, by the National Renewable Energy Laboratory (NREL). The American society of Heating, Refrigerating 
and Air-Conditioning Engineers (ASHRAE) commissioned the International Weather Energy Calculations 
(IWEC) which was later updated to International Weather Energy Calculations 2 (IWEC2) [20]. The 
International Organization for Standards (ISO) also presented a procedure (ISO 15927-4:2005) for 
constructing a reference year of hourly values of meteorological data [21].  

The reliability of the results obtainable from a building’s or/and HRES’ energy performance simulation depends 
on the accuracy of the weather data file utilized for the corresponding facility’s location. The weather data used 
to compute typical weather conditions are typically obtained from historical measurements from weather 
stations which are usually situated at capital cities or airports. Since rural communities are usually far from 
such locations, their climatic conditions may differ from those around the weather stations. This will introduce 
errors when assessing energy performances in the rural areas [22]. However, generating the weather data for 
a specific location through any of the established procedures can be very demanding. A simpler alternative is 
to patronize the services of a third-party company which will generate the needed weather files while specifying 
the preferred meteorological model and the geographic location of concern. 

In summary, the constitution of energy communities in the rural areas requires a precise evaluation of the 
energy performance of the involved buildings. However, according to the literature reviewed, no studies have 
yet to specifically investigate the impact of utilizing non-local meteorological data on these communities’ 
design. This paper, therefore, seeks to fill this research gap by examining the implications of using data from 
various common sources, such as the capital city of the region or third-party providers, in comparison to 
employing local weather data in the design of rural energy communities. 

2. Methodology  

2.1. Data gathering and preparation.  

The multi-year weather data supporting this work have been recorded by the weather stations owned by 
METEOCAT (Meteorological Service of Catalonia) during the period 2010 - 2019 at the 12 different locations 
around the province of Tarragona in Spain. The locations and main characteristics of these are presented in 
Figure 1.  

The METEOCAT weather dataset include among others, 30-minutes measures of the following meteorological 
variables: dry-bulb temperature, wind velocity, relative humidity, global solar irradiance, maximum dry-bulb 
temperature, minimum dry-bulb temperature, maximum relative humidity, and minimum relative humidity. 
Despite the good quality of these measured weather data, it contained small gaps of usually a few hours, 
mainly in the wind speed data. Therefore, the linear interpolation technique was employed to fill in the missing 
data. 

In building energy simulation, typical meteorological year weather data is usually a synthesized single year of 
weather data that represents multiple years of historical weather data. The collected weather data were then 
used to construct typical weather years according to the TMY. This method extracted a monthly weather 
dataset each, for all the calendar months, which typifies the weather characteristics of each location, from the 
historical data. The twelve selected typical months, which do not necessarily belong to the same year, were 
then concatenated to create a typical year.  

 



 
Figure. 1. A map of the province of Tarragona, indicating the locations of the weather stations analyzed in this 
study and their key characteristics. The four stations examined in this paper are highlighted for reference. 

 

The TMY methodologies build upon the original method by Hall et al. [23] which utilizes the following nine 
parameters that are considered with daily frequency: minimum, maximum and mean values of dry bulb air 
temperature (ºC) and dew point temperatures (ºC); maximum and mean values of the wind speed (m/s); and 
the cumulative global horizontal solar radiation (Wh/m2). The weather data obtained from the different 
meteorological stations did not include the data for dew point temperature but this was determined from the 
data for relative humidity and dry bulb through psychrometrics.  



In the TMY procedure, the Finkelstein-Schafer (FS) [24] statistic was calculated to determine the typical 
weather months for a calendar year. The FS statistic defines the absolute value of the difference between 
long-term data and each of the historical candidate months. That is, for each weather data month, all historical 
months were evaluated and the month which matched most statistically to the long-term weather pattern was 
selected. The procedure is summarized below. 

a) The daily means �̅� were calculated from the parameter p values of the data series. 

b) For each calendar month, the cumulative distribution function (CDFp,m,i) of the daily means for all the 
years in the dataset was calculated by sorting all the daily means values in increasing order and then 
ranking them using Eq. (1): 𝐶𝐷𝐹𝑝,𝑚,𝑖 = (𝐾(𝑖)𝑁+1),                                                                                                                                 (1) 

where K(i) is the rank order of the i values of the daily means of a month m in the total data set and N 
is number of days for the month in the total data set. 

c) For each year of the dataset, the cumulative distribution function (CDFp,m,y,i) of the daily means within 
each month was calculated by sorting all values for that month m and year y in increasing order and 
then ranking them using Eq. (2), 𝐶𝐷𝐹𝑝,𝑦,𝑚,𝑖 = (𝐽(𝑖)𝑛+1),                                                                                                                               (2) 

where J(i) is the hierarchical order of the values i of the daily means within that month and year while 
n the number of days in the specific month. 

d) For each month, the FS statistic were then calculated for each parameter according to Eq. (3) & (4): 𝐹𝑆(𝑝) = 1𝑛 ∑ 𝛿𝑖 𝑛𝑖 ,                                                                                                                                             (3) 

where 𝛿𝑖 is absolute difference between the long-term data CDF and the historical candidate month 
data CDF, and n is the number of readings in a month. 𝛿𝑖 = ∑ |𝐶𝐷𝐹𝑝,𝑦,𝑚,𝑖 − 𝐶𝐷𝐹𝑝,𝑚,𝑖|𝑛𝑖=1                                                                                                            (4) 

e) The TMY procedures introduced a weighted sum of the single FS statistics calculated for every 
parameter for each month as in Eq. (5). The weighting factors 𝑊𝑝 attributed to each of the nine weather 
parameters vary according to their importance on building energy demandand are presented in Table 
1. The month with minimum weighted sum of FS displays the most similar weather pattern to the long-
term historical weather.  𝑊𝑆𝑝 = ∑ 𝑊𝑝 ∗ 𝐹𝑆(𝑝)                                                                                                                              (5) 

The hourly weather data belonging to the minimum WS were then used to fill up the corresponding month of 
the twelve-month weather file.  

Table 1.  Weighting factor used for each meteorological parameter. 

Meteorological Parameter TMY [24] 

Maximum dry-bulb temperature 0.042 

Minimum dry-bulb temperature 0.042 

Mean dry-bulb temperature 0.083 

Maximum dew point temperature 0.042 

Minimum dew point temperature 0.042 

Mean dew point temperature 0.083 

Maximum wind speed 0.083 

Mean wind speed 0.083 

Global horizontal solar radiation 0.500 

 

Also, the TMY for each of the 12 municipalities were obtained with the Meteonorm software which has a 
database with information from more than 7700 weather stations distributed around the world. The main 
advantage of the Meteonorm software is its ability to generate weather date for user-defined locations by 
interpolating data from nearby weather stations in combination with data obtained from satellites [25, 26]. 

2.2. Data analysis 

The four locations selected for this study, are each considered to be representative of the 12 different climatic 
typologies of the province. Tarragona’s (the capital) station is coastal, Amposta stations is pre-coastal, Falset 
is inland at 259 meters above sea level, and Prades is also inland but at the highest altitude of about 926 
meters. It should also be noted that the weather station at Prades usually records the lowest temperatures 
during winter in the province. 



A correlational analysis of weather parameters (ambient temperature, relative humidity and total solar 
irradiation) from the TMY of Tarragona, which was determined from historical data; the TMY for each of the 
three locations as determined from their historical data and also the TMY obtained for each location from 
Meteonorm, was performed. The Taylor Diagram provides a second approach for comparing weather data 
from the on-site weather station, Meteonorm, and the province capital's weather station. This method uses 
statistical metrics, such as the Pearson correlation coefficient (R), the centered root-mean-squared error 
(RMSE), and the normalized standard deviation (σ), to visually represent how closely a weather parameter 
sample matches the local observation. 

A comparative study of the Heating Degree Days (HDD) and the Cooling Degree Days (CDD) were then 
conducted for the municipalities. The HDD relative to a base outdoor temperature of 18 oC were integrated 
from mid-October to mid-April, while the CDD relative to a base outdoor temperature of 24 oC were integrated 
from mid-April to mid-October. For each municipality, the values of the HDD and the CDD obtained from the 
TMY built using the climatic data of its meteorological station were compared with the TMY of the capital 
(Tarragona) and with the TMY obtained from the Meteonorm software. The method used for calculating the 
degree days are as defined in [27]. 

3. Results and discussion 
 

3.1. Typical Meteorological Months 

Table 2 shows the monthly weather data that were selected to assemble the typical meteorological year for 
each of the location considered in this study, based on the TMY procedure.  

Table 2.  Selected typical months for the different locations based on the TMY procedure.  

Location Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Amposta 2018 2013 2014 2016 2012 2018 2013 2015 2016 2012 2016 2012 

Falset 2015 2015 2014 2016 2012 2016 2013 2017 2016 2019 2016 2014 

Prades 2013 2015 2014 2018 2014 2016 2013 2015 2016 2015 2016 2012 

Tarragona 2013 2013 2014 2016 2016 2018 2010 2015 2016 2019 2016 2012 

 

3.2. Taylor Diagram 

The Taylor diagram is a useful graphical display of the statitiscal summary of how different models’ 
performances match each other in terms of correlation, root-mean-square difference and ratio of variance [28].  

The weather data from on-site weather stations, the province capital's weather station, and third-party software 
(Meteonorm) are compared using the previously introduced statistical metrics and displayed in a Taylor 
diagram for each of the three selected municipalities (Amposta, Falset, and Prades), based on three 
meteorological variables (temperature T, relative humidity RH, and global horizontal irradiance GHI).  

In Amposta (Figure 2), T and GHI from the province capital’s weather station have higher correlation with the 
on-site data (R=0.92 and R=0.93) than the Meteonorm’s data (R=0.82 and R=0.73) obtained for the location. 

RH however, generally showed much lower correlation (R=0.65 for the capital and R=0.21 for Meteonorm). 
The standard deviations are similar in all cases, below the 10% compared with the reference, except for the T 
of Meteonorm’s data, around 21%.  

In Falset (Figure 3) and Prades (Figure 4), T and GHI from the province capital's weather station also have 
higher correlations with the on-site data than Meteonorm's data, while RH has lower correlations. In these two 
locations, the standard deviation for all parameters is within acceptable values in all cases, less than 20% 
different from the reference data. It is noteworthy that Meteonorm's data are worse than the province capital's 
data in all locations, despite significant climatic differences between some of the municipalities. Although it is 
expected that Amposta and the province capital would have similar data, as they are both located on the coast 
with a Mediterranean climate, Prades and Falset have different climates and are located at higher altitudes 
than the capital. 



 
Figure. 2. Normalized Taylor Diagram for Amposta municipality, which compares the Amposta on-site weather 
station data (as reference) with Amposta third-party Meteonorm data, and with the province capital’s weather 
station data for the TMY 2010-2019.  

 

 

 
Figure. 3. Normalized Taylor Diagram for Falset municipality, which compares the Falset on-site weather 
station data (as reference), Falset third-party Meteonorm data, and the province capital’s weather station data 
for the TMY 2010-2019.  



 
Figure. 4. Normalized Taylor Diagram for Prades municipality, which compares the Prades on-site weather 
station data (as reference), Prades third-party Meteonorm data, and the province capital’s weather station data 
for the TMY 2010-2019.  

3.3. Heating degree days (HDD) and Cooling degree days (CDD)  

To evaluate the impact of typical weather data sources on building energy demand prediction for the three 
locations (Amposta, Falset, and Prades), it is crucial to analyze the representative Cooling Degree Days (CDD) 
and Heating Degree Days (HDD) of the different weather datasets. To this end, Figure 5 presents a comparison 
of the HDD and CDD values obtained from the TMY built using climatic data from each local weather station 
(On-site TMY), the TMY built using climatic data from the province's capital weather station (Capital TMY), and 
the TMY generated for each location using the Meteonorm software (Meteonorm TMY). 

 

Figure. 5. Cooling Degree Days (left) and Heating Degree Days (right) for the 3 municipalities in the study 
(Amposta, Falset and Prades), computed from 3 different TMY 2010-2019 datasets: on-site weather station 
data, province capital’s weather station data, and third-party Meteonorm data.  

For the coastal municipality of Amposta, which is assumed to be more climatically similar to the provincial 
capital, the CDD values show significant deviations. Specifically, the onsite weather dataset resulted in CDD 



which deviated from those from Tarragona’s weather dataset by -86%, and even larger deviation of -300% 
from those given by the Meteonorm weather dataset. With respect to HDD, the onsite weather dataset 
minimally deviated from Tarragona’s weather dataset by +2% while significant deviation of +12% from the 
Meteonorm’s dataset is observed. These deviations are consistent with the Degree Days presented on the 
METEOCAT website for Amposta and Tarragona [29]. Concerning the implications for building energy 
demand, using the weather datasets from both the capital or Meteonorm would result in a large overestimation 
of cooling energy demands of buildings in summer. On the other hand marginal underestimation of heating 
demand of buldings in winter would result from the use of weather dataset from the capial while significant 
underestimation would result with the use of Meteonorm’s dataset. 
The CDD from the onsite weather dataset at Falset, which is located inland and at an altitude of 359 meters, 
are similar to those resulting from the capital's dataset with a minor deviation of about -2% while a larger 
deviation of about -22% resulted compared to the Meteonorm’s dataset. However, the onsite weather data 
HDD show a larger deviation of about +34% from the capital's dataset and about +11% from the Meteonorm’s 
dataset. This imply that using weather dataset from Meteonorm will result in significant overestimation of 
buildings’ cooling demands in summer while datasets from both the province’s capital and Meteonorm will 
result in significant underestimation of buildings’ heating demands in winter. 
Finally on Prades, which experiences considerably colder winters than the other locations (as evidenced by 
the onsite HDD values in Figure 5), the onsite weather dataset's CDD deviates with +475% and +116% with 
respect to the capital’s and Meteonorm weather datasets respectively. The HDD from the onsite weather 
dataset on the other hand, deviates with +55% and +11% from the capital’s and meteonorm’s datasets 
respectively. Therefore, there is the risk of significantly underestimating buildings’ heating demands during 
winter if the local weather dataset are not utilized, especially by using the weather dataset from the provincial 
capital. Additionally, significant overestimation of buildings’cooling energy demands will result from using 
weather datasets from both the province’s capital and Meteonorm in summer. 

Overall, and considering that in the period between 2010-2020, heating accounted for 41.5% of the total energy 
consumption in the residential sector in Spain, while air conditioning only accounted for 1% [31], it is crucial to 
properly size the heating system as opposed to the cooling system. Thus, in cases of extreme winter 
temperatures, it is more advisable to use Meteonorm data instead of relying on data from the provincial capital. 

 
3.4. Conclusions 

The objective of this research is to show the impact of using approximate meteorological data instead of using 
real local weather data in the design of rural energy communities. The study was conducted in twelve rural 
municipalities in the province of Tarragona, which have on-site data from local weather stations, with focus on 
three of them. Thus, for each location, the data from the local Typical Meteorological Year (TMY) computed 
from the on-site data were statistically compared, in terms of correlation, root-mean-square difference and ratio 
of variance, with data from the TMY of the province’s capital and the TMY obtained using third-party software, 
Meteonorm. Additionally, the typical cooling and heating demands in buildings at each location were estimated 
using Cooling Degree Days (CDD) and Heating Degree Days (HDD) for the three meteorological datasets: 
referencial on-site data, province’s capital data, and Meteonorm’s data. The results show that, in all three case 
studies, the correlation of temperature and solar irradiation parameters between the local data and the data 
from the province’s capital was higher (R=0.85-0.90) than with those from Meteonorm (R=0.70-0.85). This is 
despite the apparent climatic differences between the capital, in the coast, and the inland municipalities of 
higher-altitude. It should also be noted that the relative humidity data had correlation values lower than R=0.5 
with respect to both the province’s and Metenorm’s data, indicating that they are unreliable for replacing the 
on-site data in any case. Furthermore, the analysis of CDD indicates that the data from the provincial capital 
is closer to the real local data than the data provided by Meteonorm. However, for HDD, the opposite is true, 
as the data from Meteonorm was found to be closer to real data, with deviations of 11%, compared to the 
deviation of 34-55% with the data from the provincial capital. Given that the heating energy demand in the 
residential sector in Spain represents 41.5% of energy consumption in average, while cooling demand barely 
reaches 1%, it is vital to use the data that best approximates reality with respect to HDD. Therefore, when local 
meteorological data is not available, third-party data yields better results in HDD analysis than the weather 
data of the provincial capital, though with low worse correlation. However, it is advisable to study to what extent 
the deviations found affect the definition of specific building design parameters for rural energy communities. 
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Abstract: 
Marca Ambiental is a Brazilian company that collects and treats solid waste from Grande Vitória, state of 
Espírito Santo, since 1997. In order to recovery this waste energy, mainly the landfill biogas, the company 
installed a steam power plant, in 2008, generating 1 MW of electricity. A study showed that greater efficiency 
and electric power, by recovering the landfill biogas energy, would be possible using internal combustion 
engines (ICE). This first repowering has already occurred using three internal combustion engine gensets, 
generating more than 3 MW of electricity. This work carried out a thermo-economic analyse for this plant new 
repowering, using organic Rankine cycle (ORC) systems. The energy and exergy balances showed that, 
although more than 40% of the biogas energy is converted into electricity, more than 54% is lost through 
exhaust gases (27.2%) and cooling water (27.4%), which represent, respectively, 14.13% and 4.12% of the 
biogas total exergy. The simulation and economic evaluation of this repowering, using ORC systems, shows 
technical and economic feasibility, respectively, for 400 kW and 300 kW of additional electricity generation. 
Keywords: 

Energy Efficiency, Repowering, Exergy Balance, Energy Recovery. 

1. Introduction 
According to [1], in 2021 the Brazilian electric energy demand was 497 TWh, an increase of 4.6% in relation 
to the year of 2020. In the same period, the participation of thermoelectric power plants in electricity 
generation was 23.5%. Nowadays, thermoelectric generation is mostly using fossil fuels. The use of landfill 
biogas from Urban Solid Waste (USW) landfills may be one of the alternatives to improve this scenario. One 
of the technologies for thermoelectric generation is Internal Combustion Engines (ICE). According to [2], the 
waste heat energy from these engine gensets, due to the cooling system (of the engine block, lubricating oil  
and intercooler) and exhaust gases, is generally rejected to the atmosphere. This waste heat, from exhaust 
gas and cooling water can be effectively recovered, for the system efficiency improvement and repowering. 

Repowering is defined by [3] as an important alternative to achieve improvements in systems and 
thermoelectric generation. Among the improvements, there are: reduction of the specific fuel consumption 
and/or costs, reduction of the emissions and least cost option for increasing generation capacity. The 
repowering methodology presented by [3] is summarized with the following steps: determine the generation 
system goals; identify the generation system information and restrictions; identify the candidates repowering 
technologies; Evaluate and select the most feasible technology. In consideration of repowering thermal 
power plants through the usage of waste heat, a study was conducted by [4] in order to survey waste heat 
recovery technologies for power plants equipped with internal combustion engines (ICE) aiming at increasing 
the produced net power and overall efficiency. Among the alternatives, the following were chosen as 
interesting based on commercial availability and low impact on engine operation: 

• Combined cycle with Conventional Rankine Cycle (CRC). 

• Combined cycle with Organic Rankine Cycle (ORC). 

• Combined cycle with Kalina Cycle (KA). 

• Absorption cycle for intake air cooling. 
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The results of a study by [4] showed that the Organic Rankine Cycle, using the exhaust gases heat from an 
ICE) presented the best performance for repowering purposes, considering the maximum power produced, 
achieving 5.3% in additional power produced. According to [5] ORC involves the same components of a 
conventional Rankine cycle: evaporator, expander, condenser and pump. One study [6] affirmed ORC is 
considered a simple technology because most of the heat addition and rejection happens during the phase 
change of the working fluid in the evaporator and condenser, respectively. The fundamental difference 
between CRC and ORC is the working fluid. As seen in [6], in ORC the fluid is an organic compound 
characterized by a lower boiling temperature than water, allowing power generation using heat sources with 
lower temperatures than in the conventional Rankine cycle. [8] affirms that, consequently, for low 
temperature waste heat recovery, ORC is a more suitable technology. One study [4] claims that organic 
fluids are high molecular mass fluids, compared to water, which allows compact equipment and low pipe 
diameter, for higher mass flow and higher isentropic efficiency of the expander. 

In [5], parameter optimizations were performed, considering evaporation and condensation temperature, 
evaporator pinch-point and different types of organic fluids, as decision variables, in two configurations of 
ORC systems (simple and regenerative) to recover waste heat from an internal combustion engine. 
Considering the lowest specific costs for the power generated, as objective function, the best working fluid 
were selected, Toluene for waste heat recovery from engine exhaust gases and R141b for engine cooling 
water recovery. In [5], the maximum increase in efficiency and additional power generated was about 7%. 

A study [6] was conducted to compare the efficiency of different working fluids in the heat recovery of 
exhaust gases from an internal combustion engine operating with biogas. The study examined pure organic 
fluids as well as their mixtures. The findings revealed that the Organic Rankine Cycle (ORC) system 
operating with toluene demonstrated the highest net electrical energy production, achieving an efficiency of 
19.9%. In a related study [7], the use of toluene and cyclohexane in recovering waste heat from the flue gas 
of a reheat furnace was compared. The results indicated that under similar conditions, the ORC system with 
toluene exhibited a lower gross electricity production of 30 kW, but a higher energy efficiency of 17.08%. It is 
worth noting that neither of these studies explored the heat recovery potential from engine cooling water nor 
conducted an economic feasibility analysis of implementing the ORC technology. 

With this in mind, the present work aims to recover both waste heat from the exhaust gases and cooling 
water of gensets in a Brazilian company involved in the collection and treatment of municipal waste. This 
company operates a thermal power plant based on three internal combustion engine gensets for landfill 
biogas energy recovery, generating over 3 MW of electricity. This paper outlines the procedures and 
discusses the results of a thermo-economic assessment of organic Rankine cycle systems for repowering 
applications in this landfill biogas power plant. The main contribution and novelty of this work lie in 
conducting an economic analysis of this plant under Brazilian conditions, as well as utilizing the engine 
cooling water as an input for a secondary ORC system. 

To perform the energy and exergy balance analysis of the gensets, Engineering Equation Solver (EES) 
software was employed. IPSEpro was used for simulation purposes, and Excel was utilized for the economic 
evaluation of the ORC systems. Importantly, this work proposes advancements in the utilization of residual 
heat from an engine by providing a detailed explanation of the economic analysis using Brazilian economic 
conditions. Furthermore, the utilization of engine cooling water as a heat source is investigated in a real plant 
setting, with actual operating conditions that have not been previously explored. 

 

2. Case Study Description 
Marca Ambiental is an urban solid waste (MSW) recovery company, which has been collecting and treating 
municipal waste from Grande Vitória, in the state of Espírito Santo, Brazil, since 1997. According to [8], the 
urban solid waste is deposited in the landfill and then covered with layers of soil from the site itself, isolating 
it from the environment. Chambers are then formed, in which microbial activity, mainly of anaerobic bacteria 
that, through their metabolism, transform organic matter into combustible products, such as methane gas 
and released leachate. The slurry is captured through pipes and drained into treatment tanks. 

In 2011, the company installed a steam cycle thermal power plant, generating 1 MW of electric power. Later, 
as shown in Figure 1, the original system was replaced by three ICE gensets (Genset 1, 2 and 3), generating 
more than 3 MW of electric power. Figure 1 shows the pipelines for capturing the biogas and directs it to the 
three engine-generator sets (EG's). There is a forecast for the future installation of two more generator 
groups. Nowadays, the thermoelectric plant has 3 ICE gensets modules, Jenbacher J416 GS models, 4-
stroke Otto engines with mixture compression and exhaust gas turbocharging. 



 

 

Figure 1 - Marca Ambiental's Biogas Capture and Thermoelectric System. 
 

The average chemical characterization of the biogas generated at the Marca Ambiental landfill is shown in 
Table 1, as well the air composition, considering the average onsite conditions (25°C, 1 atm and 60% RH). 

 
Table 1 - Biogas Characterization and Environmental Conditions. 

Parameters Value Unit 

Biogas 
Composition 

CH4 47.57 

% 
CO2 47.34 

N2 4.02 

O2 1.07 

Heating Value 
Lower (LHV) 12,753 

kJ/kg 
Higher (HHV) 14,153 

Onsite Average 
Conditions 

Pressure 1.013 bar 

Temperature 25 °C 

Relative Humidity 60 % 

 
2.1. Gas Exhaust System 

Each genset releases exhaust gases through the stack at a temperature of approximately 457 °C and a 
mass flow rate of 1.54 kg/s. This is the main source of heat with the potential to be recovered. It is important 
to stress the fact that there is a limit temperature for cooling the exhaust gases in their recovery process, due 
to the possible presence of sulfur in the fuel composition, which is considered 180ºC, in this work. The molar 
composition of the exhaust gases, shown in Table 2, was previously calculated with the aid of Engineering 
Equation Solver (EES) software using a complete combustion model with excess of wet air. 

 
Table 2 - Molar Composition of the Exhaust Gases. 

 

CO2 (%) H2O(%) N2(%) O2(%) 
12.85 14.49 67.57 5.09 

 
2.2. Engine Cooling System 

The cooling system of the generating units is done by means of demineralized water in two closed circuits, 
high temperature (HT) and low temperature (LT), with very low makeup during operation. The heat removed 
from the two aftercoolers, the lube oil and jacket water must be dissipated in a cooling system in order to 
allow the closing of the circuit. In the case of the thermoelectric plant, the cooling method adopted, 
depending on environmental conditions and water availability, is the use of a bank of radiators, with each 
generator set having two radiators. A thermal scheme of the cooling system, with water, biogas and exhaust 
gas flow values, can be seen in the engine flowchart, collected from the company documents, in Figure 2. 



 

 
Figure 2 - Engine Flowsheet. 

3. Engine Energy and Exergy Balance Methodology 
The biogas energy rate is expressed by Eq. (1), as function of lower heating value (LHV) and mass flow (�̇�𝑏). 
The exergy rate of the biogas is calculated by Eq. (2), where �̇�𝑏 is the molar flow rate of the fuel, 𝑒𝑖𝑐ℎ is the 
standard specific chemical exergy of each element, �̅� the universal gas constant on a molar basis and 𝑇0 is 
the reference temperature (dead state) in Kelvin scale. 

 �̇�𝑏 =  �̇�𝑏 . 𝐿𝐻𝑉  (1) 𝐸�̇�𝑏 =  �̇�𝑏 (∑ 𝑦𝑖𝑒𝑖𝑐ℎ𝑗𝑖=1 + �̅�𝑇0 ∑ 𝑦𝑖 ln 𝑦𝑖𝑗𝑖=1 )   (2) 

The recoverable heat of each engine cooling water circuit is expressed by Eq. (3), where ℎ𝑜 and ℎ𝑖 are the 
specific enthalpy of the outgoing and incoming water stream, respectively. The sum of the two circuit 
recoverable heats, due to the two cooling water circuit, is the total recoverable cooling water heat (�̇�𝑐𝑤). �̇�𝑖 = �̇�𝑖 . (ℎ𝑜 − ℎ𝑖) 

 
(3) 

 
The exergy of each engine cooling water flow is expressed by Eq. (4). The sum of the two circuit recoverable 
exergy is the total exergy loss, due two both cooling water circuit (𝐸�̇�𝑐𝑤). 𝐸�̇�𝑖 =  �̇�𝑖 . (∆ℎ𝑖 − 𝑇0∆𝑠𝑖) 

 
(4) 

 
The energy contained in the exhaust gases (�̇�𝑒𝑔 ) is calculated using Eq. (5) Where �̇�𝑒𝑔 is the molar flow rate 
of the exhaust gases, 𝑦𝑖  is the molar fraction of each component in the exhaust gases, and ∆ℎ̅𝑖 the variation 
of the specific enthalpy between the standard state and the state of interest. �̇�𝑒𝑔 =  �̇�𝑒𝑔 . ∑ 𝑦𝑖  .  ∆ℎ̅𝑖   

(5) 

 
To  calculate  the  exergy  of  the  exhaust  gas,  its  chemical  and  physical  parts  are  calculated (𝐸�̇�𝑔𝑐ℎ +  𝐸�̇�𝑔𝑝ℎ𝑖) 

represented by Eqs. (6) and (7), respectively, where 𝑦𝑖𝑒 represents the molar fraction of the component in the 
air. 
 𝐸�̇�𝑔𝑐ℎ =  �̇�𝑏 �̅�𝑇0 ∑ 𝑦𝑖 ln 𝑦𝑖𝑦𝑖𝑒𝑗𝑖=1    

(6) 𝐸�̇�𝑔𝑝ℎ𝑖 =  �̇�𝑏  ∑ 𝑦𝑖(∆ℎ𝑖 − 𝑇0∆𝑠𝑖) 𝑗𝑖=1   
 

(7) 



 𝐸�̇�𝑔 =  𝐸�̇�𝑔𝑐ℎ +  𝐸�̇�𝑔𝑝ℎ𝑖  (8) 

Since the mechanical power is pure exergy, then the exergy of this  stream is represented by �̇�𝑥𝑀. Finally, 
the overall energy and exergy balance are represented by Eqs. (9) and (10) respectively. 

 �̇�𝑏 = �̇�𝑀 + �̇�𝑐𝑤 + �̇�𝑒𝑔 + �̇�𝑙  (9) 

𝐸�̇�𝑏 = �̇�𝑥𝑀 + 𝐸�̇�𝑐𝑤 + 𝐸�̇�𝑒𝑔 + �̇�𝑑  (10) 

 
In Equations 9 and 10, �̇�𝑙 is other heat losses from the internal system and �̇�𝑑  is the destroyed exergy 
involving engine irreversibility and other losses. 

4. Recoverable Waste Heat using Reversible Bottoming Cycles 
The heat available to be used by each heat source in an engine if the minimum recoverable temperature is 
reached is shown in Table 3, considering that the heat sink temperature ranges from 27 °C to 32 °C. 

 
Table 3 - Amount of heat available at each source to be recovered. 

 

Range Temperature of the Recoverable Heat Source Total Heat (kW) 
Exhaust Gases (457 °C – 180 °C) 511 
Cooling Water HT (93 °C – 74 °C) 694 

Cooling Water LT (58.8 °C – 55 °C) 62 

 
In an optimist scenario, where the heat addition line of the bottoming cycle is very close to the hot source line 
and the heat rejection line is close to the heat sink, one has the maximum technical potential presented in 
Table 4, considering that the recoverable would be converted into net power using a total reversible cycle. 

 
Table 4 - Maximum Technological Potential of Repowering. 

 

Range Temperature of the Recoverable Heat Source Net Power (kW) 
Exhaust Gases (457 °C – 180 °C) 250 
Cooling Water HT (93 °C – 74 °C) 105 

Cooling Water LT (58.8 °C – 55 °C) 5 

 
It can be seen that the LT cooling circuit has a small flow rate and temperature variation compared to the 
remaining heat sources, so this water flow has a very small heat amount. Therefore, only the HT circuit heat 
source is chosen to be model for repowering purposes using the ORC with cooling water hot source. 

 
4.1. Proposed Heat Recovery Thermal Scheme 

The configuration of the ORCs coupled to the ICEs is proposed by joining the flows of the 3 gensets units 
and proposed to model one ORC for each of the available recoverable heat sources, as shown in Figure 3. 

 

 
Figure 3 - Configuration of the ORCs to be coupled at the Marca Ambiental Thermal Power Plant. 



 

5. Thermo-Economic of the ORCs 
From the optimization data of [5], which caried out a similar case study, the implementation of the simple 
ORC was defined. This same study tested several working fluids for the different heat sources for recovery 
and reached a conclusion that in terms of power production with the lowest specific cost, the best fluids were 
Toluene and R141b, for the cycle recovering exhaust gases heat source and for the cycle recovering cooling 
water heat source, respectively. Based on that work, other parameters were taken into account to start 
modeling the ORCs, such as evaporation and condensation temperature and isentropic efficiencies of 
turbines and pumps, for each modeled ORC. These parameters are presented in Table 5. 

 
Table 5 - ORC parameters. 

 

Parameter 
Fluid 

   Toluene                                        R141b 

Tevap (ºC) 242.60 62.63 

Tcond (ºC) 57.45 38.35 

ηb (%) 71.54 71.10 

ηt (%) 81.52 86.27 

 
With the set of equations of the mass and energy balance of the Organic Rankine Cycle it was possible to 
obtain all the thermodynamic properties (pressure, temperature, enthalpy and entropy) of each state of the 
cycle, which was obtained as described, according to the configuration represented in Figure 4. 

 
 

Figure 4 – ORC System Flowsheet. 

 
The successful completion of a thermal design project requires estimation of the major costs involved in the 
project. Therefore, good cost estimation is a key factor in successfully completing a design project, as shown 
in [11]. There are many types of capital cost estimations and various methods often provide different results. 
The economic evaluation in this work is performed according to the module costing technique (MCT), 
extensively used for preliminary cost estimates of plants by [12]. This technique relates all direct and indirect 
costs to the purchased equipment cost evaluated for base conditions (CPE) at ambient pressure, and carbon 
steel construction expressed by Eq. (11), where Ki are constants depending on the equipment type and A is 
the capacity or size parameter. 

 𝑙𝑜𝑔10 𝐶𝑃𝐸 = 𝐾1 + 𝐾2 𝑙𝑜𝑔10(𝐴) + 𝐾3[𝑙𝑜𝑔10(𝐴)]2    (11) 

 
Deviations from these base conditions are handled by multiplying pressure (FP) and material (FM) factors. 
The pressure factor is given by Eq. (12), where P is the pressure and ci are constants depending on 
equipment type. 

 



 𝑙𝑜𝑔10 𝐹𝑃  = 𝐶1 + 𝐶2 𝑙𝑜𝑔10(𝑃) + 𝐶3[𝑙𝑜𝑔10(𝑃)]2    (12) 
 

The additional direct and indirect costs are considered through the bare module factor (FBM) in the module 
costing technique. The bare module cost is the sum of all direct and indirect cost and can be calculated by 
Eq. (13). 

 𝐶𝐵𝑀 = 𝐶𝑃𝐸 ⋅ 𝐹𝐵𝑀      [𝑈𝑆$]    (13) 

 
The values of the bare module cost factors are given for different types of equipment. For heat exchangers 
and pumps the expression of the bare module cost factor is given by Eq. (14), where Bi are constants 
depending of the heat exchanger or pump type. 

 𝐹𝐵𝑀 = 𝐵1 + 𝐵2 ⋅ 𝐹𝑃 ⋅ 𝐹𝑀     (14) 

 
For other components the FBM is directly given as a multiplier that accounts for equipment type, operating 
pressure and construction material. The coefficients for Eq. (11) to (14) are obtain from [12] for carbon steel 
turbines, pumps and shell and tube heat exchangers. The parameters to estimate the cost of the colling 
tower was not considered in [11]. Thus, for this equipment, the methodology by [13], was employed in this 
work, as shown in Equation (15). 𝐶𝑃 = 𝐶𝑟𝑒𝑓,𝑖  .  ( 𝑋𝑋𝑟𝑒𝑓)𝑚

 
 

(15) 

 

For modifications and expansions of existing thermal systems, there are also other costs that need to be 
accounted for, like taxes and contingencies costs. According [14] when there are no other recommendations, 
these costs are 3% and 15% of the bare cost module respectively. Adding these remaining costs, the total 
module cost is calculated by Eq. (16), where n represents the number of the project equipment. 𝐶𝑇𝑀 = 1.18 . ∑ 𝐶𝐵𝑀,𝑖𝑛𝑖=1  [𝑈𝑆$] 

 

(16) 

All the data available in [12] are referenced in 2001. According to [14] the calculated cost updated is made 
through an appropriated cost index. The cost index is an inflation indicator used to correct the cost of 
equipment items, material, labor, and supplies to the date of the estimation. For thermal design projects the 
Chemical Engineering Cost Index (CEPCI) is recommended for total plants, or groups of components. It’s 
adopted the CEPCI of 2022 (CEPCI2022 = 821.3). Thus, the correct total cost is given by Eq. (17), where the 
CEPCI2001 is 397. 𝐶𝑇𝑜𝑡𝑎𝑙 = (𝐶𝑇𝑀) 𝐶𝐸𝑃𝐶𝐼2022𝐶𝐸𝑃𝐶𝐼2001  [𝑈𝑆$] 

 
(17) 

6. Results and Discussions 

The thermodynamic evaluations of the repowering alternative were carried out on energy and exergy basis 
aiming at providing more support to the analysis, since exergy efficiency, exergy losses and irreversibilities 
allow a better understanding of the improvement opportunities in the waste heat recovery for power 
production, once that power is pure exergy. Exergy allows the evaluation of waste heat according to its 
maximum potential for power conversion, which is not possible using only an energy evaluation, as it 
overestimates the available heat potential for recovery and repowering. The economic evaluation allows the 
estimation of the specific capital cost for the repowering technology. 

 
6.1. Recoverable Waste Heat 

Based on the balances performed on the engine, the equations were implemented in the EES software. 
Thus, the results were found for a Jenbacher J416 GS engine of the EG of the Marca Ambiental Thermal 
Power Plant (TPP). In Figure 5 are the energy and exergy balances of an engine. The available heat energy 
is 54.60% of the energy provided by the biogas. However, the exergetic heat potential is 18.25% only. 



 

 
 

Figure 5 - UTE Marca Ambiental EG balances: a) energy balance, b) exergy balance 
 

6.2. ORC Utilizing the Exhaust Gases Heat 

Given the thermodynamic properties of toluene calculated in the EES it is possible to plot the T x s plot of the 
cycle, as seen in Figure 6. the values of the properties for each point are shown in the Table 6. The cycle 
has a net electric power production of 300.87 kW. In Table 7 there are the capacities and costs of each 
equipment. 

 

Figure 6 - Toluene T x s Diagram. 

 
Table 6 - Thermodynamic Properties of Toluene at the ORC State for 2.38 kg/s of Mass Flow. 

 

State Temperature 

(°C) 

Pressure 

(kPa) 

Enthalpy 

(kJ/kg) 

Entropy 

(kJ/kg.K) 
1 58.2 1492.4 -98.8 -0.281 

2 242.6 1492.4 301.7 0.667 

3 242.6 1492.4 545.7 1.140 

4 139.0 16.8 407.9 1.218 

5 57.5 16.8 292.8 0.908 

6 57.5 16.8 -101.3 -0.283 



 

Table 7 - Capacity and Cost of Each Equipment. 
 

Equipment 
Capacity 

[unit] 
CBM [US$] 

Evaporator 46.85 [m²] 149,190.03 
Condenser 99.52 [m²] 203,466.40 

Turbine 328.03 [kW] 543,019.03 
ORC Pump 5.90 [kW] 13,469.85 

Condenser Pump 2.06 [kW] 10,681.43 
Cooling Tower 3.48 [m³/min] 29,867.1 

 
Inserting the fees and updating the values to 2022 the total cost of the project is US$ 2,318,339.01. 

Starting from the total cost of the project, we can apply some methods of economic feasibility analysis, such 
as: payback, NPV (Net Present Value) and IRR (Internal Rate of Return). For this we need the interest rate 
per year on the investment, the value of the electric energy and the life time of the project. The interest rate 
of the investment which was adopted is 12% and the life time of the equipment adopted was 20 years. 
Unitary Variable Cost (UVC), that is, the cost of selling electricity to the grid was US$ 0.130/kWh. The 
obtained payback was 15.36 years, showing that the initial investment will be paid, even if it is in a time close 
to the useful life of the equipment of 20 years. The IRR is was approximately 13.38%, greater than 12%. 

 
6.3. ORC Utilizing Cooling Water 

Faced with the thermodynamic properties of toluene calculated in the EES it is possible to plot the T x s plot 
of the cycle, as seen in Figure 7. the values of the properties for each point are shown in the Table 8. 

 

Figure 7 - R141b T x s Diagram. 

 
Table 8 - Thermodynamic Properties of R141b at the ORC State for 8.35 kg/s of Mass Flow. 

 

State Temperature 

(°C) 

Pressure 

(kPa) 

Enthalpy 

(kJ/kg) 

Entropy 

(kJ/kg.K) 

1 38.50 265.59 83.27 0.306 

2 62.63 265.59 112.86 0.397 

3 62.63 265.59 320.09 1.014 

4 41.58 125.74 306.10 1.021 

5 38.35 125.74 303.52 1.013 

6 38.35 125.74 83.09 0.305 



 

The cycle has a net electric power production of 100.42kW. In Table 9 re defined the capacities and costs of 
each equipment. 

Table 9 - Capacity and Cost of Each Equipment. 
 

Equipment 
Capacity 

                                [unit] 
CBM [US$] 

Evaporator 300.71 [m²] 106,597.48 

Condenser 891.53 [m²] 143,471.47 

Turbine 116.74 [kW] 284,450.35 

ORC Pump 1.47 [kW] 10,231.25 

Condenser Pump 3.07 [kW] 11,462.07 
Cooling Tower 5.34 [m³/min] 45,830.55 

 
Inserting the fees and updating the values to 2022 the total cost of the project is US$ 1,469,673.82. 

 
In this case, the ORC system is not able to return the money invested within the useful life of the equipment 
of 20 year. The find the IRR, which was approximately 4.06%, comparing to the MARR of 12 %, it can be 
stated that the IRR rate is extremely lower than the MARR, show the unfeasibility of the project. 

 
7. Conclusions 
This paper aimed to perform the thermodynamic modeling of ORC systems, and then analyze the additional 
power generated, repowering performance, in order to carry out an economic feasibility analysis of the 
implementation of the ORC systems, using some economic indexes: payback, Net Present Value (NPV), 
Internal Rate of Return (IRR). Two separately ORC system was simulated for this repowering purpose. 

Firstly, energy and exergy balance were performed in order to evaluate the thermodynamic repowering 
potential, obtaining more than 43% of repowering potential. However, it is important to notice the limitations 
of the recoverable waste heat sources, which make the repowering potential drop down to approximately 
32%. Additionally, it was observed that the LT colling water circuit has a very small repowering potential, 
representing approximately 5% of the HT cooling water circuit or 1% of the exhaust gas repowering potential. 

Bearing this in mind, an ORC system was modeled for the exhaust gases from the 3 engines, operating with 
toluene as working fluid, generating 300.87 kW, which represents almost 8.8% of repowering. Another ORC 
was modeled for the HT colling water circuits heat of the 3 engines, operating with R141b as working fluid, 
generating 100.42 kW of additional electric power, representing 2.9% of repowering. The net efficiencies 
obtained for each cycle were 20.99% for exhaust gases ORC system and 5.83% for the cooling water ORC. 

The economic analyses indexes obtained demonstrated the economic feasibility for the exhaust gases heat 
ORC system only, with total investment cost of US$ 2,318,339.01 and payback of approximately 15.5 years. 
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Nomenclature 
Symbols 

A capacity or size parameter, kW, m² or 
m³/min 

B bare module factor coefficient 

C pressure factor coefficient 

E exergy rate, kW 

h enthalpy, kJ/kg 

K equipment type coefficient 

ṁ mass flow rate, kg/s 

P pressure, bar 

Q̇ energy rate, kW 

s entropy, kJ/(kg.C) 

T temperature, °C 

Ẇ power, kW 

y mole fraction 

η efficiency 

 
Subscripts and superscripts 

BM bare module 

cond condensation 

b biogas 

cw cooling water 



 
evap evaporation i in 

eg exhaust gases o out 

ex exergetic wf working fluid 
ge generator efficiency   
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